ORDINARY DIFFERENTIAL EQUATIONS

GABRIEL NAGY

Mathematics Department,
Michigan State University,
East Lansing, MI, 48824.

AUGUST 16, 2015

SUMMARY. This is an introduction to ordinary differential equations. We describe the
main ideas to solve certain differential equations, like first order scalar equations, second
order linear equations, and systems of linear equations. We use power series methods
to solve variable coefficients second order linear equations. We introduce Laplace trans-
form methods to find solutions to constant coefficients equations with generalized source
functions. We provide a brief introduction to boundary value problems, Sturm-Liouville
problems, and Fourier Series expansions. We end these notes solving our first partial
differential equation, the Heat Equation. We use the method of separation of variables,
hence solutions to the partial differential equation are obtained solving infinitely many
ordinary differential equations.
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CHAPTER 1. FIRST ORDER EQUATIONS

We start our study of differential equations in the same way the pioneers in this field did. We
show particular techniques to solve particular types of first order differential equations. The
techniques were developed in the eighteen and nineteen centuries and the equations include
linear equations, separable equations, Euler homogeneous equations, and exact equations.
Soon this way of studying differential equations reached a dead end. Most of the differential
equations cannot be solved by any of the techniques presented in the first sections of this
chapter. People then tried something different. Instead of solving the equations they tried to
show whether an equation has solutions or not, and what properties such solution may have.
This is less information than obtaining the solution, but it is still valuable information. The
results of these efforts are shown in the last sections of this chapter. We present Theorems
describing the existence and uniqueness of solutions to a wide class of differential equations.
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1.1. LINEAR CONSTANT COEFFICIENT EQUATIONS

1.1.1. Overview of Differential Equations. A differential equation is an equation, the
unknown is a function, and both the function and its derivatives may appear in the equa-
tion. Differential equations are essential for a mathematical description of nature, because
they are the central part many physical theories. A few examples are Newton’s and La-
grange equations for classical mechanics, Maxwell’s equations for classical electromagnetism,
Schrédinger’s equation for quantum mechanics, and Einstein’s equation for the general the-
ory of gravitation. In the following examples we show how differential equations look like.

(a) Newton’s Law: ma = f, mass times acceleration equals force. Newton’s second law
of motion for a single particle is a differential equation. The unknown is the position of
the particle in space, x(t), at the time ¢. This is a single variable vector-valued function
in space. In another words, : R — R?, where  is a function with domain R and range
R3. The differential equation is

d*x
m 2 (0) = £(t.2(1),
where the positive constant m is the mass of the particle, d*z/dt? is the acceleration of
the particle, and f : R x R? — R3 is the force acting on the particle, which depends on
the time t and the position in space «.

(b) Radioactive Decay: In the time decay of a radioactive substance the unknown is a
scalar-valued function u : R — R, where u(t) is the concentration of the radioactive
substance at the time ¢. The differential equation is

du
where k is a positive constant. The equation says the higher the material concentration
the faster it decays.

(¢) The Wave Equation: The wave equation describes waves propagating in a media. An
example is sound, where pressure waves propagate in the air. The unknown is a scalar-
valued function of two variables u : R x R® — R, where u(t, z) is a perturbation in the
air density at the time ¢ and point = (z,y, z) in space. (We used the same notation
for vectors and points, although they are different type of objects.) The equation is

dpu(t, ®) = v [Opul(t, ) + Oyyu(t, ©) + 0..u(t, )],

where v is a positive constant describing the wave speed, and we have used the notation
0 to mean partial derivative.

(d) The Heat Equation: The heat equation describes the change of temperature in a
solid material as function of time and space. The unknown is a scalar-valued function
u: R x R? — R, where u(t, z) is the temperature at time ¢ and the point = = (,y, 2)
in the solid. The equation is

du(t, ) = k[Opoul(t, @) + Oyyu(t, ®) + 0..u(t, o)),
where k is a positive constant representing thermal properties of the material.

The equations in examples (a) and (b) are called ordinary differential equations (ODE),
since the unknown function depends on a single independent variable, ¢ in these examples.
The equations in examples (c¢) and (d) are called partial differential equations (PDE), since
the unknown function depends on two or more independent variables, t, x, ¢, and z in these
examples, and their partial derivatives appear in the equations.

The order of a differential equation is the highest derivative order that appears in the
equation. Newton’s equation in Example (a) is second order, the time decay equation in
Example (b) is first order, the wave equation in Example (c¢) is second order is time and



G. NAGY - ODE Avucusr 16, 2015 3

space variables, and the heat equation in Example (d) is first order in time and second order
in space variables.

1.1.2. Linear Equations. We start with a precise definition of the differential equations
we study in this Chapter. We use primes to denote derivatives,

Wiy =y,

because it is a compact notation. We use it when there is no risk of confusion.

Definition 1.1.1. A first order ordinary differential equation in the unknown y is

y'(t) = f(ty(t), (L.1.1)

where y : R — R is the unknown function and f : R?> — R is a given function. The equation
in (1.1.1) is called linear iff the function with values f(t,y) is linear on its second argument;
that is, there exist functions a,b: R — R such that

y'(t) =a(t)y(t) +b(t),  f(t,y)=alt)y+Db(). (1.1.2)

A linear first order equation has constant coefficients iff both functions a and b in

Eq. (1.1.2) are constants. Otherwise, the equation has variable coefficients.
A different sign convention for Eq. (1.1.2) may be found in the literature. For example,

Boyce-DiPrima [3] writes it as ¥y’ = —ay + b. The sign choice in front of function a is just
a convention. Some people like the negative sign, because later on, when they write the
equation as y' + ay = b, they get a plus sign on the left-hand side. In any case, we stick
here to the convention 4 = ay + b.

ExXAMPLE 1.1.1:

(a) An example of a first order linear ODE is the equation
y'(t) =2y(t) + 3.

In this case, the right-hand side is given by the function f(¢,y) = 2y + 3, where we can
see that a(t) = 2 and b(t) = 3. Since these coefficients do not depend on ¢, this is a
constant coefficient equation.

(b) Another example of a first order linear ODE is the equation

()=~ y() + 4t

In this case, the right hand side is given by the function f(¢,y) = —2y/t + 4t, where
a(t) = =2/t and b(t) = 4¢. Since the coefficients are nonconstant functions of ¢, this is
a variable coefficients equation. 4

A function y : D C R — R is solution of the differential equation in (1.1.1) iff the equation
is satisfied for all values of the independent variable ¢ in the domain D of the function y.

3
EXAMPLE 1.1.2: Show that y(t) = ¢* — 3 is solution of the equation y'(t) = 2y(t) + 3.

SOLUTION: We need to compute the left and right-hand sides of the equation and verify
they agree. On the one hand we compute y/(t) = 2¢?t. On the other hand we compute

2y(t)+3 = 2(6% - %) + 3 = 2%,

We conclude that y/(t) = 2y(t) + 3 for all t € R. <
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ExAMPLE 1.1.3: Find the differential equation y’ = f(t,v) satisfied by y(t) = 4> 4 3.
SOLUTION: We compute the derivative of y,
y =8e*
We now write the right hand side above, in terms of the original function y, that is,
y=4e*"4+3 = y—-3=4¢*" = 2(y-—3)=8¢".
So we got a differential equation satisfied by y, namely
y =2y — 6.
<

1.1.3. Linear Equations with Constant Coefficients. Constant coefficient equations
are simpler to solve than variable coefficient ones. There are many ways to solve them. In-
tegrating each side of the equation, however, does not work. For example, take the equation

y'=2y+3,

and integrate on both sides,

/y/(t)dt:2/y(t)dt+3t+c, ceR.

The Fundamental Theorem of Calculus implies y(t) = [ 4/(¢) dt. Using this equality in the
equation above we get

y(t) = 2/y(t)dt+3t+c.

Integrating both sides of the differential equation is not enough to find a solution y. We
still need to find a primitive of y. Since we do not know y, we cannot find its primitive. We
have only rewritten the original differential equation as an integral equation. So, integrating
both sides of a linear equation does not work.

One needs a better idea to solve the. We describe here one way, the integrating factor
method. Multiply the differential equation by a function p,

py' = play +0),
mu is called an integrating factor. Choose an integrating factor having one important
property. The differential equation is transformed into a total derivative,
d
Yy =ay+b — dif(ty(t)) =0,

that is, a total derivative of a function 7). This function depends on t and y and is called a
potential function. Integrating the differential equation is now trivial, the potential function
must be a constant, (¢, y(t)) = c. A solution y of the differential equation is given implicitly
by the equation

P(t,y(t)) = c.
This is the main idea of the integrating factor method. The difficult part is to find an
appropriate integrating factor function p. We now state in a theorem a precise formula for
the solutions of constant coefficient linear equations.

Theorem 1.1.2 (Constant Coefficients). The linear differential equation

y'(t)=ay(t)+b (1.1.3)
where a # 0, b are constants, has infinitely many solutions labeled by ¢ € R as follows,
b
y(t) = ce — —. (1.1.4)

a
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Remarks:

(a) Eq. (1.1.4) is called the general solution of the differential equation in (1.1.3). Theo-
rem 1.1.2 says that Eq. (1.1.3) has infinitely many solutions, one solution for each value
of the constant ¢, which is not determined by the equation. This is reasonable. Since
the differential equation contains one derivative of the unknown function y, finding a
solution of the differential equation requires to compute an integral. Every indefinite
integration introduces an integration constant. This is the origin of the constant ¢ above.

(b) In the next Section we generalize this idea to find solutions linear equations with vari-
able coefficients. In Section 1.4 we generalize this idea to certain nonlinear differential
equations.

Proof of Theorem 1.1.2: Write the equation with y on one side only,

Yy —ay=0,
and then multiply the differential equation by a function p, called an integrating factor,
py —apy=pb. (1.1.5)
Now comes the critical step. We choose a function y such that
—ap= . (1.1.6)

For any function p solution of Eq. (1.1.6), the differential equation in (1.1.5) has the form
py' +p'y = pb.

But the left-hand side is a total derivative of a product of two functions,

(uy), = pb. (1.1.7)

This is the property we want in an integrating factor, u. We want to find a function p such
that the left-hand side of the differential equation for y can be written as a total derivative,
just as in Eq. (1.1.7). We only need to find one of such functions pu. So we go back to
Eq. (1.1.6), the differential equation for u, which is simple to solve,

I !/
W=—-ap = %z —-a = <ln(,u)) =—a = In(u)=—at+c.

Computing the exponential of both sides in the equation above we get

at

—at+co — e—ateco = M =c¢ e~ , c = 600.

p=e
Since ¢, is a constant which will cancel out from Eq. (1.1.5) anyway, we choose the integration
constant ¢, = 0, hence ¢; = 1. The integrating function is then

w(t) = e,

This function is an integrating factor, because if we start again at Eq. (1.1.5), we get
e—at y/ —qe y = he~® = ot y/ + (e—at)’y _ be—at,

where we used the main property of the integrating factor, —ae=% = (e“”)/. Now the
product rule for derivatives implies that the left-hand side above is a total derivative,

(efat y)/ =be ™,

The right-hand above can also be rewritten as a derivative, be™ % = ( —

R R (5 P

ISERS

/
e*‘”) , hence
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We have succeeded in writing the whole differential equation as a total derivative. The
differential equation is the total derivative of a potential function,

bY u
Wit () = (y(0) + 2) e
The differential equation for y is a total derivative,

W (t.(0) =0,

so it is simple to integrate,
b b

(b yt) =c = (y(t) + 5) e =c = yt)=ce—~ e

This establishes the Theorem. |
We solve the example below following the proof of Theorem 1.1.2. In this way we see
how the ideas in the proof of the Theorem work in a particular example.

ExAMPLE 1.1.4: Find all solutions to the constant coefficient equation

Yy =2y+3 (1.1.8)

SoLUTION: Write down the equation in (1.1.8) as follows,

y —2y=3.

Multiply this equation by the integrating factor u(t) = e=2¢,

e 2y — 22y =32 o ey 4 (672t)/y — 32t

The equation on the far right above is
(e—2t y)/ — 36_2t. Y
Rewrite the right hand side above, /

3 /
(672t y)/ — (_5 672t> .
Moving terms and reordering factors we get
3 ’
|:(y + 5) e—Qt] =0. / ;

The equation is a total derivative, 1/ = 0, of
the potential function

3
wlty) = (v+ 5) e
Now the equation is easy to integrate, c<O0
3\ o
(y + 2) e =c.
So we get the solutions

c>0

[SJ[°]
o
\
(an)

F1GURE 1. A few solutions
to Eq. (1.1.8) for different c.

| W

y(t) = ce* — =, ceR <

We now solve the same problem above, but now using the formulas in Theorem 1.1.2.

ExaMpLE 1.1.5: Find all solutions to the constant coefficient equation

y =2 +3 (1.1.9)
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SOLUTION: The equation above is the case of a = 2 and b = 3 in Eq. (1.1.3). Therefore,
using these values in the expression for the solution given in Eq. (1.1.4) we obtain

y(t) =ce* —

DN W

<

1.1.4. The Initial Value Problem. Sometimes in physics one is not interested in all
solutions to a differential equation, but only in those solutions satisfying an extra condition.
For example, in the case of Newton’s second law of motion for a point particle, one could
be interested only in those solutions satisfying an extra condition: At an initial time the
particle must be at a specified initial position. Such condition is called an initial condition,
and it selects a subset of solutions of the differential equation. An initial value problem
means to find a solution to both a differential equation and an initial condition.

Definition 1.1.3. The initial value problem (IVP) for a constant coefficients first order
linear ODE is the following: Given constants a, b, t,, Yo, find a function y solution of

Y =ay+b,  ylt) = vo. (1.1.10)

The second equation in (1.1.10) is called the initial condition of the problem. Although the
differential equation in (1.1.10) has infinitely many solutions, the associated initial value
problem has a unique solution.

Theorem 1.1.4 (Constant Coefficients IVP). The initial value problem in (1.1.10), for
given constants a, b, ty,y, € R, and a # 0, has the unique solution
b

y(t) = (yo + S)e““*to) - (1.1.11)

Remark: In case t, = 0 the initial condition is y(0) = y, and the solution is
b b
y(®) = (o + 2 )e = 2.
a a

The proof of Theorem 1.1.4 is just to write the general solution of the differential equation
given in Theorem 1.1.2, and fix the integration constant ¢ with the initial condition.
Proof of Theorem 1.1.4: The general solution of the differential equation in (1.1.10) is
given in Eq. (1.1.4) for any choice of the integration constant c,

b

y(t) = ce® — =

The initial condition determines the value of the constant ¢, as follows

b b
Yo = y(to) = ce™ -~ & c= (yo + *)e_ato-
a a

Introduce this expression for the constant ¢ into the differential equation in Eq. (1.1.10),

b b

y(t) = (o + = et — 2.

a a

This establishes the Theorem. |
ExaMpLE 1.1.6: Find the unique solution of the initial value problem

y =2y +3, y(0) = 1. (1.1.12)

SOLUTION: All solutions of the differential equation are given by
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where ¢ is an arbitrary constant. The initial condition in Eq. (1.1.12) determines c,

3 )
1=y0)=c—2 =2,
y(0) =c¢ 5 = ¢=3

5 .
Then, the unique solution to the initial value problem above is y(t) = 3 et —

N W

ExampLE 1.1.7: Find the solution y to the initial value problem
y' = -3y +1, y(0) = 1.

SoLUTION: Write the differential equation as y’ + 3y = 1, and multiply the equation by the
integrating factor u = e3*, which will convert the left-hand side above into a total derivative,
Ay +3e3y=e3 o Bty + (e3t)/y — &3t
This is the key idea, because the derivative of a product implies

(eBt y)': et

The exponential e is an integrating factor. Integrate on both sides of the equation,

1
3t 3t
e = —e” +c.
Y 3

So every solution of the differential equation above is given by

1
y(t):ce_?’t—i—g, ceR.

The initial condition y(0) = 2 selects only one solution,

1 (0) +1 = 2
= =C — C = —.
Y 3 3

2 1
We get the solution y(t) = 3 e 3t 4 5 “

Notes. This section corresponds to Boyce-DiPrima [3] Section 2.1, where both constant
and variable coeflicient equations are studied. Zill and Wright give a more concise exposition
in [17] Section 2.3, and a one page description is given by Simmons in [10] in Section 2.10.
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1.1.5. Exercises.

1.1.1.- Find constants a, b, so that
y(t) = (t+3) €™
is solution of the IVP
v =ay+e*, y(0)=0.
1.1.2.- Follow the steps below to find all so-
lutions of
y = —4y +2

(a) Find the integrating factor u.
(b) Write the equations as a total de-
rivative of a function 1, that is

Yy =—4y+2 < ¢ =0
(¢) Integrate the equation for .
(d) Compute y using part (c).
1.1.3.- Find all solutions of
y' =2y+5

1.1.4.- Find the solution of the IVP
y = —4y+2, y(0)=5.
1.1.5.- Find the solution of the IVP
d
P =3y1) -2 y1)=1
1.1.6.- Express the differential equation
y =6y+1 (1.1.13)

as a total derivative of a potential func-
tion 9 (t, y), that is, find v satisfying

Y =6y+1 & ¢ =0.
Integrate the equation for the poten-
tial function 1 to find all solutions y of
Eq. (1.1.13).
1.1.7.- Find the solution of the IVP
Yy =6y+1, y(0) =1
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1.2. LINEAR VARIABLE COEFFICIENT EQUATIONS

Once we know how to solve linear differential equations with constant coefficients, variable
coeflicient equations are not so hard to solve. The integrating factor method has is simple to
generalize from constant coefficient to variable coefficient equations. We obtain an explicit
solution formula for solutions of variable coefficient equations, which generalizes Eq. (1.1.4)
in Theorem 1.1.2. Initial value problems for variable coefficient equations have unique
solutions, just like initial value problems for constant coefficient equations have unique
solutions, shown in Theorem 1.1.4.

Once we know how to solve general linear equations we turn our attention to a particular
nonlinear differential equation, the Bernoulli equation. This nonlinear equation has a par-
ticular property: It can be transformed into a linear equation by an appropriate change in
the unknown function. One then solves the linear equation for the changed function using
the integrating factor method. The last step is to transform back the changed function into
the original function.

1.2.1. Linear Equations with Variable Coefficients. We start this section generalizing
Theorem 1.1.2 from constant coefficient equations to variable coefficients equations.

Theorem 1.2.1 (Variable Coefficients). If the functions a, b are continuous, then
Yy =a(t)y+b(t), (1.2.1)

has infinitely many solutions and every solution, y, can be labeled by ¢ € R as follows

y@):(wAU)+eAu{/e_A”N(ﬂdu (1.2.2)

where we introduced the function A(t) = /a(t) dt, any primitive of the function a.

Remark: In the particular case of constant coefficient equations, a primitive (also called
antiderivative) for the constant function a is A(t) = at, so the second term in Eq. (1.2.2) is

e /efA(t) b(t)dt = e / be o dt = e (—2 efat) = —é.

a

b
Hence Eq. (1.2.2) contains the expression y(t) = ce® — = given in Eq. (1.1.4).
a
Proof of Theorem 1.2.1: Write down the differential equation with y on one side only,

Yy —ay=0,
and then multiply the differential equation by a function p, called an integrating factor,
py —apy = pb. (1.2.3)
The critical step is to choose a function p such that
—a(t) u(t) = p'(t). (1.2.4)

For any function p solution of Eq. (1.2.4), the differential equation in (1.2.3) has the form
py +p'y = pb.
But the left-hand side is a total derivative of a product of two functions,

(uy)/ = pb. (1.2.5)

This is the property we want in an integrating factor, ;. We want to find a function p such
that the left-hand side of the differential equation for y can be written as a total derivative,



G. NAGY - ODE Avucusr 16, 2015 11

just as in Eq. (1.2.5). We only need to find one of such functions u. So we go back to
Eq. (1.2.4), the differential equation for u, which is simple to solve,

W=—apy = %:—a = (ln(u))/:—a = In(p) = -4+ c,

where A is a primitive, or antiderivative, of function a, that is A’ = a, and ¢, is an arbitrary
constant. Computing the exponential of both sides we get
p=e e = p=ce 4, ¢, = e,

Since ¢; is a constant which will cancel out from Eq. (1.2.3) anyway, we choose the integration
constant ¢, = 0, hence ¢; = 1. The integrating function is then

p(t) =e 4.
This function is an integrating factor, because if we start again at Eq. (1.2.3), we get
ey —aety=etb = ey 4 (M) y=e,

where we used the main property of the integrating factor, —ae 4 = (e‘A)/. Now the
product rule for derivatives implies that the left-hand side above is a total derivative,

(67A y)/ =e .

The right-hand above can also be rewritten as a derivative of the function
K(t) = / e W b(t) dt,

since K/ = e~ b. We cannot write the function K explicitly, because we do not know the
functions A and b. But given the functions A and b we can always compute K. Therefore,
the differential equation for y has the form

!/
(e_Ay—K) =0.

We have succeeded in writing the whole differential equation as a total derivative. The
differential equation is the total derivative of a potential function,

Dt y(1) = (e y(t) — K(1)).
The differential equation for y is a total derivative,

(o) =0,

so it is simple to integrate,
Ptyt)=c = (e_Ay -K)=c = y= cet + K.
If we write the explicit forn of K we get
y(t) = cet® 4 AW /e_A(t) b(t) dt.
This establishes the Theorem. (]

ExAMPLE 1.2.1: Find all solutions y to the differential equation

3
y=Ty+t

SOLUTION: Rewrite the equation with y on only one side,

3
Dy =15,
Uy
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Multiply the differential equation by a function w, which we determine later,

3 3
w(y = 3y) =tut) = wt)y -5y =" ).
We need to choose a function p having the following property,

L A )

Integrating,
3 _
In(p) = — / " dt=-3mnt) =@t = p=e¢ Do =t

This function p is an integrating factor of the differential equation. We now go back to the
differential equation for y and we multiply it by u = t=32,

. 3 .
t73<y'7¥y) =t = t3y -3ty =12
3/
Using that —3¢~* = (¢t73)" and > = (g) , we get
Y LAY 3/
3y + () y = (—) = (t7?y) = (—) = (t’?’ - —) =0.
vy =3 (t7y) = (3 v-3
43
This last equation is a total derivative of a potential function ¥ (t,y) =t 3y — 3 Since the

equation is a total derivative, this confirms that we got a correct integrating factor. Now
we need to integrate the total derivative, which is simple to do,

3 t? 3 t° 3 t°
t°y——=¢ = ty=c+—-— = ylt)=ct®+ —,
Yy 3 Y 3 y( ) 3
where c is an arbitrary constant. <

1.2.2. The Initial Value Problem. We now generalize Theorems 1.1.4 from constant
coefficients to variable coefficients equations. But first, let us introduce the initial value
problem for a variable coefficients equation, a simple generalization of Def. 1.1.3.

Definition 1.2.2. The initial value problem (IVP) for a first order linear ODE is the
following: Given functions a,b and constants t,, Yo, find a function y solution of

v =a®)y+bt),  ylto) = 1o (1.2.6)

The second equation in (1.2.6) is called the initial condition of the problem. We saw
in Theorem 1.2.1 that the differential equation in (1.2.6) has infinitely many solutions,
parametrized by a real constant c. The associated initial value problem has a unique solution
though, because the initial condition fixes the constant c.

Theorem 1.2.3 (Variable coefficients IVP). Given continuous functions a,b, with do-
main (ti,t,), and constants t, € (t1,1,) and y, € R, the initial value problem

y' = a(t)y + b(t), y(to) = Yo, (1.2.7)

has the unique solution y on the domain (t,,t,), given by

t
y(t) = yo A® +6A(t)/ = A) b(s) ds, (1.2.8)

to

t
where the function A(t) = / a(s)ds is a particular primitive of function a.

to
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Remark: In the particular case of a constant coefficient equation, that is, a,b € R, the
solution given in Eq. (1.2.8) reduces to the one given in Eq. (1.1.11). Indeed,

t t b b
A(t) = —/ ads = —a(t —t,), / eas7t0) ps = —— gmalt=to) 4 =

to to a a
Therefore, the solution y can be written as

y(t) = yo ealt=to) 4 ea(t—to)(_g e—alt—to) o g) _ <y0 + S) palt—to) _ 2.

Proof Theorem 1.2.3: We follow closely the proof of Theorem 1.1.2. From Theorem 1.2.1
we know that all solutions to the differential equation in (1.2.7) are given by

y(t) = ced® 4 AWM /e*A(t) b(t) dt,

for every ¢ € R. Let us use again the notation K(t) = /e_A(t) b(t) dt, and then introduce
the initial condition in (1.2.7), which fixes the constant c,
Yo = y(to) = cellto) 4 eA(tO)K(to).
So we get the constant c,
c= 1Yo e~ Alto) _ K{(t,).

Using this expression in the general solution above,
y(t) = (3o e = K(to) ) €40 4 €40 K (t) = yo eAO7A00) 1 eAO (K (1) - K (10)).

Let us introduce the particular primitives A(t) = A(t) — A(t,) and K(t) = K(t) — K(t,),
which vanish at t,, that is,

At) = /t: a(s)ds,  K(t) = / {49 b(s) ds.

to
Then the solution y of the IVP has the form

N t
y(t) = yo eV 4 eA®) / e A0) b(s) ds
to
which is equivalent to

. t
y(t) = v eA) 4 A —Alto) / e A=Al b(s) ds,
to

so we conclude that .

y(t) = yo AW 4 Al / e A) b(s) ds.

to
Renaming the particular primitive A simply by A, we then establish the Theorem. O
We solve the next Example following the main steps in the proof of Theorem 1.2.3 above.

ExXAMPLE 1.2.2: Find the function y solution of the initial value problem

ty' + 2y = 4t t >0, y(1) = 2.

SOLUTION: We first write the equation above in a way it is simple to see the functions a
and b in Theorem 1.2.3. In this case we obtain

2 2

y = —Jyte e a(t) = - b(t) = 4t. (1.2.9)
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Now rewrite the equation as
2
v+ Ty =4

and multiply it by a function p,

2
py' + < py = pAt.

t
The function p is an integrating factor if satisfies
2 2
Th= o= In(p) = il In(p) =2In(t) =In(t?) = pu=1=%

Multiplying the differential equation for y by u = t? we get

2y F 2ty =4tt? = (tPy) =43
If we write the right hand side also as a derivative,

y) =Y = (Py-t1) =0

So the potential function is ¥ (¢, y(t)) = t?y(t) — t*. Integrating on both sides we obtain

ty—tt=c = y=c+t* = ylt)= t%HQ'
The initial condition implies that
1

<

ExaMmpLE 1.2.3: Find the solution of the problem given in Example 1.2.2 using the results
of Theorem 1.2.3.

SoruTION: We find the solution simply by using Eq. (1.2.8). First, find the integrating
factor function p as follows:

A(t) = — /lt % ds = —2[In(t) —In(1)] = —2In(t) = A(t)=In(t"?).

The integrating factor is pu(t) = e=4®) | that is,
wu(t) = e~ (™) — () u(t) =2

Then, we compute the solution as follows:

y(t) = 2[2+/12s24sds]



G. NAGY - ODE Avucusr 16, 2015 15

1.2.3. The Bernoulli Equation. In 1696 Jacob Bernoulli struggled for months trying to
solve a particular differential equation, now known as Bernoulli’s differential equation. He
could not solve it, so he organized a contest among his peers to solve the equation. In
short time his brother Johann Bernoulli solved it. This was bad news for Jacob because
the relation between the brothers was not the best at that time. Later on the equation was
solved by Leibniz using a different method than Johann. Leibniz transformed the original
nonlinear equation into a linear equation. We now explain Leibniz’s idea in more detail.

Definition 1.2.4. A Bernoulli equation in the unknown function y, determined by the
functions p, q, and a number n € R, is the differential equation

Y =p(t)y+qt)y". (1.2.10)

In the case that n = 0 or n = 1 the Bernoulli equation reduces to a linear equation. The
interesting cases are when the Bernoulli equation is nonlinear. We now show in an Example
the main idea to solve a Bernoulli equation: To transform the original nonlinear equation
into a linear equation.

EXAMPLE 1.2.4: Find every solution of the differential equation
Y =y+2°

SOLUTION: This is a Bernoulli equation for n = 5. Divide the equation by the nonlinear
factor 7/°,

y _ 1
E = 374 + 2.
Introduce the function v = 1/y* and its derivative v’ = —4(y’/y°), into the differential

equation above,

/

—UZ:U+2 = vV=—4v-8 = v +4v=-8.
The last equation is a linear differential equation for the function v. This equation can be
solved using the integrating factor method. Multiply the equation by u(t) = e*t, then

8

4t
46 +c.

(e4tv)l =8t = ety=

We obtain that v = ce™* — 2. Since v = 1/y4,
1
A

1
—at
=ce V-2 = ylH=t———77"
(ce4t — 2)1/4

We now summarize the first part of the calculation in the Example above.
Theorem 1.2.5 (Bernoulli). The function y is a solution of the Bernoulli equation

v =pt)y+qlt)y", n#l

iff the function v = 1/y"=Y) is solution of the linear differential equation

o = —(n = p(t) v — (n — 1)qt).
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Remark: This result summarizes Laplace’s idea to solve the Bernoulli equation. To trans-
form the Bernoulli equation for y, which is nonlinear, into a linear equation for v = 1/ y(=1,
One then solves the linear equation for v using the integrating factor method. The last step
is to transform back to y = (1/v)Y/ (=1,

Proof of Theorem 1.2.5: Divide the Bernoulli equation by y™,
y o)

yr oyt
Introduce the new unknown v =y~ (=1 and compute its derivative,
) _ Yy
v = y—(n—l) / _ _(n _ 1)y—n y/ = . v ( _ )
[ ] (n—1) ()

If we substitute v and this last equation into the Bernoulli equation we get

+q(t).

7}/

(n-1)
This establishes the Theorem. O

=pt)v+qt) = v'=—-(n-1pt)v—(n-1)q).

ExaMPLE 1.2.5: Given any constants a,, by, find every solution of the differential equation

Z‘/I = aoy + boy3~

SoLUTION: This is a Bernoulli equation. Divide the equation by y3,

/

Yy _ Qo
ot
Introduce the function v = 1/y? and its derivative v = —2(y/y?), into the differential

equation above,

!
f% =aw+b = vV =-2a0v-20, = v+ 2a,0=—2b,.

The last equation is a linear differential equation for v. This equation can be solved using

the integrating factor method. Multiply the equation by pu(t) = €20,
(62“0%)/ = —2b, 20 = 200ty — b g2t 4 ¢
Qo

b
We obtain that v = ce™2%! — = Since v = 1/32,
Qg

1

b 1
2 = =
Y

y(t) ==+ .
o y() ((;672(10257270)1/2
0

— ce—ant _

EXAMPLE 1.2.6: Find every solution of the equation ¢ty = 3y + t° y'/3.

SOLUTION: Rewrite the differential equation as
3
y/ _ Zy+t4y1/3'
This is a Bernoulli equation for n = 1/3. Divide the equation by yt/3,

Yy 3 2/3 4
W Ey +t7.
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Define the new unknown function v = 1/y(»=1| that is, v = 3?/3, compute is derivative,

2 /
v = 3 ?f 730 and introduce them in the differential equation,
Y
3, 3 4 , 2 2 4
S ="w4tt = — Zo=1¢h
2V =T VTET

This is a linear equation for v. Integrate this equation using the integrating factor method.
To compute the integrating factor we need to find

At) = /%dt = 2In(t) = In(?).

Then, the integrating factor is u(t) = e~A®) In this case we get

- 1
p(t) =7 =D ) = .
Therefore, the equation for v can be written as a total derivative,

1,, 2 2, Vo2 4\
0 =70 =358 = (z-5¢) =0
The potential function is 1(¢,v) = v/t?—(2/9)t3 and the solution of the differential equation
is ¥ (t,v(t)) = ¢, that is,
2 2 2
t%— sth=c = w="r (c—|—§t3> = ot =t + 8.
Once v is known we compute the original unknown y = +v
related to taking the square root. We finally obtain
2 5\3/2
y(t) = :t(ct2 +3 t") .

3/2 where the double sign is

Notes. This section corresponds to Boyce-DiPrima [3] Section 2.1, and Simmons [10]
Section 2.10. The Bernoulli equation is solved in the exercises of section 2.4 in Boyce-
Diprima, and in the exercises of section 2.10 in Simmons.
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1.2.4. Exercises.

1.2.1.- Find the general solution of

y/ =y + e—2t.

1.2.2.- Find the solution y to the IVP
y =y+2te”, y(0)=0.

1.2.3.- Find the solution y to the IVP

sin(¢) y(ﬂ') _2

ty' +2y= T 5

T
for t > 0.

1.2.4.- Find all solutions y to the ODE
/

Y
———— =A4t.
(2 + 1)y
1.2.5.- Find all solutions y to the ODE
ty +ny =1

with n a positive integer.

1.2.6.- Find the solutions to the IVP
2ty —y =0, y(0)=3.
1.2.7.- Find all solutions of the equation
y' =y — 2sin(t).

1.2.8.- Find the solution to the initial value
problem

ty' =2y + 4> cos(4t), y(%) =0.
1.2.9.- Find all solutions of the equation
y +ty=ty”.
1.2.10.- Find all solutions of the equation
y = —zy+ 6z VY.
1.2.11.- Find all solutions of the IVP

3
y'=y+?7 y(0) = 1.
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1.3. SEPARABLE EQUATIONS

1.3.1. Separable Equations. Often nonlinear differential equations are more complicated
to solve than linear equations. Separable equations are an exception—they can be solved just
by integrating on both sides of the differential equation. We tried this idea to solve linear
equations, but it did not work for them. It works for separable equations.

Definition 1.3.1. A separable differential equation for the unknown y has the form

h(y)y' = g(t),

where h, g are given scalar functions.

If we write the differential equation as y'(t) = f(t,y(t)), then the equation is separable iff

9(t)
f(t7 y) - @
ExXAMPLE 1.3.1:
(a) The differential equation
y' = .
1—y?

is separable, since it is equivalent to

The differential equation
y +y? cos(2t) = 0

is separable, since it is equivalent to

L (2t) = 1
— Yy = —cos
yQ h(y) - 7.
Yy
The functions g and h are not uniquely defined; another choice in this example is:
1
g(t) = cos(2t), h(y) = 7

The linear differential equation ¥’ = a(t) y is separable, since it is equivalent to
g(t) = a(t),
!
Y =alt) 1
h(y) = —.
Y
The equation y’' = e¥ + cos(t) is not separable.
The constant coeflicient linear differential equation y' = a,y + b, is separable, since it
is equivalent to

) g(t) =1,
/
10y + b hy) = ———.
((10 Yy o) (y) (ao y bo)

The linear equation y’ = a(t) y + b(t), with a # 0 and b nonconstant, is not separable.
<
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From the last two examples above we see that linear differential equations, with a # 0,
are separable for b constant, and not separable otherwise. Separable differential equations
are simple to solve. We simply integrate on both sides of the equation.

Theorem 1.3.2 (Separable Equations). If h,g are continuous, with h # 0, then

hy)y = g(t) (1.3.1)
has infinitely many solutions y satisfying the algebraic equation
H(y(t)) = G(t) + ¢, (1.3.2)

where ¢ € R is arbitrary, H is a primitive (antiderivative) of h, and G is a primitive of g.

Remark: The function H is a primitive of function h means H' = h, where H' = dH/dy.
Analogously, G is a primitive of g means G’ = g, with G’ = dG/dt.

Before we prove this Theorem we solve a particular example. The example will help us
identify the functions h, g, H and G, and it will also show how to prove the theorem.

ExAMPLE 1.3.2: Find all solutions y to the differential equation

/ t2
YO T

SOLUTION: We write the differential equation in (1.3.3) in the form h(y)y’ = g(t),
[1-y2®)]y'(t) = ¢
In this example the functions h and g defined in Theorem 1.3.2 are given by
h(y)=(1—y%), ()=t
We now integrate with respect to ¢ on both sides of the differential equation,

/[1 —y*(0)] y'(t) dt = /t2 dt +c,

where c is any constant. The integral on the right-hand side can be computed explicitly.
The integral on the left-hand side can be done by substitution. The substitution is
u=y(t), du = y'(t) dt.

This substitution on the left-hand side integral above gives,

u? 3
/(1—u2)du=/t2dt+c &S yu— —=—+c.

(1.3.3)

3 3

Substitute back the original unknown y into the last expression above and we obtain

3 3
y () _t

y(t) — = —+ec

y(t) - = 3

We have solved the differential equation, since there are no derivatives in this last equation.

When the solution is given in terms of an algebraic equation, we say that the solution y is

given in implicit form. <

Remark: A primitive of function h(y) = 1 — y? is function H(y) = y — y3/3. A primitive
of function g(t) = t? is function G(t) = ¢3/3. The implicit form of the solution found in
Example 1.3.2 can be written in terms of H and G as follows,
3(¢ 43
y(t) — y?f ) _ Ste © Hp)=GH+e
The expression above using H and G is the one we use in Theorem 1.3.2.
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Definition 1.3.3. A solution y of a separable equation h(y)y' = g(t) is given in implicit
form iff the function y is solution of the algebraic equation

H(y(t)) =G(t) + ¢,

where H and G are any primitives of h and g. In the case that function H is invertible, the
solution y above is given in explicit form iff is written as

y(t) = H ' (G(t) +c).
In the case that H is not invertible or H~! is difficult to compute, we leave the solution
y in implicit form. Now we show a proof of Theorem 1.3.2 that is based in an integration

by substitution, just like we did in the Example 1.3.2.
Proof of Theorem 1.3.2: Integrate with respect to ¢ on both sides in Eq. (1.3.1),

h(y()y'(t) = g(t) = /h(y(t))y’(t) dt:/g(t) dt + c,

where ¢ is an arbitrary constant. Introduce on the left-hand side of the second equation
above the substitution
u=y(t), du = y'(t) dt.

The result of the substitution is
/ hy(t) o/ (1) di = / hu)du = / () du = / g(t) dt +c.

To integrate on each side of this equation means to find a function H, primitive of h, and
a function G, primitive of g. Using this notation we write

Hu) = / huwdu,  G(t) = / olt) dt.
Then the equation above can be written as follows,
H(u)=G() +c.
Substitute u back by y(t). We arrive to the algebraic equation for the function y,
H(y(t)) =G(t) +c.

This establishes the Theorem. O
In the Example below we solve the same problem than in Example 1.3.2 but now we just
use the result of Theorem 1.3.2.

ExAMPLE 1.3.3: Use the formula in Theorem 1.3.2 to find all solutions y to the equation

/ _ t2
YO Ty

SOLUTION: Theorem 1.3.2 tell us how to obtain the solution y. Writing Eq. (1.3.3) as
(1=92)y'(t) = ¢,
we see that the functions h, g are given by
h(u) =1 —u?, g(t) = 2.

Their primitive functions, H and G, respectively, are simple to compute,

(1.3.4)

h(u)=1—-u* = H(u)zu—g,
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Then, Theorem 1.3.2 implies that the solution y satisfies the algebraic equation

3 3
yo(t) ¢

where ¢ € R is arbitrary. <

(1.3.5)

Remark: Sometimes it is simpler to remember ideas than formulas. So one can solve a
separable equation as we did in Example 1.3.2, instead of using the solution formulas, as in
Example 1.3.3. (Although in the case of separable equations both methods are very close.)

In the next Example we show that an initial value problem can be solved even when the
solutions of the differential equation are given in implicit form.

EXAMPLE 1.3.4: Find the solution of the initial value problem

N
y(t)_l—in(t)’

SOLUTION: From Example 1.3.2 we know that all solutions to the differential equation
in (1.3.6) are given by

y(0) = 1. (1.3.6)

3 3

y't) _t

t) — =

yt) - == =3 +¢
where ¢ € R is arbitrary. This constant ¢ is now fixed with the initial condition in Eq. (1.3.6)
3 3 3

y>(0) 0 1 2 yr(t) ot 2
0) — == = 1—=-= & == = t) — ==+ .
A 3¢ ‘73 A N

So we can rewrite the algebraic equation defining the solution functions y as the roots of a
cubic polynomial,
y*(t) = 3y(t) +t* +2 =0,

<
We present now a few more Examples.
ExAMPLE 1.3.5: Find the solution of the initial value problem
Y (t) + () cos(2t) =0,  y(0) = 1. (1.3.7)

SoLuTiON: The differential equation above is separable, with
1
g(t) = —cos(2t),  h(y)= "

therefore, it can be integrated as follows:
(¢
y2( ) = —cos(2t) & /
y2(t)
Again the substitution

v g cos c
L it = / (26) dt +c.

w=ylt),  du=y(t)dt
implies that

u2 U

d 1 1
/ v —/cos(2t) dt+c¢ & ——= ~5 sin(2t) + c.
Substitute the unknown function y back in the equation above,
1

0] = —% sin(2t) + c.
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The solution is given in implicit form. However, in this case is simple to solve this algebraic
equation for y and we obtain the following explicit form for the solutions,

)= —
Y= sin(2t) — 2¢
The initial condition implies that
2
1=y(0) = = -1
y(0) = =% ¢
So, the solution to the IVP is given in explicit form by
2
Yt) = ————.
v = Gaen 1o

ExXAMPLE 1.3.6: Follow the proof in Theorem 1.3.2 to find all solutions y of the ODE

4t — 3

!
)= ——.
v 44 y3(t)

SOLUTION: The differential equation above is separable, with
gty =4t -2, h(y) =4+y°,

therefore, it can be integrated as follows:

A+ 0]y (t) =4t -t & /[4+y3(t)]y’(t)dt=/(4t—t3)dt+c.

Again the substitution
w=y(t),  du=y(t)dt
implies that

4 4

t
/(4+u3)du=/(4t—t3)dt+co. & 4u+%:2t2—z+co.

Substitute the unknown function y back in the equation above and calling ¢, = 4¢, we obtain
the following implicit form for the solution,

yt(t) + 16y(t) — 8t +t* = ¢,.

<
ExaMpLE 1.3.7: Find the explicit form of the solution to the initial value problem
2—t
"(t) = —~— 0)=1. 1.3.8
YO= T YO (1.8.8)

SoLUTION: The differential equation above is separable with
g(t) =2 —1, h(u) =1+ u.

Their primitives are respectively given by,

t2 2
gt)=2-t = GH)=2-7.hu)=1+u = H@ :u—&-%.
Therefore, the implicit form of all solutions y to the ODE above are given by
2(4 2
(t)+ 2 (t) =2 — — 4,

2 2
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with ¢ € R. The initial condition in Eq. (1.3.8) fixes the value of constant ¢, as follows,

2
1
y(O)erT(m:O+c = 1+§:c = c:;
We conclude that the implicit form of the solution y is given by
2(t 2 3
y(t)+y2( ) =2%-o+5, y2(t) + 2y(t) + (> — 4t — 3) = 0.

The explicit form of the solution can be obtained realizing that y(t) is a root in the quadratic
polynomial above. The two roots of that polynomial are given by

1
yi(t):5[—2j:\/4—4(t2—4t—3)] & yr(t) =14+ —12+4t + 4.

We have obtained two functions y; and y_. However, we know that there is only one
solution to the IVP. We can decide which one is the solution by evaluating them at the
value ¢t = 0 given in the initial condition. We obtain

yr(0) = -1+Vi=1,
y (0)=—-1—-V4=-3.
Therefore, the solution is y4, that is, the explicit form of the solution is
y(t) = —1+ V2 + 4t + 4.
<
1.3.2. Euler Homogeneous Equations. Sometimes a differential equation is not separa-

ble but it can be transformed into a separable equation changing the unknown function.
This is the case for differential equations of the form

N(t.y)y'(t) + M(t,y) =0,
where the functions M, N are both homogeneous of the same degree.

Definition 1.3.4. A function f, on the variables t,y, is homogeneous of degree n iff
for every t,y on the domain of f and for all c € R holds

f(Ctv Cy) =c" f(t7 y)

An example of an homogeneous function is the energy of a thermodynamical system,
such as a gas in a bottle. The energy, F, of a fixed amount of gas is a function of the gas
entropy, .S, and the gas volume, V. Such energy is an homogeneous function of degree one,

E(cS,cV)=cE(S,V), for all c € R.
ExaMpLE 1.3.8: Show that the functions f; and f2 are homogeneous and find their degree,

flty) =t + 0 + 2%, falty) = 2y +tyd.

SOLUTION: The function f; is homogeneous of degree 6, since

filet,ey) = My + ct Py + A3 Ay = S (thy? + 1y 4+ 593) = 8 f(t,y).
Notice that the sum of the powers of ¢t and y on every term is 6. Analogously, function fs
is homogeneous degree 4, since

falet,cy) = APy + ety =t (t2y2 + ty?’) = folt, ).

Again, the sum of the powers of ¢t and y on every term is 4. <
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In the case the functions M, N are homogeneous of the same degree, the differential
equation N (¢,y)y'(t) + M(t,y) = 0 can be written as

M(t,y)
y/(t) = )
N(t,y)
where the function —M /N is homogeneous of degree n = 0. Such functions are also called
scale invariant, and the differential equation is called Euler homogeneous.

Definition 1.3.5. An equation y'(t) = f(t,y(t)) is Euler homogeneous iff the function
f is homogeneous degree zero, that is for every real numbers t,u and every ¢ # 0 we have

flet,cu) = f(t,u).

ExAMPLE 1.3.9: Show that the functions below are scale invariant functions,

y B2y ty? + 48
ty) =2 t,y) = .
fl( y) ta f2(7y) t3+ty2
SoLUTION: Function f; is scale invariant since
y_y
tey) = — == = f(t,y).
fletiey) = o =7 = f(t,y)

The function f5 is scale invariant as well, since

AP+ A eyttt + Ayt AP+ Py +ty? +4°)

t7 = = — t, .
f2(c Cy) 03t3+0t02y2 Cg(tg +ty2) f2( y)
<
2
EXAMPLE 1.3.10: Determine whether the equation y' = 1T-0 is Euler homogeneous.
-y
SoLuTION: The differential equation is written in the standard for y' = f(¢,y), where
2 242
fty) = T but  f(ct,cy) = T8 # f(t,y).
So, the equation is not Euler homogeneous. <

ExaAMPLE 1.3.11: Determine whether the equation below is Euler homogeneous,

2
(t—y)y’—2y+3t+y720.

SOLUTION: Rewrite the equation in the standard form

y? <%_&_%)
(t—y)y' =2-3t—"— = J="1T—""

(t—y)
So the function f in this case is given by )
(%—&—%)
fty) = —F—=
(t—y)
This function is scale invariant, since
2,2 2
(2cy73ctf %) c(?yf?)tf %)
flet,cy) = L= = f(t,y).
N T =y Y

So, the differential equation is Euler homogeneous. <
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Remark: If a function f, on the variables ¢, y, is scale invariant, one has the identity,

Flt:y) = f(ctcy), and choosing c= = f(t,y) = [(1y/1).

This means that f is actually a function of only one variable, y/t. If we introduce the
notation F(y/t) = f(1,y/t), then the functions f and F in the example above are,
2

2
b))
fy)=——— Fy/t)= :
(t,y) = (y/t) [17@)]
t
Using the notation from this remark, a first order differential equation is Euler homoge-

neous iff it has the form

y'(t) = F(@) (1.3.9)

t
Equation 1.3.9 is often in the literature the definition of an Euler homogeneous equation.
Now that we now what Euler homogeneous equations are, let us see how we can solve them.

Theorem 1.3.6 (Euler Homogeneous). If the differential equation for a function y
y'(t) = f(t,y(t)

y(t)

W=

is BEuler homogeneous, then the function v satisfies the separable equation

where we have denoted F(v) = f(1,v).

Remark: In § 1.2 we transformed a Bernoulli equation into an equation we knew how
to solve, a linear equation. Theorem 1.3.6 transforms an homogeneous equation into an
equation we know how to solve, a separable equation. The original homogeneous equation
for the function y is transformed into a separable equation for the unknown function v = y/t.
One solves for v, in implicit or explicit form, and then transforms back to y = twv.

Proof of Theorem 1.3.6: If y/ = f(¢,y) is homogeneous, then we known that it can be
written as y' = F(y/t), where F(y/t) = f(1,y/t). Introduce the function v = y/t into the
differential equation,
y' =F(v).
We still need to replace 3’ in terms of v. This is done as follows,
y(t) =tot) = y(t) =v(t) + 10 (1),

Introducing these expressions into the differential equation for y we get

Fw)—wv ! 1
v+t =F(v) = U’ZM - v 2
t (F(v)—v) t
The equation on the far right is separable. This establishes the Theorem. O
2 + 3y?

EXAMPLE 1.3.12: Find all solutions y of the differential equation 3y’ = 57
Y

SOLUTION: The equation is Euler homogeneous, since
AP+ 3%y AP+ 3y%) P +3y7

tcy) = = = f(t,y).
f(et, ey) 2ctcy 2c2ty 2ty 1(t:y)
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Next we compute the function F. Since we got a ¢? in numerator and denominator, we
choose to multiply the right hand side of the equation by one in the form (1/¢2)/(1/t2),

1+3(9)2
y =— = y=—7
W) T

Now we introduce the change of unknown v = y/t, so y = tv and ¢y = v + tv'. Hence

s (437 (tl?)

, 14302 , 14302 1+ 3v? — 202
v+ = —7— = tU = -V =
2v 2v 2v
. P e . . .
We obtain the separable equation v’ = — ( 5 ) We rewrite and integrate it,
v

2v , 1 2v /1
T2’ T /1+U2” e

The substitution u = 1 + v?(¢) implies du = 2v(t) v'(t) dt, so
d dt
/J =/ +c¢ = In(w) =) +c = u=erBto,
U
But u = (e 5o denoting ¢; = e, then u = ¢it. So, we get

2
1+ =ct = 1+(%) =t = yt)==LtVert — 1.

<
ty+1)+ (y +1)°
t2 ’
SoLuTION: This equation is homogeneous when written in terms of the unknown wu(t) =
y(t) + 1 and the variable ¢t. Indeed, v’ = 3/, thus we obtain

I TUR R VR VNI VR, ()

EXAMPLE 1.3.13: Find all solutions y of the differential equation 3y’ =

= @ —_ — —
2 “ 2 v=31

Therefore, we introduce the new variable v = /¢, which satisfies u = tv and v/ = v + ¢ v'.
The differential equation for v is

!
1
v+t =v4+0? e t=1 o /%dt:/gdt—kcy
v

with ¢ € R. The substitution w = v(t) implies dw = v’ dt, so

1 1

—2 -1 B

dw = —dt — =1 t = — .

/w w /t +c & w n(ft)) +c¢ < w DT

Substituting back v, u and y, we obtain w = v(t) = u(t)/t = [y(t) + 1]/, so
y+1 1 t
= — tf=——mM78M— —
t (t]) + ¢ Yy = —mnEe

<

Notes. This section corresponds to Boyce-DiPrima [3] Section 2.2. Zill and Wright study
separable equations in [17] Section 2.2, and Euler homogeneous equations in Section 2.5.
Zill and Wright organize the material in a nice way, they present first separable equations,
then linear equations, and then they group Euler homogeneous and Bernoulli equations in
a section called Solutions by Substitution. Once again, a one page description is given by
Simmons in [10] in Chapter 2, Section 7.
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1.3.3. Exercises.

1.3.1.- Find all solutions y to the ODE
p_

)
Express the solutions in explicit form.

Y

1.3.2.- Find every solution y of the ODE
3t° + 4%y — 1+ =0.
Leave the solution in implicit form.
1.3.3.- Find the solution y to the IVP
y =t"y", y(0)=1
1.3.4.- Find every solution y of the ODE

ty +V1+t2y =0.

1.3.5.- Find every solution y of the Euler
homogeneous equation

r Y +1
Yy = -
1.3.6.- Find all solutions y to the ODE
,_ Pty
ty

1.3.7.- Find the explicit solution to the IVP
(t* +2ty)y =y, y(1)=1

1.3.8.- Prove that if y' = f(¢,y) is an Euler
homogeneous equation and y1(¢) is a so-
lution, then y(t) = (1/k) y1(kt) is also a
solution for every non-zero k € R.
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1.4. EXACT EQUATIONS

A differential equation is exact when it is a total derivative of a function, called potential
function. Exact equations are simple to integrate, any potential function must be constant.
The solutions of the differential equation define level surfaces of any potential function.

There are differential equations that are not exact but they can be transformed into
exact equations when they are multiplied by an appropriate function, called an integrating
factor. An integrating factor converts a nonexact equation into an exact equation. Linear
differential equations are a particular case of this type of equations, and we have studied
them in § 1.1 and § 1.2. We computed integrating factors for linear equations, which
transformed them into exact equations—the product of a linear equation and an integrating
factor was the derivative of a potential function. We now generalize this idea to a class of
nonlinear equations.

1.4.1. Exact Differential Equations. A differential equation is exact if certain parts of
the differential equation have matching partial derivatives. This condition is simple to check
in concrete examples.

Definition 1.4.1. The differential equation on the unknown function y given by
Nt y(t)y'(t) + M(t,y(t) =0

is called exact on an open rectangle R = (t1,t2) X (y1,y2) C R? iff for every point (t,y) € R
the functions M, N : R — R are continuously differentiable and satisfy the equation

0N (t,y) = 0,M(t,y)

N M
Remark: We use the notation for partial derivatives ;N = aa—t and OyM = %— In
Y

the definition above the letter y has been used both as the unknown function (in the first
equation), and as an independent variable (in the second equation). We use this dual
meaning for the letter y throughout this section.

Our first example shows that all separable equations studied in § 1.3 are exact.
EXAMPLE 1.4.1: Show whether a separable equation h(y) y'(t) = g(t) is exact or not.
SOLUTION: If we write the equation as h(t) ¥’ — g(¢t) = 0, then

N(t,y)=hly) = ON(ty) =0,
= O N(t,y) =0,M(t,y),
Mty)=glt) = 0,M{ty)=0, ) = M)

hence every separable equation is exact. <

The next example shows that linear equations, written as in § 1.2, are not exact.

EXAMPLE 1.4.2: Show whether the linear differential equation below is exact or not,
y'(t) =a)y(t) +b(t),  alt)#0.
SOLUTION: We first find the functions N and M rewriting the equation as follows,
Y +altly—bt)=0 = Nty =1 Mty =-a(t)y—>).
Let us check whether the equation is exact or not,
N(t,y)=1 = ON(t,y) =0,
MEt, y; = —a(t)y —b(t) = ayMEtv y; = —a(t)»} > NGy #oMEY).

So, the differential equation is not exact. <
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The following examples show that there are exact equations which are not separable.
EXAMPLE 1.4.3: Show whether the differential equation below is exact or not,
2y(t)y' (t) + 2t + y2(t) = 0.
SOLUTION: We first identify the functions N and M. This is simple in this case, since
2ty(t)] ' (1) + 2t +y°(1)] =0 = N(t,y)=2ty, M(t,y) =2t+y".
The equation is indeed exact, since
N(t,y) =2ty = ON(t,y) =2y,
9 =  ON(t,y) =0,M(t,y).
M(ty)=2t+y> = 0,M(t,y) =2y, :

Therefore, the differential equation is exact. <

EXAMPLE 1.4.4: Show whether the differential equation below is exact or not,
sin(t)y' (t) + 2Oy (t) — i/ (t) = —y(t) cos(t) — 2te¥D.
SOLUTION: We first identify the functions N and M by rewriting the equation as follows,
[sin(t) + t2e¥® — 1] ¢/ (t) + [y(t) cos(t) + 2te?@] =0

we can see that

N(t,y) =sin(t) + t%e? — 1 = OrN (t,y) = cos(t) + 2teY,
M(t,y) = ycos(t) + 2te" = Ay M (t,y) = cos(t) + 2teV.
Therefore, 0, N (t,y) = 0,M (t,y), and the equation is exact. <

1.4.2. Finding a Potential Function. Exact equations can be rewritten as a total deriv-
ative of a function, called a potential function. The condition 0;N = 9, M is equivalent to
the existence of a potential function—result proven by Henri Poincaré around 1880 and now
called Poincaré Lemma.

Lemma 1.4.2 (Poincaré). Continuously differentiable functions M,N : R — R, on a
rectangle R = (t1,t2) X (y1,y2), satisfy the equation

DN (t,y) = 0,M(t,y) (1.4.1)

iff there exists a twice continuously differentiable function v : R — R, called potential
function, such that for all (t,y) € R holds

Remark:

(a) A differential equation defines the functions N and M. The exact condition in (1.4.1)
is equivalent to the existence of 1, related to N and M through Eq. (1.4.2).

(b) If we recall the definition of the gradient of a function, that is, V¢ = (9410, 0y1)), then
the equations in (1.4.2) say that Vi = (M, N).

Proof of Lemma 1.4.2:
(<) We assume that the potential function ¢ is given and satisfies Eq. (1.4.2). Since v is
twice continuously differentiable, its cross derivatives are the same, that is, 0;0yv = 0,0:%.
We then conclude that

0N = 0.0y = 0,0 = Oy M.
(=) Tt is not given. See [9]. O
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In our next example we verify that a given function 1 is a potential function for an exact
differential equation. We also show that the differential equation can be rewritten as a
total derivative of this potential function. (In Theorem 1.4.3 we show how to compute such
potential function from the differential equation, integrating the equations in (1.4.2).)

EXAMPLE 1.4.5: Show that the function 1 (t,y) = t? + ty? is a potential function for the
exact differential equation

2y(t)y' (t) + 2t + y2(t) = 0.
Furthermore, show that the differential equation is the total derivative of this potential
function.

SOLUTION: In Example 1.4.3 we showed that the differential equation above is exact, since
N(t,y)=2ty, M(t,y)=2t+y*> = N =2y=09,M.

Let us check that the function v (t,y) = t? + ty?, is a potential function of the differential
equation. First compute the partial derivatives,

o =2t+y* =M, Oy =2ty=N.

Now, for the furthermore part, we use the chain rule to compute the ¢ derivative of the
potential function ¢ evaluated at the unknown function y,

S0(t(0) = (0,8) L+ (01),

But we have just computed these partial derivatives,
d
SVEu®) = 2ty(®) ¥ + (2t +y°(t) = 0.
. . . . dy
So we have shown that the differential equation can be written as It (t,y(t)) =0. <

Exact equations always have a potential function ¢, and this function is not difficult to
compute—we only need to integrate Eq. (1.4.2). Having a potential function of an exact
equation is essentially the same as solving the differential equation, since the integral curves
of 1 define implicit solutions of the differential equation.

Theorem 1.4.3 (Exact Equation). If the differential equation

N(ty) y'(t) + M(t,y(t) =0 (1.4.3)
is exact on R = (t1,t2) X (y1,y2), then every solution y must satisfy the algebraic equation
Y(ty(t) =c, (1.4.4)

where ¢ € R and ¥ : R — R is a potential function for Eq. (1.4.3).

Proof of Theorem 1.4.3: The differential equation in (1.4.3) is exact, then Lemma 1.4.2
implies that there exists a potential function v satisfying Eqgs. (1.4.2), that is,

N(ta y) = ayw(ta y)7 M(tv y) = 3t¢(t, y)
Therefore, the differential equation is given by
0=N(ty)y' )+ M(ty)
= (0y0(t,9)) v + (De(t,y))

= Su(ty(),
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where in the last step we used the chain rule, which is the way to compute derivative
of a composition of functions. So, the differential equation has been rewritten as a total
t-derivative of the potential function, which is simple to integrate,

d
where c is an arbitrary constant. This establishes the Theorem. O

ExAMPLE 1.4.6: Find all solutions y to the differential equation
2ty () v/ (t) + 2t + y(t) = 0.

SOLUTION: The first step is to verify whether the differential equation is exact. We know
the answer, the equation is exact, we did this calculation before in Example 1.4.3, but we

reproduce it here anyway.
N(t,y) =2ty = ON(ty) =2y,
2 = afN(ta y) = aIIA[(fWU)
M(t,y)=2t+y> = 0,M(t,y)=2y. '

Since the equation is exact, Lemma 1.4.2 implies that there exists a potential function v
satisfying the equations

yv(t,y) = N(t,y), (1.4.5)
O(t,y) = M(t,y). (1.4.6)
Let us compute 1. Integrate Eq. (1.4.5) in the variable y keeping the variable ¢ constant,

Oty =2ty = Y(ty) = /Qtydy+g(t),

where ¢ is a constant of integration on the variable ¥, so g can only depend on ¢t. We obtain

U(t,y) = ty® + g(t). (1.4.7)
Introduce into Eq. (1.4.6) the expression for the function ¢ in Eq. (1.4.7) above, that is,

Y g (t) =00ty =Mty =2t+y" = Jt)=2
Integrate in ¢ the last equation above, and choose the integration constant to be zero,
g(t) =t*.
We have found that a potential function is given by
Y(t,y) =ty* + .
Therefore, Theorem 1.4.3 implies that all solutions y satisfy the implicit equation
ty?(t) +t* = ¢,

for any ¢ € R. The choice g(t) = t? + ¢, only modifies the constant c. <

Remark: An exact equation and its solutions can be pictured on the graph of a potential
function. This is called a geometrical interpretation of the exact equation. We saw that an
exact equation Ny’ + M = 0 can be rewritten as di/dt = 0. Solutions of the differential
equation are level curves of the potential function, 1 (t,y(t)) = c. Given a level curve, the
vector r(t) = (t,y(t)), which belongs to the ty-plane, points to the level curve, while its
derivative 7/(t) = (1,y'(t)) is a vector tangent to the level curve. Since the gradient vector
Vi = (M, N) is a vector perpendicular to the level curve,

"1lVy & #.Vy=0 & M+Ny =0.
We wanted to remark that the differential equation can be thought as the condition v L V1.
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As an example, consider the differential equa-

tion a2 = ¢(t7 y)
2yy’ + 2t =0,

which is separable, so it is exact. A potential

function is
=1 +y
a paraboloid shown in Fig. 2. Solutions y are
defined by the equation t? +y? = ¢, which are
level curves of 9 for ¢ > 0. The graph of a
solution is shown on the ty-plane, given by r
Y

y(t) = £vVe—t2.

As we said above, the vector r(t) = (¢, y(t))
points to the solution’s graph while its deriv-

ative 7/ (t) = (1,¢/(t)) is tangent to the level
cuve. We also know that the gradient vec-
tor Vi) = (2t, 2y) is perpendicular to the level " y(t) = £V — 2

curve. The condition

7" 1LVYy = VY =0, FIGURE 2. Potential ¢ with

is precisely the differential equation, level curve ¢ = c defines a
2t +2yy =0 solution y on the ty-plane.

ExaMpLE 1.4.7: Find all solutions y to the equation

[sin(t) + t2e¥™) — 1] i/ (£) + y(t) cos(t) + 2te?V™) = 0.

SOLUTION: The first step is to verify whether the differential equation is exact. We know
the answer, the equation is exact, we did this calculation before in Example 1.4.4, but we
reproduce it here anyway.

N(t,y) =sin(t) + t’e¥ — 1 = 0N (t,y) = cos(t) + 2te?,
M(t,y) = ycos(t) + 2te” = Oy M (t,y) = cos(t) + 2teY.

Therefore, the differential equation is exact. Then, Lemma 1.4.2 implies that there exists a
potential function ¢ satisfying the equations

Iy (t,y) = N(t,y), (1.4.8)
Oy(t,y) = M(t,y). (1.4.9)

We know proceed to compute the function ¥. We first integrate in the variable y the
equation d,¢ = N keeping the variable ¢ constant,

OyY(t,y) = sin(t) + eV —1 = Yty = /[sin(t) + t2e¥ — 1} dy + ¢g(t)
where g is a constant of integration on the variable ¥, so g can only depend on ¢t. We obtain
U(t,y) = ysin(t) + eV —y + ().
Now introduce the expression above for the potential function ¢ in Eq. (1.4.9), that is,

ycos(t) + 2te? + ¢'(t) = Op(t,y) = M(t,y) = ycos(t) + 2te¥ = ¢'(t)=0.
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The solution is g(t) = ¢,, with ¢, a constant, but we can always choose that constant to be
zero. We conclude that

g(t) = 0.
We found g, so we have the complete potential function,

Y(t,y) = ysin(t) + t?e¥ —y.
Theorem 1.4.3 implies that any solution y satisfies the implicit equation
y(t)sin(t) + t2e¥® — y(t) = c.

The solution y above cannot be written in explicit form. We notice that the choice g(t) = ¢,
only modifies the constant ¢ above. <

Remark: A potential function is also called a conserved quantity. This is a reasonable
name, since a potential function evaluated at any solution of the differential equation is
constant along the evolution. This is yet another interpretation of the equation di/dt = 0,
or its integral ¥ (t,y(t)) = c¢. If we call ¢ = ¢, = ¥(0,y(0)), the value of the potential
function at the initial conditions, then (¢, y(t)) = .

Conserved quantities are important in physics. The energy of a moving particle is a

famous conserved quantity. In that case the differential equation is Newton’s second law of
motion, mass times acceleration equals force. One can prove that the energy E of a particle
with position function y moving under a conservative force is kept constant in time. This
statement can be expressed by E(t,y(t)) = E,, where E, is the particle’s energy at the
initial time.
1.4.3. The Integrating Factor Method. Sometimes a nonexact differential equation can
be rewritten as an exact differential equation. One way this could happen is multiplying
the differential equation by an appropriate function. If the new equation is exact, the
multiplicative function is called an integrating factor.

This is precisely the case with linear differential equations. We have seen in Example 1.4.2
that linear equations with coefficient a # 0 are not exact. But in Section 1.2 we have ob-
tained solutions to linear equations multiplying the equation by an appropriate function.
We called that function an integrating factor. That function converted the original differen-
tial equation into a total derivative of a function, which we called potential function. Using
the terminology of this Section, the integrating factor transformed a linear equation into an
exact equation.

Now we generalize this idea to nonlinear differential equations.

Theorem 1.4.4 (Integrating factor I). Assume that the differential equation
N(t,y)y +M(t,y) =0 (1.4.10)

is not exact because Oy N (t,y) # 0y M (t,y) holds for the continuously differentiable functions
M, N on their domain R = (t1,t2) X (y1,y=2). If N # 0 on R and the function

m [0y M (t,y) — ;N (t,y)] (1.4.11)
does not depend on the variable y, then the equation below is eract,
(uN)y + (uM)=0 (1.4.12)
where the function p, which depends only on t € (t1,t2), is a solution of the equation
' (t) 1

ut) ~ N(ty) [2,M(t:5) = BN w))
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Proof of Theorem 1.4.4: We know that the original differential equation in (1.4.10) is not
exact because O, N # 9y M. Now multiply the differential equation by a nonzero function
that depends only on t,

(uN)y' + (uM) = 0. (1.4.13)

We look for a function p such that this new equation is exact. This means that p must
satisfy the equation

Ou(1) = 9, (uM).
Recalling that p depends only on ¢ and denoting 9y = i/, we get
WN+uN=pd,M = ' N=pud,M-—0N).
So the differential equation in (1.4.13) is exact iff holds
W (0yM — ON)

1 N ’
and a necessary condition for such an equation to have solutions is that the right-hand side
be independent of the variable y. This establishes the Theorem. O

ExAMPLE 1.4.8: Find all solutions y to the differential equation

[+ ty(®)] y'(t) + [3ty(t) + ¥ ()] = 0. (1.4.14)

SoLUTION: We first verify whether this equation is exact:
N(t,y) =t +ty = ON(t,y) = 2t +y,
M(t,y) = 3ty +y* = 0, M (t,y) = 3t + 2y,

therefore, the differential equation is not exact. We now verify whether the extra condition
in Theorem 1.4.4 holds, that is, whether the function in (1.4.11) is y independent;

1
N{t,y) [0,M(t,y) — O N(t,y)] = ey (3t + 2y) — (2t + )]
= t(t—i—y) (t+y)
1
=

The function (0,M — 0;N)/N is y independent. Therefore, Theorem 1.4.4 implies that the
differential equation in (1.4.14) can be transformed into an exact equation. We need to
multiply the differential equation by a function g solution of the equation

l;’(f)) = G -aN =3 = me) =@ = )=t

where we have chosen in second equation the integration constant to be zero. Then, multi-
plying the original differential equation in (1.4.14) by the integrating factor u we obtain

[3t2y(t) + ty?(t)] + [* + P y(t)] ¥'(t) = 0. (1.4.15)
This latter equation is exact, since
N(t,y) =13+ %y = N (t,y) = 3% + 2ty,
M(t,y) = 3t%y + ty? = Dy, M (t,y) = 3t> + 2ty,
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so we get the exactness condition §; N = 8, M. The solution y can be found as we did in the
previous examples in this Section. That is, we find the potential function v by integrating
the equations

ayd}(ta y)
atw(tu y)

From the first equation above we obtain

N(t,y), (1.4.16)
M(t,y). (1.4.17)

o =+t = Y(ty) = / (#° + %) dy + g(t).

Integrating on the right hand side above we arrive to

1

Y(t,y) =ty + 3 2y + g(t).

Introduce the expression above for ¢ in Eq. (1.4.17),
3%y +ty® + g'(t) = O (t,y) = M(t,y) = 3ty + ty?,
g'(t) = 0.
A solution to this last equation is g(¢) = 0. So we get a potential function

, 1
V(ty) =0+ Sty

All solutions y to the differential equation in (1.4.14) satisfy the equation
. 1
Ey(t) + 5 2ly0)]° =,
where ¢, € R is arbitrary. <

We have seen in Example 1.4.2 that linear differential equations with a # 0 are not exact.
In Section 1.2 we found solutions to linear equations using the integrating factor method.
We multiplied the linear equation by a function that transformed the equation into a total
derivative. Those calculations are now a particular case of Theorem 1.4.4, as we can see it
in the following Example.

ExXAMPLE 1.4.9: Use Theorem 1.4.4 to find all solutions to the linear differential equation
y'(t) = a(t) y(t) + b(t), a(t) # 0. (1.4.18)
SOLUTION: We first write the linear equation in a way we can identify functions N and M,

Y + [—alt)y —b(t)] =0.

We now verify whether the linear equation is exact or not. Actually, we have seen in
Example 1.4.2 that this equation is not exact, since

N(t,y)=1 = ON(t,y) =0,
M(t,y) = —a(t)y — b(t) = Oy M(t,y) = —aft).

But now we can go further, we can check wheteher the condtion in Theorem 1.4.4 holds or
not. We compute the function

N(t, y) [ayM(t’ y) - atN(tv y)] = _a(t)
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and we see that it is independent of the variable y. Theorem 1.4.4 says that we can transform
the linear equation into an exact equation. We only need to multiply the linear equation by
a function pu, solution of the equation

M’(t)__a — AW —[a
= —a) =) - A0 = [aar

This is the same integrating factor we discovered in Section 1.2. Therefore, the equation
below is exact,

e~ A0y — Ja(t)e 2Oy —b(t) e~ V] = 0. (1.4.19)
This new version of the linear equation is exact, since
N(t,y) = e 40 = AN (t,y) = —a(t) e 4®),
M(t,y) = —a(t) e 2By — b(t) e~ 2® = Dy M(t,y) = —a(t) e,

Since the linear equation is now exact, the solutions y can be found as we did in the previous
examples in this Section. We find the potential function v integrating the equations

yv(t,y) = N(t,y), (1.4.20)

o (t,y) = M(t,y). (1.4.21)

From the first equation above we obtain
0,0 =M = ulty) = [ AV dy gl

The integral is simple, since e=4® is y independent. We then get

U(t,y) = e APy +g(t).

We introduce the expression above for ¢ in Eq. (1.4.17),
—a(t) AWy + g'(t) = B(t,y) = M(ty) = —a(t) e AOy — b(t) =AW,
g'(t) = —b(t) e A®),
A solution for function g is then given by

g(t) = —/b(t) e AW gt
Having that function g, we get a potential function
U(t,y) = e AWy — /b(t) e AW dt.
All solutions y to the linear differential equation in (1.4.18) satisfy the equation
e AWy (1) — /b(t) e AW dt = ¢,

where ¢, € R is arbitrary. This is the implicit form of the solution, but in this case it is
simple to find the explicit form too,

y(t) = AW [Co + / b(t) e A® dt|.

This expression agrees with the one in Theorem 1.2.3, when we studied linear equations. <
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1.4.4. The Integrating Factor for the Inverse Function. If a differential equation
for a function y is exact, then the equation for the inverse function y~! is also exact.
This result is proven in Theorem 1.4.5. We then focus on nonexact equations. We review
Theorem 1.4.4, where we stablished sufficient conditions for the existence of an integrating
factor for nonexact equations. Sometimes the integrating factor for the differential equation
for y does not exist, but the integrating factor for the differential equation for the inverse
function, y~!, does exist. We study this situation in a bit more detail now. We use the
notation y(z) for the function values, and x(y) for the inverse function values. So in this
last subsection we replace the variable t by z.

Theorem 1.4.5. If a differential equation is exact, as defined in this section, and a solution
is invertible, then the differential equation for the inverse function is also exact.

Proof of Theorem 1.4.5: Write the differential equation of a function y with values y(x),
N(z,y)y' + M(z,y) = 0.
We have assumed that the equation is exact, so in this notation 9,N = 9,M. If a solution
y is invertible and we use the notation y~1(y) = x(y), we have the well-known relation
1
2 (y) = ——.
W= e
Divide the differential equation above by %’ and use the relation above, then we get
N(z,y) + M(z,y)a’ =0,

where now y is the independent variable and the unknwon function is z, with values z(y),
and the prime means 2’ = dx/dy. The condition for this last equation to be exact is

9,M = 9,N,

which we know holds because the equation for y is exact. This establishes the Theorem. [J
Suppose now that a differential equation N(x,y)y" + M(x,y) = 0 is not exact. Theo-
rem 1.4.4 says that if the function (0, M —0,N)/N does not depend on y, then the differential
equation
(LN)y + (uM) =0
is exact in the case that the integrating factor u is a solution of

W(@) _ (9,M —9,N)

plx) N
If the function (0, M —9,N)/N does depend on y, the integrating factor u for the equation
for y may not exist. But the integrating factor for the equation for the inverse function z
may exist. The following result says when this is the case.

Theorem 1.4.6 (Integrating factor II). Assume that the differential equation
M(z,y)z' + N(z,y) =0 (1.4.22)
is not exact because Oy M (x,y) # 0N (z,y) holds for the continuously differentiable func-
tions M, N on their domain R = (z1,22) X (y1,y2). If M # 0 on R and the function
_
M(z,y)
does not depend on the variable y, then the equation below is eract,

(uM)z'+ (uN)=0 (1.4.24)

[0, M (x,y) — 0N (x,y)] (1.4.23)
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where the function u, which depends only on y € (y1,y2), is a solution of the equation

Wy 1 o )

Remark: The differential equations for both the function y and its inverse are
1

' (y)
We want to remark that the functions M and N are the same in both equations.

Ny + M =0, Maz'+ N =0, where y'(x)=

Proof of Theorem 1.4.6: We know that the original differential equation in (1.4.22) is not
exact because 9y M # 0, N. Now multiply the differential equation by a nonzero function g
that depends only on y,

(uM) 2" + (uN) = 0. (1.4.25)
We look for a function p such that this new equation is exact. This means that g must
satisfy the equation

Oy (UM) = 0y (uN).
Recalling that p depends only on y and denoting O, u = ', we get
WMApd,M=pd,N = ' M=p(d;N—0o,M).
So the differential equation in (1.4.13) is exact iff holds
W (OyM —9.N)

Iz M ’
and a necessary condition for such an equation to have solutions is that the right-hand side
be independent of the variable x. This establishes the Theorem. O

ExAMPLE 1.4.10: Find all solutions to the differential equation

(5ze ¥ +2cos(3z)) ¥ + (5e ¥ — 3sin(3z)) = 0.

SOLUTION: We first check if the equation is exact for the unknown function y, which depends
on the variable z. If we write the equation as Ny’ + M = 0, with ¢y = dy/dx, then
N(z,y) =5xe ™ + 2cos(3z) = O:N(z,y) =5e™ Y — 6sin(3z),
M(z,y) =5e Y — 3sin(3x) = OyM(x,y) = —5e™ ¥ —9cos(3x).

Since d,N # 0,M, the equation is not exact. Let us check if there exists an integrating
factor p that depends only on z. Following Theorem 1.4.4 we study the function

—10eY + 6sin(3x)

M —9,N) =
% 0:N) 5z e~Y 4 2 cos(3x)

1
i ’
which is a function of both z and y and cannot be simplified into a function of = alone.
Hence an integrating factor cannot be function of only .

Let us now consider the equation for the inverse function x, which depends on the variable
y. The equation is M o' + N = 0, with ©’ = dx/dy, where M and N are the same as before,

M(z,y) =5e™Y — 3sin(3z) N(z,y) = 5xe™Y + 2cos(3x).

We know from Theorem 1.4.5 that this equation is not exact. Both the equation for y and
equation for its inverse x must satisfy the same condition to be exact. The condition is
0N = 0y M, but we have seen that this is not true for the equation in this example. The
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last thing we can do is to check if the equation for the inverse function z has an integrating
factor p that depends only on y. Following Theorem 1.4.6 we study the function
1 —10e7Y + 6sin(3z)
_M( 5e~Y — 3sin(3z)
Since the function above does not depend on y, we can solve the differential equation for p,
function of y, as follows

wy)

1
wly) “21

Since y is an integrating factor, we can choose p, = 1, hence u = €2¥. If we multiply the
equation for x by this integrating factor we get

e? (5e7Y — 3sin(3z)) 2’ + e* (5ze ¥ + 2cos(3z)) = 0,

0,M — 0,N) = —

/!
OyM — 9;N) = N(y):2 = u(y) = poe®.

that is,
(5¢¥ — 3sin(3z) e®¥) 2’ + (5 e? + 2 cos(3z) e*) = 0.

This equation is exact, because if we write it as Mz’ + N =0, then
M(z,y) = 5e¥ — 3sin(3x) e? = 8y]\2f(;1c, y) = 5e¥ — 6sin(3z) %,
N(z,y) = 5z e¥ + 2cos(3z) e® = 0z N(z,y) = 5e¥ — 6sin(3z) e,
that is 8yM = 9, N. Since the equation is exact, we find a potential function v from
=M,  Oyb=N.
Integrating on the variable z the equation 0,1 = M we get
Y(x,y) = 5x e’ + cos(3z) e + g(y).
Introducing this expression for ¢ into the equation 9,9 = N we get
5ze¥ +2cos(3z) e + ¢'(y) = Ay = N = 5z e¥ + 2cos(3z) 2V,
hence ¢'(y) = 0, so we choose g = 0. A potential function for the equation for z is
Y(2,y) = 5xe¥ + cos(3z) eV,
The solutions x of the differential equation are given by
5x(y) e’ + cos(3z(y))e® =c
and the solutions y for the original differential equation are

5 e¥® 4 cos(3x) e2v(@) — <

Notes. Exact differential equations are studied in Boyce-DiPrima [3], Section 2.6, and in
most differential equation textbooks. Often in these textbooks one can find exact equations
written in the notation of differential forms. Both the equation for y and its inverse x,

M(z,y) + N(z,y)y =0, M(z,y) 2" + N(z,y) =0, (1.4.26)
are written together as
M(z,y)dz + N(z,y)dy = 0. (1.4.27)
Eq. (1.4.27) makes sense in the framework of differential forms, but this subject is beyond
the scope of these notes. In some textbooks one can find arguments like this: if one thinks
a derivative y' = dy/dx as an actual fraction, where dy is divided by dz, then one should
multiply by dz the first equation in (1.4.26) to get Eq. (1.4.27). Unfortunately, dy/dz is not
a fraction, so multiplying by dx doesn’t make any sense.
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1.4.5. Exercises.

1.4.1.-

1.4.4.-

Consider the equation

(1+t%)y = —2ty.
Determine whether the differential
equation is exact.

Find every solution of the equation
above.

Consider the equation

tcos(y)y —2yy' = —t —sin(y).
Determine whether the differential
equation is exact.

Find every solution of the equation
above.

Consider the equation

, —2—ye"
V= Syt
Determine whether the differential
equation is exact.
Find every solution of the equation

above.

Consider the equation

(62° —zy) + (-2 + 2y?)y’ =0,

with initial condition y(0) = 1.

(a)

(b)

Find an integrating factor p that
converts the equation above into an
exact equation.

Find an implicit expression for the
solution y of the IVP.
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1.4.5.- Consider the equation

(2x2y + %) vy + 4xy2 =0,

with initial condition y(0) = —2.

(a)

(b)
(c)

Find an integrating factor p that
converts the equation above into an
exact equation.

Find an implicit expression for the
solution y of the IVP.

Find the explicit expression for the
solution y of the IVP.

1.4.6.- Consider the equation

(—3z e+ sin(5z)) v’
+(3e7% + 5cos(5x)) = 0.

Is this equation for y exact? If not,
does this equation have an integrat-
ing factor depending on x?

Is the equation for z = y~' exact?
If not, does this equation have an
integrating factor depending on y?
Find an implicit expression for all
solutions y of the differential equa-
tion above.
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1.5. APPLICATIONS

Different physical systems may be described by the same mathematical structure. The
radioactive decay of a substance, the cooling of a solid material, or the salt concentration
on a water tank can be described with linear differential equations. A radioactive substance
decays at a rate proprotional to the substance amount at the time. Something similar
happens to the temperature of a cooling body. Linear, constant coefficients, differential
equations describe these two situations. The salt concentration inside a water tank changes
in the case that salty water is allowed in and out of the tank. This situation is described
with a linear variable coefficients differential equation.

1.5.1. Exponential Decay. An example of exponential decay is the radioactive decay of
certain substances, such as Uranium-235, Radium-226, Radon-222, Polonium-218, Lead-214,
Cobalt-60, Carbon-14, etc. These nuclei break into several smaller nuclei and radiation. The
radioactive decay of a single nucleus cannot be predicted, but the decay of a large number
can. The rate of change in the amount of a radioactive substance in a sample is proportional
to the negative of that amount.

Definition 1.5.1. The exponential decay equation for N with decay constant k > 0 is
N' = —kN.

Remark: The equation N’ = k N, with k£ > 0 is called the exponential growth equation.
We have seen in § 1.1 how to solve this equation. But we review it here one more time.

Theorem 1.5.2 (Exponential Decay). The general solution for the exponential decay
equation for N with constant k and intial condition N(0) = N, is

N(t) = Nye ™.

Proof of Theorem 1.5.2: The differential equation above is both linear and separable.

We choose to solve it using the integrating factor method. The integrating factor is e*?,

(N +kN)e" =0 = (MN)'=0 = N =N,
So, all solutions of the exponential decay equations are given by
N(t) = Nye ™.
This establishes the Theorem. ]

Remark: Radioactive materials are often characterized not by their decay constant k£ but
by their half-life 7. This is a time such that half of the original amout of the radioactive
substance has decayed.

Definition 1.5.3. The half-life of a radioactive substance is the time T such that
No

DR

where N, is the initial amount of the radioactive substance.

N(r) =

There is a simple relation between the material constant and the material half-life.

Theorem 1.5.4. A radioactive material constant k and half-life T are related by the equation

kT =1n(2).
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Proof of Theorem 1.5.4: We know that the amount of a radioactive material as function
of time is given by

N(t) = Nye ™.
Then, the definition of half-life implies,
N, 1
70 =Noe ™™ =  —kr= ln<§> = kr=1n(2).
This establishes the Theorem. O

Remark: A radioactive material, N, can be expressed in terms of the half-life,
N(t) =N, e(—t/r) In(2) = N(t) = N, eln[g(*t/r)] - N(t) = N, 2—15/7'.
From this last expression is clear that for t = 7 we get N(7) = N, /2.

Our first example is about dating remains with Carbon-14. The Carbon-14 is a radioac-
tive isotope of Carbon-12 with a half-life of 7 = 5730 years. Carbon-14 is being constantly
created in the atmosphere and is accumulated by living organisms. While the organism
lives, the amount of Carbon-14 in the organism is held constant. The decay of Carbon-14
is compensated with new amounts when the organism breaths or eats. When the organism
dies, the amount of Carbon-14 in its remains decays. So the balance between normal and
radioactive carbon in the remains changes in time.

ExAMPLE 1.5.1: If certain remains are found containing an amount of 14 % of the original
amount of Carbon-14, find the date of the remains.

SOLUTION: Suppose that t = 0 is set at the time when the organism dies. If at the present
time ¢ the remains contain 14% of the original amount, that means

ELNY

100

Since Carbon-14 is a radioactive substant with half-life 7, the amount of Carbon-14 decays
in time as follows,

N(t) =

N(t) = N, 274",
where 7 = 5730 years is the Carbon-14 half-life. Therefore,

. 14 t
27T = 00 —— =logy(14/100) =t = 7log,(100/14).
We obtain that ¢ = 16,253 years. The organism died more that 16,000 years ago. <

Remark: The problem in Ex. 1.5.1 can be solved using the solution N written in terms of
the decay constant k instead of the half-life 7. Just write the condition for ¢, to be 14 % of
the original Carbon-14, as follows,

Noe ™kt = 117401\70 = k= 11740 =  —kt= 1n(11—;‘0) = t= % ln(%).
Recalling the expression for k in terms of 7, that is k7 = In(2), we get
In(100/14)
In(2)
The value of ¢ in the expression above and the one in Ex. 1.5.1 are the same, since
In(100/14)

log,(100/14) = n(2)



44 G. NAGY - ODE aucusr 16, 2015

1.5.2. Newton’s Cooling Law. In 1701 Newton published, anonymously, the result of his
home made experiments done fifteen years earlier. He focused on the time evolution of the
temperature of objects that rest in a medium with constant temperature. He found that the
difference between the temperatues of an object and the constant temperature of a medium
varies geometrically towards zero as time varies arithmetically. This was his way of saying
that the difference of temperatures, AT, depends on time as

(AT)(t) = (AT)oe ™7,

for some initial temperature difference (AT, and some time scale 7. Although this is called
a “Cooling Law”, it also describes objects that warm up. When (AT), > 0, the object is
cooling down, but when (AT, < 0, the object is warming up.

Newton knew pretty well that the function AT above is solution of a very particular
differential equation. But he chose to put more emphasis in the solution rather than in the
equation. Nowadays people think that differential equations are more fundamental than
their solutions, so we define Newton’s cooling law as follows.

Definition 1.5.5. The Newton cooling law says that the temperature T at a time t of a
material placed in a surrounding medium held at a constant temperature Ty satisfies

(ATY = —k (AT),
with AT(t) =T(t)—Ts, and k > 0, constant, characterizing the material thermal properties.

Remark: Newton’s cooling law equation for AT is the same as the radioactive decay
equation. But now the initial temperature difference, (AT), = T, — T, with T, = T'(0), can
be either positive or negative. Newton’s cooling law equation is a first order linear equation,
which we solved in § 1.1. The general solution is (AT)(t) = (AT), e~ ¥, so

(T —T)(t) = (Ty, —Ts) e = T(t)=(Ty —T,) e ™ + T,.

where the constant k£ > 0, which has units of one over time, depends on the interaction
between the object material and the surrounding medium.

EXAMPLE 1.5.2: A cup with water at 45 C is placed in the cooler held at 5 C. If after 2
minutes the water temperature is 25 C, when will the water temperature be 15 C?
SOLUTION: We know that the solution of the Newton cooling law equation is
T(t) = (T, - T,) e ™™ + T,
and we also know that in this case we have
T, = 45, Ts =5, T(2) = 25.

In this example we need to find ¢; such that T'(¢;) = 15. In order to find that ¢, we first
need to find the constant k&,

Tt)=(45-5) e +5 = T(t)=40e " 5.
Now use the fact that T'(2) = 25 C, that is,

20=T(2)=40e"%* = 1In(1/2)=-2k = k= %ln(Q).

Having the constant k£ we can now go on and find the time ¢, such that T'(¢;) = 15 C.
T#)=40e""V2D 45 = 10=40e "MV o p =4
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1.5.3. Salt in a Water Tank. We study the system pictured in Fig. 3. A tank has a salt
mass Q(t) dissolved in a volume V (¢) of water at a time ¢. Water is pouring into the tank
at a rate 7;(t) with a salt concentration g;(t). Water is also leaving the tank at a rate r,(t)
with a salt concentration ¢,(¢). Recall that a water rate r means water volume per unit
time, and a salt concentration ¢ means salt mass per unit volume.

We assume that the salt entering in the tank

gets instantaneously mixed. As a consequence ri, ¢i(t)
the salt concentration in the tank is homoge-
neous at every time. This property simplifies
the mathematical model describing the salt in
the tank. Tank
Before stating the problem we want to solve, Instantaneously mixed
we review the physical units of the main fields
involved in it. Denote by [r;] the units of the V(t) Q) "oy do(t)
quantity r;. Then we have
Volume Mass
[ri] = [ro] = Time ’ [a:] = lao] = Volume’ FIGURE 3. Description of
[V] = Volume, [Q] = Mass. the water tank problem.

Definition 1.5.6. The Water Tank Problem refers to water coming into a tank at a rate
r; with salt concentration q;, and going out the tank at a rate r, and salt concentration q,,
so that the water volume V and the total amount of salt Q), which is instantaneously mixed,
in the tank satisfy the following equations,

VI(t) = ri(t) — ro(t), (1.5.1)
Q'(t) = ri(t) qi(t) — ro(t), 4o (t), (1.5.2)
Qo(t) = 88 (1.5.3)
ri(t) =ro(t) = 0. (1.5.4)

The first and second equations above are just the mass conservation of water and salt,
respectively. Water volume and mass are proportional, so both are conserved, and we
chose the volume to write down this conservation in Eq. (1.5.1). This equation is indeed
a conservation because it says that the water volume variation in time is equal to the
difference of volume time rates coming in and going out of the tank. Eq. (1.5.2) is the salt
mass conservation, since the salt mass variation in time is equal to the difference of the
salt mass time rates coming in and going out of the tank. The product of a water rate
r times a salt concentration ¢ has units of mass per time and represents the amount of
salt entering or leaving the tank per unit time. Eq. (1.5.3) is implied by the instantaneous
mixing mechanism in the tank. Since the salt is mixed instantaneously in the tank, the
salt concentration in the tank is homogeneous with value Q(¢)/V (¢). Finally the equations
in (1.5.4) say that both rates in and out are time independent, that is, constants.

Theorem 1.5.7. The amount of salt Q) in a water tank problem defined in Def. 1.5.6
satisfies the differential equation

Q'(t) = a(t) Q(t) + b(t), (1.5.5)
where the coefficients in the equation are given by

alt) = — fo

i —ro)t+ V' b(t) = riqi(t). (1.5.6)
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Proof of Theorem 1.5.7: The equation for the salt in the tank given in (1.5.5) comes
from Eqgs. (1.5.1)-(1.5.4). We start noting that Eq. (1.5.4) says that the water rates are
constant. We denote them as r; and r,. This information in Eq. (1.5.1) implies that V"’ is
constant. Then we can easily integrate this equation to obtain

V(t) = (ri —ro)t + Vb, (1.5.7)
where V, = V(0) is the water volume in the tank at the initial time ¢ = 0. On the other
hand, Eqgs.(1.5.2) and (1.5.3) imply that

(1) = rigi(t) — —
QO =rialt) - 75
Since V(t) is known from Eq. (1.5.7), we get that the function  must be solution of the

differential equation

Q).

To

"(t) =i i (t) — ———2— Q(t).
Q'(t) = riqi(t) (Ti—To)t—l—%Q()
This is a linear ODE for the function @. Indeed, introducing the functions
To
= b(t) = i ¢i(2),
a() (Ti—ro)t+‘/()7 () rq()

the differential equation for ) has the form

Q'(t) = a(t) Q(t) + b(?).

This establishes the Theorem. ]

We could use the formula for the general solution of a linear equation given in Section 1.2
to write the solution of Eq. (1.5.5) for Q. Such formula covers all cases we are going to
study in this section. Since we already know that formula, we choose to find solutions in
particular cases. These cases are given by specific choices of the rate constants r;, 7,, the
concentration function ¢;, and the initial data constants V, and @, = Q(0). The study of
solutions to Eq. (1.5.5) in several particular cases might provide a deeper understanding of
the physical situation under study than the expression of the solution @ in the general case.

EXAMPLE 1.5.3 (General Case for V(t) = V;): Consider a water tank problem with equal
constant water rates r; = r, = r, with constant incoming concentration ¢;, and with a given
initial water volume in the tank V,. Then, find the solution to the initial value problem

Q') =a(t) Q) +b(t),  Q0)=Qu,
where function a and b are given in Eq. (1.5.6). Graph the solution function @ for different

values of the initial condition Q.

SOLUTION: The assumption r; = r, = r implies that the function a is constant, while the
assumption that g; is constant implies that the function b is also constant too,
To r
a(t) = ————-—— = a(t) = —— = a,,
(t) CETRrEaT (t) A

b(t) = r; q:(t) = b(t) =7 q; = be.
Then, we must solve the initial value problem for a constant coefficients linear equation,
Q'(t) = a0 Q(t) +bo,  Q(0) = Qo,

The integrating factor method can be used to find the solution of the initial value problem
above. The formula for the solution is given in Theorem 1.1.4,

Q(t) = (Qo + %Z) et — %~

Ao
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In our case the we can evaluate the constant by/a,, and the result is

bo v, b
;0 - (qu)( r ) = o = q;Vs.
Then, the solution @ has the form,
Q) = (Qo — ¢:Vo) e "V + Vs (1.5.8)

The initial amount of salt @), in the tank can be any non-negative real number. The solution
behaves differently for different values of @Q,. We classify these values in three classes:

(a) The initial amount of salt in the tank is
the critical value Q, = ¢;V,. In this case
the solution @) remains constant equal to
this critical value, that is, Q(t) = ¢;Vs.

(b) The initial amount of salt in the tank is

bigger than the critical value, Q, > ¢; V5. ¥
In this case the salt in the tank @ de- AA

creases exponentially towards the critical /__
value.

(c¢) The initial amount of salt in the tank is
smaller than the critical value, Q, < ¢; V5.

Y

In this case the salt in the tank @ in- ¢
creases exponentially towards the critical
value. FIGURE 4. The function @
The graphs of a few solutions in these three gll (1,'5,f)1f0r ad,ff,w values of
classes are plotted in Fig. 4. e initial condition .
<

ExampLE 1.5.4 (Find a particular time, for V(t) = V;): Consider a water tank problem
with equal constant water rates r; = r, = r and fresh water is coming into the tank, hence
¢; = 0. Then, find the time ¢; such that the salt concentration in the tank Q(¢)/V(t) is 1%
the initial value. Write that time ¢; in terms of the rate r and initial water volume Vj.

SOLUTION: The first step to solve this problem is to find the solution @ of the initial value
problem
Q') =a®)Q(t) +b(t),  Q0)=Qo,
where function a and b are given in Eq. (1.5.6). In this case they are
To r
a(t) = _m = a(t) = —
b(t) = r; qi(t) = b(t) = 0.

The initial value problem we need to solve is
r
QM) =-7-Q1,  QO)=Qu
0
From Section 1.1 we know that the solution is given by

Q) = Qoe /™.
We can now proceed to find the time ¢;. We first need to find the concentration Q(t)/V (t).
We already have Q(t) and we now that V(t) = V;, since r; = r,. Therefore,

Q) _ QW) _ Qo vy

Vi) Vo Vo
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The condition that defines ¢, is
Qu) _ 1 9
V(t,) 100 Vi~
From these two equations above we conclude that

1 Qo Q) _ Qe
100V, V() Vo '

The time ¢, comes from the equation

1 Ve 1 rt, It
Lo o 1(—):—7 & In(100) = ==,
100 ° "\ 100 Vs n(100)
The final result is given by
= In(100).
'S
<

ExamMpPLE 1.5.5 (Nonzero ¢;, for V(t) = V;): Consider a water tank problem with equal
constant water rates r; = r, = r, with only fresh water in the tank at the initial time, hence
@, = 0 and with a given initial volume of water in the tank V;. Then find the function salt
in the tank @ if the incoming salt concentration is given by the function

qi(t) = 2 +sin(2t).

SOLUTION: We need to find the solution @ to the initial value problem

Q') =a®)Q(t) +b(t),  Q0)=0,

where function a and b are given in Eq. (1.5.6). In this case we have

alt) = ‘m = a(t) =~y = ~Go,
b(t) =1 qi(t) = b(t) =7 [2 + sin(2t)].

We are changing the sign convention for a, so that a, > 0. The initial value problem we
need to solve is

Q'(t) = —a, Q(t) +b(t),  Q(0)=0.

The solution is computed using the integrating factor method and the result is

Q(t) = e~ %! /Ot €™%h(s) ds,

where we used that the initial condition is @), = 0. Recalling the definition of the function
b we obtain

t
Q) = efaoL/ €°[2 + sin(2s)] ds.
0

This is the formula for the solution of the problem, we only need to compute the integral
given in the equation above. This is not straightforward though. We start with the following
integral found in an integration table,

ks
ks - € .
/e *sin(ls) ds = 2iE [ksin(ls) — Lcos(ls)],
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where k and [ are constants. Therefore,

K agps . _ 2 aos
/Oe [2 + sin(2s)] dsf[—e ]

Qg

t t

@08
[ ,

+ a2 + 22

e’ 2t) — 2 2t)| + 72
jin(2¢ (2t .
[ao sin(2t) cos(2t)] Y

[ao sin(2s) — 2 COS(QS)]]

0
2 apt

_ “ ot _ 1 -

aoq(e )+ a2 + 22

With the integral above we can compute the solution @ as follows,

apt

2 e
__—agpt agt .
Q(t) =e % [(70 (e®! —1) + P [ao sin(2t) — 2 cos(2t)] + W],
recalling that a, = /V,. We rewrite expression above as follows,
2 2 27 _aot 1 . ]
Qt) = o + {W - a—o} e ot o pEaD a0 sin(2t) — 2 cos(2t)]. (1.5.9)
<
Y
2 ______ N ——
Q(t)
t

FIGURE 5. The graph of the function @ given in Eq. (1.5.9) for a, = 1.
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1.5.4. Exercises.

1.5.1.- A radioactive material decays at

a rate proportional to the amount

present. Initially there are 50 mil-

ligrams of the material present and after

one hour the material has lost 80% of its

original mass.

(a) Find the mass of the material as
function of time.

(b) Find the mass of the material after
four hours.

(¢) Find the half-life of the material.

1.5.2.- A vessel with liquid at 18 C is placed

in a cooler held at 3 C, and after 3 min-

utes the temperature drops to 13 C.

(a) Find the differential equation satis-
fied by the temperature T of a lig-
uid in the cooler at time ¢ = 0.

(b) Find the function temperature of
the liquid once it is put in the
cooler.

(¢) Find the liquid cooling constant.

1.5.3.- A tank initially contains V5, = 100

liters of water with Qo = 25 grams of
salt. The tank is rinsed with fresh wa-
ter flowing in at a rate of r; = 5 liters
per minute and leaving the tank at the
same rate. The water in the tank is well-
stirred. Find the time such that the
amount the salt in the tank is Q1 = 5
grams.

1.5.4.- A tank initially contains V5 = 100

liters of pure water. Water enters the
tank at a rate of r; = 2 liters per minute
with a salt concentration of ¢g1 = 3
grams per liter. The instantaneously
mixed mixture leaves the tank at the
same rate it enters the tank. Find the
salt concentration in the tank at any
time ¢ > 0. Also find the limiting
amount of salt in the tank in the limit
t — oo.

1.5.5.- A tank with a capacity of V,,, = 500

liters originally contains Vo = 200 liters
of water with Qo = 100 grams of salt
in solution. Water containing salt with
concentration of ¢; = 1 gram per liter
is poured in at a rate of r; = 3 liters
per minute. The well-stirred water is
allowed to pour out the tank at a rate
of r, = 2 liters per minute. Find the
salt concentration in the tank at the
time when the tank is about to overflow.
Compare this concentration with the
limiting concentration at infinity time
if the tank had infinity capacity.
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1.6. NONLINEAR EQUATIONS

Linear differential equations are simpler to solve than nonlinear differential equations. There
is an explicit formula for the solutions to all linear equations, given in Theorem 1.2.3, but
there is no general formula for solutions to all nonlinear equations. In §§ 1.2-1.4 we solved
particular types of nonlinear equations using particular methods, and arrived at different
formulas for their solutions. But the nonlinear equations we solved are only a tiny part of
all nonlinear equations.

It is possible, however, to prove that a large class of nonlinear differential equations
actually have solutions. This is what the Picard-Lindeléf Theorem says. But this theorem
does not provide a formula for the solutions. The proof provides, however, a way to compute
a sequence of approximate solutions to the differential equation. The proof ends showing
that this sequence converges to a solution of the differential equation.

We start this Section with the Picard-Lindel6f Theorem, and we end it highlighting three
main differences between solutions of linear and nonlinear differential equations.

1.6.1. The Picard-Lindel6f Theorem. We will show that a large class of nonlinear dif-
ferential equations have solutions. First, let us recall the definition of a nonlinear equation.

Definition 1.6.1. An ordinary differential equation y'(t) = f(t,y(t)) is called nonlinear
iff the function f is nonlinear in the second argument.

EXAMPLE 1.6.1:
(a) The differential equation

y'(t) = )

is nonlinear, since the function f(¢,y) = t?/y> is nonlinear in the second argument.
(b) The differential equation

y'(t) = 2ty(t) + In(y(1))
is nonlinear, since the function f(t,y) = 2ty +1In(y) is nonlinear in the second argument,

due to the term In(y).
(¢) The differential equation

y'(t)
y(t)
is linear, since the function f(¢,y) = 2t?y is linear in the second argument.

= 242

<

The Picard-Lindel6f Theorem shows that certain nonlinear equations have solutions,
uniquely determined by appropriate initial data. Notice that there is no explicit formula
for this solution. Results like this one are called existence and uniqueness statements about
solutions of differential equations.

Theorem 1.6.2 (Picard-Lindel6f). Consider the initial value problem

y'(t) = flt,y@®),  y(to) = o (1.6.1)

If f : S — R is continuous on the square S = [ty — a,t, +a] X [yo — a, yo +a] C R, for some
a > 0, and satisfies the Lipschitz condition that there exists k > 0 such that

|f(tay2) - f(t7y1)| < k|y2 7y1|7

for all (t,y2), (t,y1) € S, then there exists a positive b < a such that there exists a unique
solution y : [ty — b, to + b] = R to the initial value problem in (1.6.1).
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Remark: We prove this theorem rewriting the differential equation as an integral equation
for the unknown function y. Then we use this integral equation to construct a sequence of
approximate solutions {y,} to the original initial value problem. Next we show that this
sequence of approximate solutions has a unique limit as n — oo. We end the proof showing
that this limit is the only solution of the original initial value problem. This proof follows
[15] § 1.6 and Zeidler’s [16] § 1.8. It is important to read the review on complete normed
vector spaces, called Banach spaces, given in these references.

Proof of Theorem 1.6.2: We start writing the differential equation in 1.6.1 as an integral
equation, hence we integrate on both sides of that equation with respect to t,

t

/t v ds= [ fly@)ds = u0=u+ [ fey)ds (16.2)

We have used the Fundamental Theorem of Calculus on the left-hand side of the first
equation to get the second equation. And we have introduced the initial condition y(t,) = .
We use this integral form of the original differential equation to construct a sequence of
functions {yn }52,. The domain of every function in this sequence is D, = [t, — a,t, + a.
The sequence is defined as follows,

t
Ynt1(t) =%+ [ f(s,un(s))ds, n=20,  yo(t) = o (1.6.3)

to

We see that the first element in the sequence is the constant function determined by the
initial conditions in (1.6.1). The iteration in (1.6.3) is called the Picard iteration. The
central idea of the proof is to show that the sequence {y,} is a Cauchy sequence in the
space C(Dy) of uniformly continuous functions in the domain Dy = [t, — b, t, + b] for a small
enough b > 0. This function space is a Banach space under the norm

= t)|.
lull = masx |u(t)]

See [15] and references therein for the definition of Cauchy sequences, Banach spaces, and
the proof that C (D) with that norm is a Banach space. We now show that the sequence
{yn} is a Cauchy sequence in that space. Any two consecutive elements in the sequence
satisfy

t

t
Ionsr =l =g [ 55, s [ 55,3100 s

teDy

max/‘fsyn — f(s,yn—1(s ’ds

teDy

< k max / [Yn(5) — ynor ()] ds
to

< kb ”yn - yn—ln'

Denoting r = kb, we have obtained the inequality

lYnt1 — Ynll <7 lyn — Yn-1ll = Nyn+1 — ynll <™ lyr — yoll-
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Using the triangle inequality for norms and and the sum of a geometric series one compute
the following,
[Yn = Ynsmll = 1Y = Yn41 + Yns1 = Ynt2 + - + Ynt(m—1) — Yn+ml|
1yn = Ynt1ll + 1Ynt1 = Yntall + - + |Yns(m-1) = Yntmll
(r" 4" ™) [y — o
(L4 r+r? 4™ [y — ol

1—-rm
n j—
r (=) v = woll.
Now choose the positive constant b such that b < min{a, 1/k}, hence 0 < r < 1. In this case

the sequence {y,} is a Cauchy sequence in the Banach space C(Dy), with norm || ||, hence
converges. Denote the limit by y = lim,, .o y,. This function satisfies the equation

N ININ

N

t

y(t) =vo+ [ f(s,y(s))ds,

to

which says that y is not only continuous but also differentiable in the interior of Dy, hence
y is solution of the initial value problem in (1.6.1). The proof of uniqueness of the solution
follows the same argument used to show that the sequence above is a Cauchy sequence.
Consider two solutions y and g of the initial value problem above. That means,

t t

y(t) =vo+ [ f(s,y(s)ds, §(t)=yo+ [ f(s,9(s)ds.

to to

Therefore, their difference satisfies

or

to

o1 = g [ 700 -

max/ ‘f (s,y(s 7;&(:s))|0ls

teDy

gk;max/ ly(s) s)|ds

teDy
< kblly — gl
Since b is chosen so that r = kb < 1, we got that

ly—gll<rly—gll, r<1 = |y-gll=0 = y=7.
This establishes the Theorem. O

ExaMpPLE 1.6.2: Use the proof of Picard-Lindelof’s Theorem to find the solution to

y =ty, y(0) = 1.

SOLUTION: We first transform the differential equation into an integral equation.

/Oty/(S)ds/Otsy(S)ds = y(t)y(o)/otsy(s)ds.

Using the initial condition, y(0) = 1, we get the integral equation

yt) =14+ /Otsy(s) ds.
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We now define the sequence of approximate solutions, {y,}52,, as follows,

t
Yo = y(O) = 11 yn+1(t) =1 +/ Syn(s) dsa n 2 0.
0

We now compute the first elements in the sequence. We start computing y1,
2

¢ ¢
t
n =0, yl(t)zl—i—/syg(s)ds:1+/5d5:1+5.
0 0

t2
Soyg=1,and y; =1+ 5 Let’s compute s,

t t 3 t2 t4
=1 ds =1 ( )d_1 L
=t [smeas=1s [(s+5) a1+ 5+ 5

2 1 /t2\2
So we've got yo(t) = 1+ (§> + 3 (§> . In the same way it can be computed ys3, which is
left as an exercise. The result is

w =1+ (5) +5(5) +5(3)"

By computing few more terms one finds

22 23
The last equality above follows from the expansion e* =1+ x —|— — + — + Z R

with 2 = £2/2. So we conclude, y(t) = e'’/2. <

Remark: The differential equation 3/ = ty is of course separable, so the solution to the
initial value problem in Example 1.6.2 can be obtained using the methods in Section 1.3,

! t2 -
%=t = hy)=5+c = y(t) =ce’ /% 1=y0)=¢ = y(t)=e"/

ExaMpPLE 1.6.3: Use the proof of Picard-Lindelof’s Theorem to find the solution to
vy =2y+3  y(0)=1.
SOLUTION: We first transform the differential equation into an integral equation.
/Ot y'(s)ds = /Ot(Qy(s) +3)ds = y(t)—y(0)= /Ot(2y(s) +3)ds.
Using the initial condition, y(0) = 1,
yt) =14 /Ot(2 y(s) + 3) ds.
We now define the sequence of approximate solutions:

t
yo=y(0) =1, %szlf/@%@+aw,n>o
0
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We now compute the first elements in the sequence. We said yo = 1, now y; is given by

t t
n =0, yl(t):1+/(2y0(5)+3)d5:1+/ 5ds =1+ 5t.
0 0

So y1 = 1+ 5t. Now we compute ¥z,

t t
Yo = 1—|—/ (2y1(s)+3) ds = 1+/
0 0

So we've got y»(t) = 1 + 5t + 5t2. Now ys,

t
(2(1+45s)+3) ds = yp = 1+/ (5+10s) ds = 1+5t+5t°.
0

t t
y3:1+/(2y2(s)+3)ds:1—|—/(2(1+55+582)+3)ds
0 0

so we have,

t
10
y3:1+/ (5+103+1052)ds:1+5t+5t2+§t3.
0

10
So we obtained y3(t) = 1+ 5t +5t% + 3 t3. We now try reorder terms in this last expression

SO we can get a power series expansion we can write in terms of simple functions. The first
step is identify common factors, like the factor five in ys,

y3(t)=1+5(t+t2+§t3).

We now try to rewrite the expression above to get an n! in the denominator of each term
with a power ¢, that is,
202 4¢3
yg(t):1+5(t+?+j).
We then realize that we can rewrite the expression above in terms of power of (2t), that is,

2 212 43 5 (2t)2  (2t)3
From this last expressionis simple to guess the n-th approximation
5 (2t)2  (2t)° (2t)" 5 o= (2t)F
yn(t):l—l—§((2t)+ e AERRE ) yn(t)=1+§; .

Recall now that the power series expansion for the exponential
0 k
at __ (at)
e =30 @
k=0

Notice that the sum in the exponential starts at & = 0, while the sum in y, starts at k = 1.
Then, the limit n — oo is given by

L PR =N ) L
y(t)—nlggoyn(t)—1+§; =g -,

We have been able to add the power series and we have the solution written in terms of
simple functions. We have used the expansion for the exponential function

at _q_ (at)? | (at)® _ o (a)”
e —1 = (at) + S+ +---—kz i
=1
with a = 2. One last rewriting of the solution and we obtain
54, 3
R —
y(t) =5¢7 — 5
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Remark: The differential equation 3y’ = 2y + 3 is of course linear, so the solution to the
initial value problem in Example 1.6.3 can be obtained using the methods in Section 1.1,

3 3
ety —2y)=e3 = e y= 5 e +ec = ylt)=ce* - 5
and the initial condition implies
— _ 3 5 5 3
1 - = — = = — = t e 12t iy

EXAMPLE 1.6.4: Use the proof of Picard-Lindel6f’s Theorem to find the solution to
y=ay+b y0)=%,  abeR

SOLUTION: We first transform the differential equation into an integral equation.

/Oy(s)ds:/o (ay(s)+b)ds = y(t)—y(O):/O (ay(s) +b)ds.

~

Using the initial condition, y(0) = g,

y(t) =90 + /0 (ay(s)+b)ds.

We now define the sequence of approximate solutions:

t
Yo = y(0) = o, yn+1(t)=170+/ (ayn(s)+0b)ds, n=0.
0

We now compute the first elements in the sequence. We said yy = 7,, now y; is given by

n =0, y1(t)=yo+/0(ay0(s)+b)ds

t
:yo+/ (ago+b)ds
0
= go + (Cl ’go + b)t
So y1 = o + (ayo + b)t. Now we compute ya,

t
m=%+/hm@+ﬂ“
0

= 1—|—/0 [a(go + (ago + b)s) +b] ds

N N . at?
=9 + (afo + )t + (a o + 5)7

12
So we obtained y2(t) = o + (ago + b)t + (a 7o + b)% A similar calculation gives us ys,

. . . at? . a?t3
y3(t) = o + (afo + b)t + (aPo + b)7 + (ago + b)j‘

We now try reorder terms in this last expression so we can get a power series expansion we
can write in terms of simple functions. The first step is identify common factors, like the
factor (a o + b) in ys,

at®>  a?t?

y3(t) :Qo‘i‘(ago"‘b) (t+7+7)
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We then realize that we can rewrite the expression above in terms of power of (at), that is,

N R a at? a?t3
y3(t) = 9o + (ago + b)g (t + -+ 7)

2 3!
2 3
i (s 2) (o 2 ).

From this last expressionis simple to guess the n-th approximation

yn(t) = o + (9o + g) (@) + (a;)z ) (a;!)s o (a;!)")
= fo + (?jo + g) g (akt!)k.

Recall now that the power series expansion for the exponential

at Oo(a'tk
e =y 1E

k=0

Notice that the sum in the exponential starts at & = 0, while the sum in y,, starts at k = 1.
Then, the limit n — oo is given by

y(t) = lim y,(t)

-~ (at)"
!

. . b
=Y+ (yo + *)
a
k=1

=g + (?Jo"‘ g) (eat - 1)7

We have been able to add the power series and we have the solution written in terms of
simple functions. We have used the expansion for the exponential function

(at)? | (at)® -~ (at)"

at _
e —1=(at) + 51 a1
k=1

One last rewriting of the solution and we obtain

oty = (Go+ ) et~ 2.

Remark: We reobtained Eq. (1.1.11) in Theorem 1.1.4.

1.6.2. Comparison Linear Nonlinear Equations. Let us recall the initial value problem
for a linear differential equation. Given functions a, b and constants tg, yg, find a function y
solution of the equations

y =a(t)y+0bt),  y(to) = o (1.6.4)

The main result regarding solutions to this problem is summarized in Theorem 1.2.3, which
we reproduce it below.

Theorem 1.2.3 (Variable coefficients). Given continuous functions a,b : (ti,t,) — R
and constants t, € (t1,t,) and yo € R, the initial value problem

y' =a(t)y +b(t), y(to) = Yo, (1.2.7)
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has the unique solution y : (t1,t,) — R given by

t
y(t) = ' [yo+/ e A b(s) ds |, (1.2.8)

to

t
where we introduced the function A(t) = / a(s) ds.
to
From the Theorem above we can see that solutions to linear differential equations satisfiy
the following properties:

(a) There is an explicit expression for the solutions of a differential equations.
(b) For every initial condition y, € R there exists a unique solution.
(c¢) For every initial condition y, € R the solution y(t) is defined for all (¢1,2).

Remark: None of these properties hold for solutions of nonlinear differential equations.
From the Picard-Lindel6f Theorem one can see that solutions to nonlinear differential
equations satisfy the following properties:

(i) There is no explicit formula for the solution to every nonlinear differential equation.
(ii) Solutions to initial value problems for nonlinear equations may be non-unique when
the function f does not satisfy the Lipschitz condition.
(iii) The domain of a solution y to a nonlinear initial value problem may change when we
change the initial data .

The next three examples (1.6.5)-(1.6.7) are particular cases of the statements in (i)-(iii).
We start with an equation whose solutions cannot be written in explicit form. The reason
is not lack of ingenuity, it has been proven that such explicit expression does not exist.
ExaMpLE 1.6.5: For every constant ai, as, as, a4, find all solutions y to the equation

£2
y(t) + asy3(t) + azy?(t) + a2 y(t) +a1)

Y (t) = ( (1.6.5)

SOLUTION: The nonlinear differential equation above is separable, so we follow § 1.3 to find
its solutions. First we rewrite the equation as

(V' () + aa v’ (t) + asy*(t) + az y(t) + a1) v/ (t) = £°.

Then we integrate on both sides of the equation,
/(y4(t) +asy®(t) +azy?(t) + a2 y(t) + a1) y' (1) dt = /t2 dt + c.
Introduce the substitution u = y(t), so du = y'(t) dt,
/(u4+a4u3 +a3u2+a2u+a1) du = /t2dt+c.

Integrate the left-hand side with respect to w and the right-hand side with respect to ¢.
Substitute u back by the function y, hence we obtain
aq 4 t3

1 - as s a9
() + — vt )+ — P+ =yt y(t) = — +ec.
SO+ LY O+ B PO+ 2y +ayt) = T+

This is an implicit form for the solution y of the problem. The solution is the root of a
polynomial degree five for all possible values of the polynomial coefficients. But it has been
proven that there is no formula for the roots of a general polynomial degree bigger or equal
five. We conclude that that there is no explicit expression for solutions y of Eq. (1.6.5). <
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We now give an example of the statement in (ii). We consider a differential equation
defined by a function f that does not satisfy one of the hypothesis in Theorem 1.6.2. The
function values f(t,u) have a discontinuity at a line in the (¢,u) plane where the initial
condition for the initial value problem is given. We then show that such initial value problem
has two solutions instead of a unique solution.

EXAMPLE 1.6.6: Find every solution y of the initial value problem

y(t)=y"?),  y0)=o0. (1.6.6)
REMARK: The equation above is nonlinear, separable, and f(t,u) = u!'/? has derivative
1 1

Since the function 9, f is not continuous at u = 0, it does not satisfies the Lipschitz condition
in Theorem 1.6.2 on any domain of the form S = [—a,a] X [—a, a] with a > 0.

SOLUTION: The solution to the initial value problem in Eq. (1.6.6) exists but it is not unique,
since we now show that it has two solutions. The first solution is

yi(t) = 0.

The second solution can be computed as using the ideas from separable equations, that is,

/[y(t)]*l/3 y'(t)dt = /dt+c0.

Then, the substitution u = y(t), with du = y’(t) dt, implies that

/u_l/?’du:/dt+co.

Integrate and substitute back the function y. The result is

g[y(t)]”?' —tte = ylt)= [;(t—kco)r/z
The initial condition above implies
0=1y(0) = (§CO>3/2 = =0,
so the second solution is: s
- (2)

<

Finally, an example of the statement in (iii). In this example we have an equation with
solutions defined in a domain that depends on the initial data.

ExAaMPLE 1.6.7: Find the solution y to the initial value problem

y() =y 1), y(0) =1y

SOLUTION: This is a nonlinear separable equation, so we can again apply the ideas in
Sect. 1.3. We first find all solutions of the differential equation,

Y (t) dt / 1 1
= [dt+c, = ——x=t+c = t) =— .
| 5 ; o T T =T
We now use the initial condition in the last expression above,
1 1
Yo=y0)=—— = ¢ =——.

Co Yo
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So, the solution of the initial value problem above is:

1
y(t) = -1
(5 ~)
Yo
This solution diverges at t = 1/y,, so the domain of the solution y is not the whole real line
R. Instead, the domain is R — {y,}, so it depends on the values of the initial data y,. <

In the next example we consider an equation of the form y'(t) = f(¢,y(t)) for a particualr
function f. We study the function values f(¢,u) and show the regions on the tu-plane where
the hypotheses in Theorem 1.6.2 are not satisfied.

ExAMPLE 1.6.8: Consider the nonlinear initial
value problem

/ _ ]‘ u
VO = D D0 - D +3) =1
Y(to) = Yo (1.6.7)

Find the regions on the plane where the hypotheses  -------
in Theorem 1.6.2 are not satisfied.

1
6w = DT Da— @13

so f is not defined on the lines

(1.6.8)

1

1

: o !
SOLUTION: In this case the function f is given by: !
t=1, t=—1, uw=2, u=—3. :
1

See Fig. 6. For example, in the case that the initial
data is t, = 0, yo = 1, then Theorem 1.6.2 implies
that there exists a unique solution on any region R FIGURE 6. Red regions
contained in the rectangle R = (—1,1) x (=3, 2). where f in Eq. (1.6.8) is
If the initial data for the initial value problem in not defined.

Eq. (1.6.7) is t = 0, yo = 2, then the hypotheses of

Theorem 1.6.2 are not satisfied. <

SUMMARY: Both Theorems 1.2.3 and 1.6.2 state that there exist solutions to linear and
nonlinear differential equations, respectively. However, Theorem 1.2.3 provides more infor-
mation about the solutions to a reduced type of equations, linear problems; while Theo-
rem 1.6.2 provides less information about solutions to wider type of equations, linear and
nonlinear.

e Initial Value Problem for Linear Differential Equations
(a) There is an explicit expression for all the solutions.
(b) For every initial condition yo € R there exists a unique solution.
(¢) The domain of all solutionis independent of the initial condition yo € R.

e Initial Value Problem for Nonlinear Differential Equations
(i) There is no general explicit expression for all solutions y(¢).
(ii) Solutions may be nonunique at points (¢,u) € R? where d, f is not continuous.
(iii) The domain of the solution may depend on the initial data yq.
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1.6.3. Direction Fields. Nonlinear differential equations are more difficult to solve that
the linear ones. That is why one tries to find information about solutions of differential
equations without having to actually solve the equations. One way to do this is with the
direction fields. Consider a differential equation

y'(t) = f(t,y(t)).
Recall that y/(t) represents the slope of the tangent line to the graph of function y at the
point (t,y(t)) in the ty-plane. Then, the differential equation above provides all these slopes,
f(t,y(t)), for every point (¢,y(t)) in the ty-plane. So here comes the key idea to construct
a direction field. Graph the function values f(¢,y) on the ty-plane, not as points, but as
slopes of small segments.

Definition 1.6.3. A direction field for the differential equation y'(t) = f(t,y(t)) is the
graph on the ty-plane of the values f(t,y) as slopes of a small segments.

EXAMPLE 1.6.9: We know that the solutions of 3/ = y are the exponentials y(t) = y, e, for
any constant y, € R. The graph of these solution is simple. So is the direction field shown
in Fig. 7. <

1//////////////////////////
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FIGURE 7. Direction field for the equation y" = y.

ExaMPLE 1.6.10: The equation y’ = sin(y) is separable so the solutions can be computed
csc(yo) + cot(yo)
csc(y) + cot(y)
1o € R. The graphs of these solutions are not simple to do. But the direction field is simpler
to plot and can be seen in Fig. 8. <

using the ideas from § 1.3. The implicit solutions are In

= t, for any

EXAMPLE 1.6.11: We do not need to compute the explicit solution of ' = 2 cos(t) cos(y) to
have a qualitative idea of its solutions. The direction field can be seen in Fig. 9. <
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FIGURE 8. Direction field for the equation y’ = sin(y).
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FIGURE 9. Direction field for the equation y' = 2 cos(t) cos(y).
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1.6.4. Exercises.

1.6.1.- Use the Picard iteration to find the
first four elements, yo, Y1, y2, and ys,
of the sequence {yn }nZ( of approximate
solutions to the initial value problem

y =6y+1, y(0)=0.

1.6.2.- Use the Picard iteration to find the
information required below about the
sequence {yn }aro of approximate solu-
tions to the initial value problem

y =3y+5, y(0)=1.
(a) The first 4 elements in the sequence,

Yo, Y1, Y2, and ys.
(b) The general term cx(t) of the ap-
proximation

yn(t):1+zc’“k—(f).

(¢) Find the limit y(t) = limp— o0 Yn (t).
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1.6.3.- Find the domain where the solution
of the initial value problems below is

well-defined.
—4t
(a) y' = - y(0) = 3o > 0.

(b) ¥ =2ty*, y(0) =yo > 0.
1.6.4.- By looking at the equation coeffi-

cients, find a domain where the solution
of the initial value problem below exists,

(a) (t*—4)y'+2In(t) y = 3t, and initial
condition y(1) = —2.

b) ' =

(b) y -3
y(-1) =2

, and initial condition

1.6.5.- State where in the plane with points
(t,y) the hypothesis of Theorem 1.6.2

are not satisfied.

2
/ Y

a) Yy = .

(2) 2t — 3y

(b) ¥ = VI— 2.
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CHAPTER 2. SECOND ORDER LINEAR EQUATIONS

Newton’s second law of motion, ma = f, is maybe one of the first differential equations
written. This is a second order equation, since the acceleration is the second time derivative
of the particle position function. Second order differential equations are more difficult to
solve than first order equations. In § 2.1 we compare results on linear first and second order
equations. While there is an explicit formula for all solutions to first order linear equations,
not such formula exists for all solutions to second order linear equations. The most one
can get is the result in Theorem 2.1.7. In § 2.2 we introduce the Reduction Order Method
to find a new solution of a second order equation if we already know one solution of the
equation. In § 2.3 we find explicit formulas for all solutions to linear second order equations
that are both homogeneous and with constant coeflicients. These formulas are generalized
to nonhomogeneous equations in § 2.4. In § 2.5 we describe a few physical systems described
by second order linear differential equations.

Yin Yo
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2.1. VARIABLE COEFFICIENTS

We studied first order linear equations in § 1.1-1.2. We obtained a formula for all solutions
to these equations. We could say that we know all that can be known about the solutions
to first order linear equations. This is not the case for solutions to second order linear
equations. We do not have a general formula for all solutions to these equations. In this
section we present two main results, which are the closer we can get to a formula for solutions
to second order linear equations. Theorem 2.1.2 states that there exist solutions to second
order linear equations when the equation coefficients are continuous functions, and these
solutions have two free parameters that can be fixed by appropriate initial conditions. This
is pretty far from having a formula for all solutions. Theorem 2.1.7 applies to homogeneous
equations only. We have given up the case with nonzero source. This result says that
to know all solutions to a second order linear homogeneous differential equation we need
to know only two solutions that are not proportional to each other. Knowing two such
solutions is equivalent to knowing them all. This is the closer we can get to a formula for all
solutions. We need to find two solutions that are not proportional to each other. And this
is for homogeneous equations only. The proof of the first result can be done with a Picard
iteration, and it is left for a later section. The proof of the second theorem is also involved,
but we do it in this section. We need to introduce a Wronskian function and prove other
results, including Abel’s Theorem.

2.1.1. The Initial Value Problem. We start with a definition of second order linear differ-
ential equations. After a few examples we state the first of the main results, Theorem 2.1.2,
about existence and uniqueness of solutions to an initial value problem in the case that the
equation coefficients are continuous functions.

Definition 2.1.1. A second order linear differential equation in the unknown y is
Y+ (b)Y + aolt)y = bld), (2.1.1)

where ay, a,, b : I — R are given functions on the interval I C R. Equation (2.1.1)

is called homogeneous iff the source b(t) = 0 for all t € R. Equation (2.1.1) is called

of constant coefficients iff a, and a, are constants; otherwise the equation is called of
variable coefficients.

Remark: The notion of an homogeneous equation presented here is different from the Euler
homogeneous equations we studied in Section 1.3.

ExamMpLE 2.1.1:
(a) A second order, linear, homogeneous, constant coefficients equation is
y" +5y +6=0.
(b) A second order, linear, nonhomogeneous, constant coefficients, equation is
y" — 3y’ +y = cos(3t).
(¢) A second order, linear, nonhomogeneous, variable coefficients equation is
y' 42ty —In(t)y = .

(d) Newton’s second law of motion for point particles of mass m moving in one space
dimension under a force f is given by

my"(t) = f(t).
This equation that says that “mass times acceleration equal force.” The acceleration is
the second time derivative of the position function y. <
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ExaMpLE 2.1.2: Find the differential equation satisfied by the family of functions
y(t) = cie*t + e
where ¢,, ¢, are arbitrary constants.

SOLUTION: From the definition of y compute ¢,

4t 8t

co=ye T —cye

Now compute the derivative of function y
y = deiet —dey e
Replace ¢; from the first equation above into the expression for 3/,
Y =4(ye M —ce et —dee ™ = Y =dy+ (—4—4)ce M,

so we get an expression for ¢, in terms of y and ¢/,
1
C2 = §(4y —y)et
We can now compute ¢, in terms of y and g/,

1 1
e =ye M — = (4y — y')e‘“e*875 = ¢ = 3 (4y + 1) e 4,

8
We can now take the expression of either ¢; or ¢, and compute one more derivative.
choose ¢,,
1 1
0=c;=5(@y—y)e" + 2y’ —y")e" = Ady—y)+ ' —y") =0
which gives us the following second order linear differential equation for y,

y' —16y = 0.

EXAMPLE 2.1.3: Find the differential equation satisfied by the family of functions
y(x) = ey + ey 22

where ¢,, ¢, are arbitrary constants.

SoLuTION: Compute the derivative of function y
y'(z) = c1 + 2ca

From here it is simple to get ¢,
cr =y — 2.

Use this expression for ¢; in the expression for y,

~

y:(y,—202z)$+02$2:33y/—021:2 = 62:2_%.
T
Therefore we get for ¢; the expression
/ 2 2
a=y—2L-Lya=y -2+ = a=—y+2
X X €T T

We

To obtain an equation for y we compute its second derivative, and replace in that derivative

the formulas for the constants c¢; and cy. In this particular example we only need co,
/

2 2
y//:202:2<y7_£) = y//_iyl_"_ify:()
r  x? T 2
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Here is the first of the two main results in this section. Second order linear differential
equations have solutions in the case that the equation coefficients are continuous functions.
Since the solution is unique when we specify two extra conditions, called initial conditions,
we infer that a general solution must have two arbitrary integration constants.

Theorem 2.1.2 (Variable Coefficients). If the functions as, a,, b: I — R are continuous
on a closed interval I C R, t, € I, and y,, y: € R are any constants, then there exists a
unique solution y : I — R to the initial value problem

Yy +ai(t)y + ao(t)y = b(t), y(to) = o, Y (to) = y1. (21.2)

Remark: The fixed point argument used in the proof of Picard-Lindel6f’s Theorem 1.6.2
can be extended to prove Theorem 2.1.2. This proof will be presented later on.

ExaMpLE 2.1.4: Find the longest interval I € R such that there exists a unique solution to
the initial value problem

(t—1y" =3ty +4y=t(t—-1), y(-2)=2, Y (-2)=1L

SOLUTION: We first write the equation above in the form given in Theorem 2.1.2,

" 3t 4
e L
The intervals where the hypotheses in the Theorem above are satisfied, that is, where the
equation coefficients are continuous, are I; = (—o00,1) and I, = (1,00). Since the initial
condition belongs to I;, the solution domain is

I, = (—o0,1). 4

2.1.2. Homogeneous Equations. We need to simplify the problem to get further in its
solution. From now on in this section we study homogeneous equations only. Once we learn
properties of solutions to homogeneous equations we can get back at the nonhomogeneous
case. But before getting into homogeneous equations, we introduce a new notation to write
differential equations. This is a shorter, more economical, notation. Given two functions
ay, G, introduce the function L acting on a function y, as follows,

L(y) =y" +ai(t)y + ao(t) y. (2.1.3)
The function L acts on the function y and the result is another function, given by Eq. (2.1.3).
EXAMPLE 2.1.5: Compute the operator L(y) =ty” + 2y’ — %y acting on y(t) = t3.
SOLUTION: Since y(t) = t3, then ¢/(t) = 3t? and 3" (t) = 6t, hence
L(t*) =t (6t) + 2(3t%) — %ti” = L(t%) = 4.
The function L acts on the function y(¢) = t> and the result is the function L(#3) = 4¢2. <

To emphasize that L is a function that acts on other functions, instead of acting on
numbers, like usual functions, is that L is also called a functional, or an operator. As shown
in the Example above, operators may involve computing derivatives of the function they act
upon. So, operators are useful to write differential equations in a compact notation, since

y' + ay(t) Y+ ao(t)y = f(t)
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can be written using the operator L(y) = y” + a,(t) ¥’ + ao(t) y as
L(y) = f.
An important type of operators is called linear operators.

Definition 2.1.3. An operator L is called a linear operator iff for every pair of functions
Y1, Yo and constants c,, ¢, holds true that

L(cyys + c2y2) = exL(yy) 4+ ¢ L(ys). (2.1.4)

In this Section we work with linear operators, as the following result shows.

Theorem 2.1.4 (Linear Operator). The operator L(y) = y” + a, ¥y’ + aoy, where a,, a,
are continuous functions and y is a twice differentiable function, is a linear operator.

Proof of Theorem 2.1.4: This is a straightforward calculation:
Lcwys + ey2) = (e1ys + 6ayp)” + ax (1ys + &) + ao (erys + c2).
Recall that derivations is a linear operation and then reoorder terms in the following way,
L(cyy, + coy,) = (c1yi' + ay c1y; + ag clyl) + (CQy;' + a; s + ag CQyQ).
Introduce the definition of L back on the right-hand side. We then conclude that
L{cyys + o) = e L(y1) + 2 L(y).

This establishes the Theorem. ]
The linearity of an operator L translates into the superposition property of the solutions
to the homogeneous equation L(y) = 0.

Theorem 2.1.5 (Superposition). If L is a linear operator and y,, y, are solutions of the
homogeneous equations L(y,) = 0, L(y,) = 0, then for every constants c;, ¢, holds true that
L(Ci Y1+ yz) =0.
Remark: This result is not true for nonhomogeneous equations.
Proof of Theorem 2.1.5: Verify that the function y = ¢;y; + ¢,y, satisfies L(y) = 0 for
every constants ¢, ¢,, that is,

L(y) = L(cyys + co12) = 1 L(ys) + 2 L(y2) = ¢: 04+ ¢, 0 = 0.
This establishes the Theorem. |

We now introduce the notion of linearly dependent and linearly independent functions.

Definition 2.1.6. Two continuous functions yy, y, : I — R are called linearly dependent
on the interval I iff there exists a constant ¢ such that for all t € I holds

yi(t) = cy(t).
Two functions are called linearly independent on I iff they are not linearly dependent.

In words only, two functions are linearly dependent on an interval iff the functions are
proportional to each other on that interval, otherwise they are linearly independent.

Remark: The function y; = 0 is proportional to every other function y,, since holds
y; = 0 = 0y,. Hence, any set containing the zero function is linearly dependent.

The definitions of linearly dependent or independent functions found in the literature
are equivalent to the definition given here, but they are worded in a slight different way.
One usually finds in the literature that two functions are called linearly dependent on the
interval I iff there exist constants ¢, ¢,, not both zero, such that for all ¢ € I holds

Cilh(t) + Czyz(t) =0.
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Two functions are called linearly independent on the interval I iff they are not linearly
dependent, that is, the only constants ¢; and ¢, that for all ¢t € I satisfy the equation

ey (t) + caa(t) =0

are the constants ¢; = ¢, = 0. This latter wording makes it simple to generalize these
definitions to an arbitrary number of functions.

EXAMPLE 2.1.6:

(a) Show that y,(t) = sin(t), y»(t) = 2sin(t) are linearly dependent.

(b) Show that y;(t) = sin(¢), y»(t) = tsin(t) are linearly independent.

SOLUTION:
Part (a): This is trivial, since 2y, (t) — y,(t) = 0.

Part (b): Find constants ¢;, ¢, such that for all ¢ € R holds
¢, sin(t) + ¢t sin(t) = 0.
Evaluating at t = /2 and ¢ = 37/2 we obtain

3
c1+gc2:o, c1+§c2:0 = ¢ =0, ¢c,=0.

We conclude: The functions y; and y, are linearly independent. <

We now introduce the second main result in this section. If you know two linearly in-
dependent solutions to a second order linear homogeneous differential equation, then you
actually know all possible solutions to that equation. Any other solution is just a linear
combination of the previous two solutions. We repeat that the equation must be homoge-
neous. This is the closer we can get to a general formula for solutions to second order linear
homogeneous differential equations.

Theorem 2.1.7 (General Solution). If y, and y, are linearly independent solutions of
the equation L(y) = 0 on an interval I C R, where L(y) =y" + a,y + aoy, and a,, a, are
continuous functions on I, then there exist unique constants c,, ¢, such that every solution
y of the differential equation L(y) =0 on I can be written as a linear combination

y(t) = crys(t) + caya(t).

Before we prove Theorem 2.1.7, it is convenient to state the following the definitions,
which come out naturally from this Theorem.
Definition 2.1.8.

(a) The functions y, and y, are fundamental solutions of the equation L(y) = 0 iff holds
that L(y,) =0, L(y,) =0 and y,, y, are linearly independent.

(b) The general solution of the homogeneous equation L(y) = 0 is a two-parameter family
of functions Ygen given by

Z/gen(t) =C1 Y1 (t) + ¢ Yo (t)7

where the arbitrary constants c,, ¢, are the parameters of the family, and y,, y, are
fundamental solutions of L(y) = 0.

EXAMPLE 2.1.7: Show that y, = e’ and y, = e 2

y' +y —2y=0.

¢ are fundamental solutions to the equation

SOLUTION: We first show that y, and y, are solutions to the differential equation, since

Liy) =yl +y, — 2y =e' +e" —2e' = (1+1—2)e" =0,
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L) =9 +yh— 2y =4e 2 —2e72 — 272 = (4 -2 - 2)e"* =0.

It is not difficult to see that y; and y, are linearly independent. It is clear that they are not
proportional to each other. A proof of that statement is the following: Find the constants
¢; and ¢, such that

2t 2t

Ozciyl—kczygzclet—l—@e_ teR = 0=c e —2ce”

The second equation is the derivative of the first one. Take ¢ = 0 in both equations,
0:C1+CQ, 0201_202 = 01202:0.

We conclude that y, and y, are fundamental solutions to the differential equation above.<

Remark: The fundamental solutions to the equation above are not unique. For example,
show that another set of fundamental solutions to the equation above is given by,
2

1 _
yi(t) = get + 3¢ * p(t) = (e —e™?").

To prove Theorem 2.1.7 we need to introduce the Wronskian function and to verify some
of its properties. The Wronskian function is studied in the following Subsection and Abel’s
Theorem is proved. Once that is done we can say that the proof of Theorem 2.1.7 is
complete.

Proof of Theorem 2.1.7: We need to show that, given any fundamental solution pair,
Y1, Y2, any other solution y to the homogeneous equation L(y) = 0 must be a unique linear
combination of the fundamental solutions,

y(t) =G y1(t) + ¢ yz(t), (2.1.5)

for appropriately chosen constants c¢;, c,.

First, the superposition property implies that the function y above is solution of the
homogeneous equation L(y) = 0 for every pair of constants ¢, ¢,.

Second, given a function y, if there exist constants ¢;, ¢, such that Eq. (2.1.5) holds, then
these constants are unique. The reason is that functions y,, y, are linearly independent.
This can be seen from the following argument. If there are another constants ¢, ¢, so that

y(t) = e ys(t) + G ua(2),
then subtract the expression above from Eq. (2.1.5),
O=(a—C)y+(—E&)y, = ca—c=0, —6=0,

where we used that y;, y, are linearly independent. This second part of the proof can be
obtained from the part three below, but I think it is better to highlight it here.

So we only need to show that the expression in Eq. (2.1.5) contains all solutions. We
need to show that we are not missing any other solution. In this third part of the argument
enters Theorem 2.1.2. This Theorem says that, in the case of homogeneous equations, the
initial value problem

L(y) =0, y(to) = Yo, y/(to) = U,

always has a unique solution. That means, a good parametrization of all solutions to the
differential equation L(y) = 0 is given by the two constants, y,, §; in the initial condition.
To finish the proof of Theorem 2.1.7 we need to show that the constants ¢; and ¢, are also
good to parametrize all solutions to the equation L(y) = 0. One way to show this, is to
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find an invertible map from the constants y,, ;, which we know parametrize all solutions,
to the constants c;, c,. The map itself is simple to find,

Yo = C4 y1(to) + yz(to)

91 = c1y;(to) + c2 Y5 (to).-
We now need to show that this map is invertible. From linear algebra we know that this
map acting on ¢, ¢, is invertible iff the determinant of the coefficient matrix is nonzero,
yi(to)  ya(to)
Yi(te)  y5(to)

This leads us to investigate the function

Wy (t) = 92(8) 95(t) — y:(0)ya(t)
This function is called the Wronskian of the two functions ¥, y,. So, now the proof of the
Theorem rests in the answer to the question: Given any two linearly independent solutions
Y1, Yo of the homogeneous equation L(y) = 0 in the interval I, is it true that their Wronskian
at every point ¢ € I is nonzero? We prove in the next Subsection 2.1.3, Corollary 2.1.13,
that the answer is “yes”. This establishes the Theorem. |

= yl(to) y;(to) - yi(to)yz(to) £ 0.

2.1.3. The Wronskian Function. We now introduce a function that provides important
information about the linear dependency of two functions ¥, y,. This function, W, is called
the Wronskian to honor the polish scientist Josef Wronski, who first introduced this function
in 1821 while studying a different problem.

Definition 2.1.9. The Wronskian of the differentiable functions y,, y, is the function
Wiy, (t) = y:(0)ys(t) — 13 (1) (1)

t
t

be written using the determinant of that 2 x 2 matrix, Wy, , (t)
Y1 Y
Yi Yo

(1)

Remark: Introducing the matrix-valued function A(t) = [ }E fg ) the Wronskian can
1 2
t

)
) t
=de ( ) An alternative

notation is: Wy, y, =

ExXAMPLE 2.1.8: Find the Wronskian of the functions:

(a) y.(t) = sin(t) and y,(t) = 2sin(¢). (1d)
(b) y,(t) = sin(t) and y,(t) = tsin(¢). (li)

SOLUTION:
Part (a): By the definition of the Wronskian:

Y1 (¢) yz(t)‘: sin(t) 2sin(¢)
yi(t)  y(8)]  feos(t)  2cos(t)

We conclude that W,,,,(t) = 0. Notice that y, and y, are linearly dependent.

Wy1y2 (t) =

’ = sin(t)2 cos(t) — cos(t)2 sin(¢)

Part (b): Again, by the definition of the Wronskian:

sin(t) tsin(t)

Wy, (t) = cos(t) sin(t) + t cos(t) = sin(¥) [sin(t) + tcos(t)] — cos(t)tsin(t).

We conclude that 1,,,,(t) = sin(). Notice that y; and y, are linearly independent. <

It is simple to prove the following relation between the Wronskian of two functions and
the linear dependency of these two functions.
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Theorem 2.1.10 (Wronskian I). If the functions y,, y. : I — R are linearly dependent,
then their Wronskian function vanishes identically on the interval I.

Proof of Theorem 2.1.10: Since the functions ¥, y, are linearly dependent, there exists
a nonzero constant ¢ such that y; = cys,; hence holds,

Wiy, = Y195 — Y1 Y2 = (cy2) v — (cya) 9o = 0.
This establishes the Theorem. O

Remark: The converse statement to Theorem 2.1.10 is false. If Wy, ,,(t) =0 for all t € I,
that does not imply that y, and y, are linearly dependent. Just consider the example

yi(t) = t2, and  y,(t) = |t|t,

for t € R. Both functions are differentiable in R, so their Wronskian can be computed. It
is not hard to see that these functions have W,,,,(t) = 0 for ¢ € R. However, they are not
linearly dependent, since y, (t) = —y,(t) for t < 0, but y,(t) = y,(t) for ¢t > 0.

Often in the literature one finds the negative of Theorem 2.1.10. This is not new for us
now, since it is equivalent to Theorem 2.1.10. We show it as a Corollary of that Theorem.

Corollary 2.1.11 (Wronskian I). If the Wronskian Wy, ,, (to) # 0 at a single point t, € I,
then the functions y,, y, : I — R are linearly independent.

By looking at the Corollary is clear that we need some sort of converse statement to this
Corollary to finish the proof of Theorem 2.1.7. However, as we stated in the Remark, the
converse statement for Theorem 2.1.10 is not true, hence the same holds for the Corollary
above. One needs to know something else about the functions ¥, y,, besides their zero
Wronskian, to conclude that these functions are linearly dependent. In our case, this ex-
tra hypothesis is that functions y,, y, are solutions to the same homogeneous differential
equation. One then obtains a result much stronger than the converse of Theorem 2.1.10.

Theorem 2.1.12 (Wronskian II). Let y,, y, : I — R be both solutions of L(y) =0 on I.
If there exists one point t, € I such that Wy,,,(to) = 0, then y, y, are linearly dependent.

Remark: Since in the Theorem above we conclude that the functions y,, y, are linearly
dependent, then Theorem 2.1.10 says that their Wronskian vanishes identically in 1.

We present the negative of this statement as the following Corollary, since it is precisely
this Corollary what we need to finish the proof of Theorem 2.1.7.

Corollary 2.1.13 (Wronskian IT). Let y;, y, : I — R be both solutions of L(y) =0 on I.
If y; y» are linearly independent on I, then their Wronskian Wy, ,,(t) # 0 for all t € I.

Since to prove Theorem 2.1.12 is to prove the Corollary 2.1.13, we focus on the Theorem.
Proof of Theorem 2.1.12: The first step is to use Abel’s Theorem, which is stated an
proven below. Abel’s Theorem says that, if the Wronskian Wy, ,,(t,) = 0, then W, ,,(t) =0
for all ¢t € I. Knowing that the Wronskian vanishes identically on I, we can write down,

Yi Yo — Y Y2 = 0,
on I. If either y; or y, is the function zero, then the set is linearly dependent. So we
can assume that both are not identically zero. Let’s assume there exists ¢; € I such that
y:(t1) # 0. By continuity, y, is nonzero in an open neighborhood I; C I of t;. So in that
neighborhood we can divide the equation above by y?2,

I /
Wl =YY (&):o = L_¢  onl,

y? s Uz
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where ¢ € R is an arbitrary constant. So we conclude that y, is proportional to y, on the
open set I;. That means that the function y(t) = y.(t) — cy,(t), satisfies

L(y) =0,  y(t:) =0, y'(t) =0.
Therefore, the existence and uniqueness Theorem 2.1.2 says that y(¢t) = 0 for all ¢ € I. This
finally shows that y, and y, are linearly dependent. This establishes the Theorem. O

2.1.4. Abel’s Theorem. So we only need to put the final piece of this puzzle. We now
state and prove Abel’s Theorem on the Wronskian of two solutions to an homogeneous
differential equation.

Theorem 2.1.14 (Abel). Ify;, y, are twice continuously differentiable solutions of
Y +a(t)y +as(t)y =0, (2.1.6)
where ay, a, are continuous on I C R, then the Wronskian Wy,,, satisfies

W, .. +ai(t) Wy,y, = 0.

Y1y2
Therefore, for any t, € I, the Wronskian Wy, ,, is given by the expression

Wy1y2 (t) =W eiAl(t)»

t
where Wy = Wy, (to) and A (t) = / as(s) ds.

to

Before the proof of Abel’s Theorem, we show an application.
ExAMPLE 2.1.9: Find the Wronskian of two solutions of the equation
2y —tt+2)y +(t+2)y=0, t>0.

SOLUTION: Notice that we do not known the explicit expression for the solutions. Neverthe-
less, Theorem 2.1.14 says that we can compute their Wronskian. First, we have to rewrite
the differential equation in the form given in that Theorem, namely,

2 2 1
1 /
- 7+1) +(—+7) =0.
y (t v+lgti)y

Then, Theorem 2.1.14 says that the Wronskian satisfies the differential equation

2
lein (t) - (; + 1) Wy1y2 (t) =0.

This is a first order, linear equation for Wy, ,,, so its solution can be computed using the
method of integrating factors. That is, first compute the integral

_/tt<i+1) ds:—21n<%> — (t—to)

~tn(58) (- to).

Then, the integrating factor y is given by

t (-t
;U'(t) = th € ( o)’
which satisfies the condition u(t,) = 1. So the solution, W,,,, is given by

!

N(t)WyMIz (t) =0 = M(t)Wywz (t) - H(tO)Wylyz (to) =0

so, the solution is
t2
Wy (1) = Wy, (to)tje(t o),
0
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If we call the constant ¢ = Wy, (to)/[t2e'], then the Wronskian has the simpler form
Wy (t) = ct?el.
<

Proof of Theorem 2.1.14: We start computing the derivative of the Wronskian function,

!
Wi = (s —viv:) =vnivs — v v
Recall that both y; and y, are solutions to Eq. (2.1.6), meaning,

"__ ’ "o /
Yy = —Q1 Yy — Qo Y1, Yy = —Q1Yy; — Qo Yoo

Replace these expressions in the formula for le Ly, above,

U

Wélm =Y (*a1 yé — Qo yz) - (*(11 yi — Qo 91) Yo = iy — 1 (% y; - yi yz)
So we obtain the equation
W?;wz + as(t) Wyiy, = 0.
This equation for Wy, ,, is a first order linear equation; its solution can be found using the
method of integrating factors, given in Section 1.1, which results is the expression in the

Theorem 2.1.14. This establishes the Theorem. |
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2.1.5. Exercises.

2.1.1.- Compute the Wronskian of the fol-
lowing functions:

(a) f(t) =sin(t), g

(b) f(fv) =, g( )

@), g

(c) f(0) = cos®

()—COS()

) _ 1 + cos(20).

2.1.2.- Find the longest interval where the
solution y of the initial value problems
below is defined. (Do not try to solve
the differential equations.)

(a) tzy"+6y—2t y(1) =2y (1) = 3.
(b) (t—6)y +3ty —y =1, y(3) =
2.1.3.- (a) Verify that y:(t) = ¢* and

y2(t) = 1/t are solutions to the dif-
ferential equation

2y" 2g=10, t>0.

(b) Show that y(t) = at® + % is so-
lution of the same equation for all
constants a, b € R.

2.1.4.- If the graph of y, solution to a sec-
ond order linear differential equation
L(y(t)) = 0 on the interval [a, ], is tan-
gent to the t-axis at any point to € [a, b],
then find the solution y explicitly.

2.1.5.- Can the function y(t) = sin(t?) be
solution on an open interval containing
t = 0 of a differential equation
y" +at)y +b(t)y =0,
with continuous coefficients a and b7
Explain your answer.

2.1.6.- Verify whether the functions yi, ¥
below are a fundamental set for the dif-
ferential equations given below:

(a) y1(t) = cos(2t), y(t) = sin(21),
Yy +4y=0.
(b) y1(t) = e, ya(t) = te,
"2y +y=0.
(©) vi(@) ==, v2(t) = ze™,
22y —2x(x+2)y +(z+2)y=0.

2.1.7.- If the Wronskian of any two solu-
tions of the differential equation

Y +pt)y +qt)y=0

is constant, what does this imply about
the coefficients p and ¢7

2.1.8.- Let y(t) =cit+ece 2 be the general
solution of a second order linear differ-
ential equation L(y) = 0. By eliminat-
ing the constants c¢; and ¢z, find the dif-
ferential equation satisfied by y.
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2.2. REDUCTION OF ORDER METHODS

Sometimes a solution to a second order differential equation can be obtained solving two first
order equations, one after the other. When that happens we say we have reduced the order
of the equation. Although the equation is still second order, the two equations we solve are
each one first order. We then use methods from Chapter 1 to solve the first order equations.
In this section we focus on three types of differential equations where such reduction of order
happens. The first two cases are usually called special second order equations and only the
third case is called a reduction of order method. We follow this convention here, althought
all three methods reduce the order of the original equation.

2.2.1. Special Second Order Equations. A second order differential equation is called
special when either the unknown function or the independent variable does not appear
explicitly in the equation. In either case, such second order equation can be transformed
in a first order equation for a new unknown function. The transformation to get the new
unknown function is different on each case. One then solves the first order equation and
transforms back solving another first order equation to get the original unknown function.
We now start with a few definitions.

Definition 2.2.1. A second order equation in the unknown function y is an equation

y' = flt.y.y).
where the function f : R? = R is given. The equation is linear iff function f is linear in
both arguments y and y'. The second order differential equation above is special iff one of
the following conditions hold:
(a) y" = f(t,y), so the function y does not appear explicitly in the equation;
(b) v = f(y,y), so the independent variable t does not appear explicitly in the equation.

It is simpler to solve special second order equations when the function y missing, case (a),
than when the variable ¢ is missing, case (b). This can be seen comparing Theorems 2.2.2
and 2.2.3.

Theorem 2.2.2 (Function y Missing). If a second order differential equation has the
form y" = f(t,y'), then v =y satisfies the first order equation v’ = f(t,v).

The proof is trivial, so we go directly to an example.
ExAMPLE 2.2.1: Find the y solution of the second order nonlinear equation y” = —2t (y')?
with initial conditions y(0) = 2, 3/(0) = —1.

SoLuTION: Introduce v = y'. Then v =", and

/

1
U/:—Qt’UQ = %:—Qt = _;:_t2+c.

1
So, — =t? — ¢, that is, ¢/ =

!

P . The initial condition implies

Yy —c
1 1
—1= 4 0 —_ —— = =1 = e .
y(0) =~ c V=5
dt . . . .
Then, y = 71 + c¢. We integrate using the method of partial fractions,
1 1 a b
= +

21 (t—D(E+1) (-1  (Et+1)
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1 1
Hence, 1 = a(t+ 1) + b(t — 1). Evaluating at t = 1 and ¢t = —1 we get a = 2 b= —3 So
r 1[ 1 1
21 2Lt—-1) @+
Therefore, the integral is simple to do,
1 1
y=g(ft—1f-Inft+1)+e  2=y(0)=50-0)+ec
1
We conclude y = i(ln\tf 1 —Inft+1]) +2. 4

Special second order equations where the variable ¢ is missing, case (b), are more com-
plicated to solve.

Theorem 2.2.3 (Variable ¢t Missing). If a second order differential equation has the form

v = fy),

and a solution y is invertible, with values y(t) and inverse function values t(y), then the
function w(y) = v(t(y)), where v(t) = y'(t), satisfies the first order equation

_ fly,w)

==
where we denoted w = dw/dy.
Remark: The chain rule for the derivative of a composition of functions allows us to trans-
form original differential equation in the independent variable ¢ to a differential equation in
the independent variable y.

Proof of Theorem 2.2.3: Introduce the notation
) dw , dv
wy) =—, v()=—.
W =5 V=5
The differential equation in terms of v has the form v'(¢t) = f(y(¢),v(¢)). It is not clear
how to solve it, since the function y still appears in that equation. For that reason we now

introduce the function w(y) = v(t(y)), and we use the chain rule to find out the equation
satisfied by that function w. The chain rule says,

oo _dwp _dvpdtp ) _d®) _ f®.0®)) _ fly,w(y)
-] - L SO0 St
dyly — dtly) dyley)  y'() Iy o) luw v(t) t(y) w(y)
Therefore, we have obtained the equation for w, namely
_ fly,w)
w
This establishes the Theorem. O

EXAMPLE 2.2.2: Find a solution y to the second order equation y” = 2y1vy/’.

SOLUTION: The variable ¢ does not appear in the equation. So we start introduciong the
function v(t) = y'(t). The equation is now given by v'(t) = 2y(t) v(t). We look for invertible
solutions y, then introduce the function w(y) = v(t(y)). This function satisfies

,U/

W Y

,U/

_dw (dv dt) . -2

Ty \dt dy
Using the differential equation,

" .
(y) o)

. 2yv dw 9
w(y) U ‘t(y) dy Y wy) =y~ +c
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Since v(t) = w(y(t)), we get v(t) = y%(t) + c. This is a separable equation,
y'@
YA (t) +c
Since we only need to find a solution of the equation, and the integral depends on whether
¢>0,c=0, c<0, we choose (for no special reason) only one case, ¢ = 1.

d
/ y__ /dt +c = arctan(y) =t + coy(t) = tan(t + ¢).

1+y?
Again, for no reason, we choose ¢, = 0, and we conclude that one possible solution to our
problem is y(t) = tan(t). <

ExaMpLE 2.2.3: Find the solution y to the initial value problem
yy" +3(y)? =0, y0)=1, y(0)=6.

SOLUTION: We start rewriting the equation in the standard form
(v)?
Y
The variable ¢ does not appear explicitly in the equation, so we introduce the function
v(t) = y/(t). The differential equation now has the form v'(t) = —3v%(¢)/y(t). We look for

invertible solutions y, and then we introduce the function w(y) = v(t(y)). Because of the
chain rule for derivatives, this function satisfies

y// - _3

/ /

) dw (dv dt) v v ) V' (t(y))
w = — = _— = — = — — w =
®) dy W)= dy/ V) y'liw) vl ) w(y)
Using the differential equation on the factor v/, we get
—302(¢t 1 32 _
,w(y) _ 3v ( (y)) 2 3w = W= 3w.
Y w yw Y

This is a separable equation for function w. The problem for w also has initial conditions,
which can be obtained from the initial conditions from y. Recalling the definition of inverse
function,

Therefore,
w(y =1) =v(tly = 1)) = v(0) = y'(0) = 6,
where in the last step above we use the initial condition 3’(0) = 6. Summarizing, the initial
value problem for w is
w=——, w(l)=6.
” (
The equation for w is separable, so the method from § 1.3 implies that
In(w) = =31In(y) + ¢ = ln(y_3) +eo = wy)=a Yyt o =e®.

The initial condition fixes the constant ¢,, since

6=w(l)=c = w(y) =6y>
We now transform from w back to v as follows,

v(t) =w(y(t) =6y~%(t) = () =6y""()
This is now a first order separable equation for y. Again the method from § 1.3 imply that

Y
vy =6 = T =6tte
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The initial condition for y fixes the constant c,, since

1=y(0) = 2=0te = L —6t+-
- A Ty

So we conclude that the solution y to the initial value problem is
y(t) = (24t + 1)*.
<

2.2.2. Reduction of Order Method. This method provides a way to obtain a second
solution to a differential equation if we happen to know one solution.

Theorem 2.2.4 (Reduction of Order). If a nonzero function y, is solution to

Y +pt)y +q(t)y =0. (2.2.1)
where p, q are given functions, then a second solution to this same equation is given by
O =ut) [ S
Y2(t) = ya(t / 5 4t
’ ' yi(t)
where P(t) = [ p(t)dt. Furthermore, y, and y, are fundamental solutions to Eq. (2.2.1).

(2.2.2)

Remark: In the first pat of the proof we write y,(t) = v(¢) y,(t) and show that y, is solution
of Eq. (2.2.1) iff the function v is solution of

i (2 ﬁg +p(zf)) v = 0. (2.2.3)

In the second part we solve the equation for v. This is a first order equation for for w = v/,
since v itself does not appear in the equation, hence the name reduction of order method.
The equation for w is linear and first order, so we can solve it using the integrating factor
method. Then one more integration gives the function v, which is the factor multiplying y,
in Eq. (2.2.2).

Remark: The functions v and w in this subsection have no relation with the functions v
and w from the previous subsection.

Proof of Theorem 2.2.4: We write y, = vy, and we put this function into the differential
equation in 2.2.1, which give us an equation for v. To start, compute y, and v, ,

ve=v'yitvy, oy =0y 2y oyl
Introduce these equations into the differential equation,
0= "y + 2"y +oy) +p Wy +oy)) + quy
= 0"+ Qui+py) v + W oy +au) v
The function y, is solution to the differential original differential equation,
v+ Py +ay =0,
then, the equation for v is given by

/
0"+ 2y, +py)v' =0. = v”—i—(2%+p)v’20.
1

This is Eq. (2.2.3). The function v does not appear explicitly in this equation, so denoting
w = v’ we obtain /
w' + (2&+p>w:0.
Y1
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This is is a first order linear equation for w, so we solve it using the integrating factor
method, with integrating factor

w(t) = y2(t) eP®. where P(t) = /p(t) dt.

Therefore, the differential equation for w can be rewritten as a total t-derivative as
—P(t)
e

HON

(yfepw)I:O = yelw=w = wt)=wo

Since v/ = w, we integrate one more time with respect to ¢ to obtain

W= [
v(t) = w —— dt + vg.
O] 2 ’

We are looking for just one function v, so we choose the integration constants wy = 1 and
vg = 0. We then obtain

W= [ W=n@ [
o) = [ ——dt = yztzylt/it
yi(t) yi(t)
For the furthermore part, we now need to show that the functions y; and y, = vy, are
linearly independent. We start computing their Wronskian,
Y1 VY1
v (V'ys +oyy)

Recall that above in this proof we have computed v' = w, and the result was w = e~ /y2.
So we get v'y? = e~ and then the Wronskian is given by

_ -P
Wyiys =€ .

This is a nonzero function, therefore the functions y, and y, = vy, are linearly independent.
This establishes the Theorem. O

Wiy, = =y (VY +oyp) — vy = Wy, =0'y0

EXAMPLE 2.2.4: Find a second solution y, linearly independent to the solution y,(t) = ¢ of
the differential equation
2y 4+ 2ty’ — 2y = 0.
SoLuTION: We look for a solution of the form y,(¢) = tv(t). This implies that
Yo =tv + v, yy =tv" + 20"
So, the equation for v is given by
0=2*(tv" +20) +2t(tv +v) — 2tv
= 130" + (262 + 26%) 0" + (2t — 2t)w
4
=30 + (4t = '+ ?U' =0.
Notice that this last equation is precisely Eq. (?7), since in our case we have
2 2
w=t  pl)=7 = "+ [2+ 4]0 =0
The equation for v is a first order equation for w = v’, given by
w’ 4 4
—=— = t) =yt eR.
" . w(t) =¢ c
Therefore, integrating once again we obtain that

v:czt_?’—i—cg, Cy,c3 €R,
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and recalling that y, = tv we then conclude that
Yy = czt_2 + cst.
Choosing ¢, = 1 and ¢; = 0 we obtain that y,(t) = t~2. Therefore, a fundamental solution

set to the original differential equation is given by

y:(t) =1, yo(t) = %2
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2.2.3. Exercises.

2.2.1.- Find the solution y to the second or- 2.2.2.- .
der, nonlinear equation

2y +6ty =1, ¢t>0.
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2.3. HOMOGENEOUS CONSTANT COEFFICIENTS EQUATIONS

All solutions to a second order linear homogeneous equation can be obtained from any pair
of nonproportional solutions. This is the main notion in § 2.1, Theorem 2.1.7. In this
section we obtain these two linearly independent solutions in the particular case that the
equation has constant coefficients. Such problem reduces to solve for the roots of a degree
two polynomial, the characteristic polynomial.

2.3.1. The Roots of the Characteristic Polynomial. Thanks to the work done in § 2.1
we only need to find two linearly independent solutions to the second order linear homoge-
neous equation. Then Theorem 2.1.7 says that every other solution is a linear combination
of the former two. How do we find any pair of linearly independent solutions? Since the
equation is so simple, having constant coefficients, we find such solutions by trual amd error.
Here is an example of this idea.

ExamMpPLE 2.3.1: Find solutions to the equation

y" + 5y’ + 6y = 0. (2.3.1)

SOLUTION: We try to find solutions to this equation using simple test functions. For exam-
ple, it is clear that power functions y = t™ won’t work, since the equation

n(n—1)t"2 450t Y £ 6" =0

cannot be satisfied for all £ € R. We obtained, instead, a condition on ¢. This rules out
power functions. A key insight is to try with a test function having a derivative proportional
to the original function, y'(t) = r y(¢). Such function would be simplified from the equation.
For example, we try now with the test function y(t) = e". If we introduce this function in
the differential equation we get

(P +5r+6)e" =0 < 245 +6=0. (2.3.2)

We have eliminated the exponential from the differential equation, and now the equation is
a condition on the constant r. We now look for the appropriate values of r, which are the
roots of a polynomial degree two,

ry = -2
r_ =—3.

)

re=-(=5+v25-24) = - (-5+1) = {

1
2

N | =

We have obtained two different roots, which implies we have two different solutions,
yi(t) = G_Qta Ya(t) = e 3.

These solutions are not proportional to each other, so the are fundamental solutions to the
differential equation in (2.3.1). Therefore, Theorem 2.1.7 in § 2.1 implies that we have found

all possible solutions to the differential equation, and they are given by
y(t) = cre™ + e, ¢, € R, (2.3.3)

<

From the example above we see that this idea will produce fundamental solutions to
all constant coefficients homogeneous equations having associated polynomials with two
different roots. Such polynomial play an important role to find solutions to differential
equations as the one above, so we give such polynomial a name.
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Definition 2.3.1. The characteristic polynomsial and characteristic equation of the
second order linear homogeneous equation with constant coefficients

y// + aly/ +a, =0,

are given by
p(r) =1 +a;r +ao,  p(r) =0.

As we saw in Example 2.3.1, the roots of the characteristic polynomial are crucial to
express the solutions of the differential equation above. The characteristic polynomial is a
second degree polynomial with real coefficients, and the general expression for its roots is

1
ry = 5(—a1 ++/a? — 4a0).

If the discriminant (a? — 4a,) is positive, zero, or negative, then the roots of p are different
real numbers, only one real number, or a complex-conjugate pair of complex numbers. For
each case the solution of the differential equation can be expressed in different forms.

Theorem 2.3.2 (Constant Coefficients). If ro are the roots of the characteristic poly-
nomial to the second order linear homogeneous equation with constant coefficients

Yy +ay +ay =0, (2.34)

and if c., c. are arbitrary constants, then the following statements hold true.

(a) If r. # r_, real or complex, then the general solution of Eq. (2.53.4) is given by

Ygen(t) = co e’ +c_e™ .

(b) If r. =r. =1, €R, then the general solution of Eq. (2.3.4) is given by
Ygen (t) = ¢, € + c_te”".

Furthermore, given real constants to, yo and y,, there is a unique solution to the initial value
problem given by Eq. (2.53.4) and the initial conditions y(to) = yo and y'(to) = Y-

Remarks:

(a) The proof is to guess that functions y(¢) = €™ must be solutions for appropriate values of
the exponent constant r, the latter being roots of the characteristic polynomial. When
the characteristic polynomial has two different roots, Theorem 2.1.7 says we have all
solutions. When the root is repeated we use the reduction of order method to find a
second solution not proportional to the first one.

(b) At the end of the section we show a proof where we construct the fundamental solutions
Y1, Yo Without guessing them. We do not need to use Theorem 2.1.7 in this second proof,
which is based completely in a generalization of the reduction of order method.

Proof of Theorem 2.3.2: We guess that particular solutions to Eq. 2.3.4 must be expo-
nential functions of the form y(t) = €™, because the exponential will cancel out from the
equation and only a condition for r will remain. This is what happens,

r2e" +aet +ae™t =0 = r’+ar+a =0.

The second equation says that the appropriate values of the exponent are the root of the
characteristic polynomial. We now have two cases. If r, # r_ then the solutions

yo(t) =™, y.(t) =e",
are linearly independent, so the general solution to the differential equation is

Ygen(t) = co €™ +coe’ .
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If r, = r_ = 1o, then we have found only one solution y,(t) = €™ and we need to find a
second solution not proportional to .. This is what the reduction of order method is perfect
for. We write the second solution as

y-() = v y(t) = y(t) =v(t)e™,
and we put this expression in the differential equation (2.3.4),
(V" + 2rov” + vrf) €™ + (v 4 rov) ae™ + av e = 0.
We cancel the exponential out of the equation and we reorder terms,
0"+ (270 + a)) v+ (rE 4 asro + ao) v = 0.

We now need to use that 7, is a root of the characteristic polynomial, r2 + a,r, + a, = 0,
so the last term in the equation above vanishes. But we also need to use that the root r, is

repeated,

1 a

ro = — 2 4 @} —dag =% = 2o+a=0.

272
The equation on the right side above implies that the second term in the differential equation
for v vanishes. So we get that
V=0 = o{t)=c +et

and the second solution is y-(t) = (¢; + ¢ot) y.(t). If we choose the constant ¢, = 0, the
function y. is proportional to y.. So we definitely want ¢, # 0. The other constant, ¢, only
adds a term proportional to y., we can choose it zero. So the simplest choice is ¢; = 0,
¢, = 1, and we get the fundamental solutions

yo(t) = €™,y (t)=te""
So the general solution for the repeated root case is
Ygen (t) = e el + c_te™".

The furthermore part follows from solving a 2 x 2 linear system for the unknowns ¢, and c..
The initial conditions for the case r, # r. are the following,

Yo = c, €0 ¢ e o, Yy =T, €™ e et

It is not difficult to verify that this system is always solvable and the solutions are

(r-yo — 1) (ryo — 1)

B O 2 Sy P P

The initial conditions for the case r. = r_ = r, are the following,
Yo = (co + cty) e, yi = c. €™ 4 ro(c, + cty) e,
It is also not difficult to verify that this system is always solvable and the solutions are

e = Yo + to(royo - y1) o = (Toyo - yo)

. —

s =

eroto

This establishes the Theorem. O

eToto

ExAMPLE 2.3.2: Find the solution y of the initial value problem
y'+5+6=0, y0)=1, y(0)=-L

SOLUTION: We know that the general solution of the differential equation above is

Ygen (t) = cre ™2 + ce™3,
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We now find the constants ¢, and c. that satisfy the initial conditions above,

1=9y0)=c +c ¢ =2,
, =
—1=9'(0) = —2¢, — 3c- c. =—1.

Therefore, the unique solution to the initial value problem is

y(t) =272 — 73,

ExXAMPLE 2.3.3: Find the general solution ygen of the differential equation

2" — 3y’ +y=0.

SoLUTION: We look for every solutions of the form y(t) = e, where r is solution of the
characteristic equation

—_

r, =
22 _3r+1=0 = 7r=

(3£v9-8) =

e

T

[N

Therefore, the general solution of the equation above is

Ygen (1) = et 4 cet/?.

ExXAMPLE 2.3.4: Find the general solution yge, of the equation

y" — 2y + 6y = 0.
SOLUTION: We first find the roots of the characteristic polynomial,
1
P2—2r4+6=0 = ri:§(2j:\/4—24) = ry=1+iV5.

Since the roots of the characteristic polnomial are different, Theorem 2.3.2 says that the
general solution of the differential equation above, which includes complex-valued solutions,
can be written as follows,

Ygen(t) = & eIHVBE L& (-0 & & e,

ExAMPLE 2.3.5: Find the solution to the initial value problem

9" +6y +y=0, y0)=1, ' (0)=.

SoLuTION: The characteristic polynomial is p(r) = 9r% + 6r + 1, with roots given by
1 1

ry = E(—6&[\/36—36) = re=ro=-g

Theorem 2.3.2 says that the general solution has the form
Ygen(t) = co e ™3 £ cte /3

We need to compute the derivative of the expression above to impose the initial conditions,

. AP
Yol ) = —5 e e (1= 2) e/,
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then, the initial conditions imply that

1=y(0) =c,
5 , Cs = =1, c. =2.
oy =-Z 1e
5 =Y (0)=—5+c
So, the solution to the initial value problem above is: y(t) = (1 + 2t) e /3. <

2.3.2. Real Solutions for Complex Roots. We study in more detail the solutions to
the differential equation (2.3.4) in the case that the characteristic polynomial has complex
roots. Since these roots have the form

1
ri:_%i§ a? — 4a,,

the roots are complex-valued in the case a? — 4a, < 0. We use the notation

2
ry =atif, with oz:—%7 8= aO,a;_
2 4
The fundamental solutions in Theorem 2.3.2 are the complex-valued functions

G = elotiB)t g = ela—iB)t

The general solution constructed from these solutions is
Ygen(t) = & @B & olamiB)t ¢, ¢ eC.

This formula for the general solution includes real valued and complex valued solutions.
But it is not so simple to single out the real valued solutions. Knowing the real valued
solutions could be important in physical applications. If a physical system is described by a
differential equation with real coefficients, more often than not one is interested in finding
real valued solutions. For that reason we now provide a new set of fundamental solutions
that are real valued. Using real valued fundamental solution is simple to separate all real
valued solutions from the complex valued ones.

Theorem 2.3.3 (Real Valued Fundamental Solutions). If the differential equation
Y +ary +aoy =0, (2.3.5)

where a,, a, are real constants, has characteristic polynomial with complex roots r4- = a+if
and complex valued fundamental solutions

Go(t) = T () = el
then the equation also has real valued fundamental solutions given by

B(t) = e cos(B), (1) = ¢ sin(Bt).

Proof of Theorem 2.3.3: We start with the complex valued fundamental solutions
Gu(t) = et g (1) = el
We take the function y. and we use a property of complex exponentials,
§u(t) = elaTiBt = ot 1Bt — ¢o (cog(Bt) + i sin(Bt)),

where on the last step we used Euler’s formula e?® = cos(#)+isin(#). Repeat this calculation
for y. we get,

3. (t) = e (cos(Bt) + isin(Bt)), §-(t) = e (cos(Bt) — isin(Bt)).
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If we recall the superposition property of linear homogeneous equations, Theorem 2.1.5,
we know that any linear combination of the two solutions above is also a solution of the
differential equation (2.3.6), in particular the combinations

Bo(0) = 550+ 50), (1) = o (3:00) — 5-1).

A straightforward computation gives

y.(t) = e cos(Bt), y-(t) = e* sin(Bt).
This establishes the Theorem. ]
ExXAMPLE 2.3.6: Find the real valued general solution of the equation

y" — 2y +6y=0.
SOLUTION: We already found the roots of the characteristic polynomial, but we do it again,
1
Pt 6=0 = re=_(2+VI-21) = =145

So the complex valued fundamental solutions are
gut) = VI g (1) = 0TV,
Theorem 77 says that real valued fundamental solutions are given by
y.(t) = et cos(V/t), y.(t) = e’ sin(V/5t).
So the real valued general solution is given by
Ygen(t) = (. cos(vV/5t) + c. sin(\/gt)) e', ¢, c. eR
<
Remark: Sometimes it is difficult to remember the formula for real valued solutions. One
way to obtain those solutions without remembering the formula is to start repeat the proof

of Theorem 2.3.3. Start with the complex valued solution g, and use the properties of the
complex exponential,

7. (t) = e(IHiVE)E — ot giVBE _ o (cos(\/gt) +i sin(\/gt)).

The real valued fundamental solutions are the real and imaginary parts in that expression.

ExaMpLE 2.3.7: Find real valued fundamental solutions to the equation

y' +2y +6y=0.

SoLuTION: The roots of the characteristic polynomial p(r) = r% + 2r + 6 are
1
2
These are complex-valued roots, with

a=—1, B =+/5.
Real-valued fundamental solutions are

yi(t) = et cos(V/5t), Yo (t) = e~ sin(V/51).

1
ry [-2+ 4—24:5[—% —20] = ry=-1+iV5.
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Yin Yo

Second order differential equations with
characteristic polynomials having com-
plex roots, like the one in this exam-
ple, describe physical processes related
to damped oscillations. An example
from physics is a pendulums with fric-
tion. <

FIGURE 10. Solutions from Ex. 2.3.7.

ExAMPLE 2.3.8: Find the real valued general solution of ¢/ + 5y = 0.

SoLUTION: The characteristic polynomial is p(r) = r2 + 5, with roots r+ = #+/54. In this
case a = 0, and 3 = /5. Real valued fundamental solutions are

ye(t) = cos(VB1),  y.(t) =sin(V51).
The real valued general solution is

Ygen(t) = ¢, cos(V5t) + c. sin(V/51), ¢, c- €R 4
Remark: Physical processes that oscillate in time without dissipation could be described
by differential equations like the one in this example.

2.3.3. Constructive proof of Theorem 2.3.2. We now present an alternative proof for
Theorem 2.3.2 that does not involve guessing the fundamental solutions of the equation.
Instead, we construct these solutions using a generalization of the reduction of order method.

Proof of Theorem 2.3.2: The proof has two main parts: First, we transform the original
equation into an equation simpler to solve for a new unknown; second, we solve this simpler
problem.

In order to transform the problem into a simpler one, we express the solution y as a
product of two functions, that is, y(t) = u(t)v(t). Choosing v in an appropriate way the
equation for u will be simpler to solve than the equation for y. Hence,

y=uww = gy =dv+iu = ¢y =u"v+200 +0"u.
Therefore, Eq. (2.3.4) implies that

(v + 200"+ v"u) + ay (v +v'u) + apuv = 0,

that is,
/
{u”—i— (a1+2v—) u’+aou}v+(v”+a1v’)u:0. (2.3.6)
v
We now choose the function v such that
v’ v’ a,

We choose a simple solution of this equation, given by
v(t) = e~ /2,
Having this expression for v one can compute v’ and v”, and it is simple to check that

a2
v 4+ a0 = —Zi v. (2.3.8)
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Introducing the first equation in (2.3.7) and Eq. (2.3.8) into Eq. (2.3.6), and recalling that
v is non-zero, we obtain the simplified equation for the function u, given by

2

W' —ku=0, k= %1 — ao. (2.3.9)

Eq. (2.3.9) for u is simpler than the original equation (2.3.4) for y since in the former there
is no term with the first derivative of the unknown function.

In order to solve Eq. (2.3.9) we repeat the idea followed to obtain this equation, that
is, express function u as a product of two functions, and solve a simple problem of one of
the functions. We first consider the harder case, which is when &k # 0. In this case, let us
express u(t) = eV  w(t). Hence,

W = VEeVFw +eVF ' = u = keVR w4+ 2VkeVF W + VR W
Therefore, Eq. (2.3.9) for function u implies the following equation for function w
0=u"—ku=e""2VEuw +v’) = w'+2Vkw' =0.

Only derivatives of w appear in the latter equation, so denoting z(t) = w’(t) we have to
solve a simple equation

o= -2Vkx = ()= zoe 2V xo € R.
Integrating we obtain w as follows,

— X _
W =mee VR o () = — e 2V ¢

2Vk
renaming ¢, = —x,/(2vk), we obtain
wit) =cie ™ £ oy = u(t) = coeVF + ce VH
We then obtain the expression for the solution y = uv, given by

y(t) = e FHVRE 4 (- F VR

Since k = (a?/4 — a,), the numbers
riz—%i\/E & rg = %(—ali a%—4a0)
are the roots of the characteristic polynomial
r2+a1r+a0 =0,
we can express all solutions of the Eq. (2.3.4) as follows
y(t) = coe™" + et k #0.
Finally, consider the case k = 0. Then, Eq. (2.3.9) is simply given by
uW'=0 = ut)=(c+ct) co,C1 € R.

Then, the solution y to Eq. (2.3.4) in this case is given by

y(t) = (co + cit) e~ /2,

Since k = 0, the characteristic equation 72 +a; 7+a, = 0 has only one root ry = r_ = —a,/2,
so the solution y above can be expressed as

y(t) = (co + cst) ™, k=0.
The Furthermore part is the same as in Theorem 2.3.2. This establishes the Theorem. [J
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Notes.

In the case that the characteristic polynomial of a differential equation has repeated roots
there is an interesting argument to guess the solution y.. The idea is to take a particular
type of limit in solutions of differential equations with complex valued roots.

Consider the equation in (2.3.4) with a characteristic polynomial having complex valued
roots given by r1+ = a + 118, with

af
=0 B =/ — 1
Real valued fundamental solutions in this case are given by
9. = e*" cos(Bt), G- = e sin(Bt).
We now study what happen to these solutions ¢, and ¢. in the following limit: The variable
t is held constant, « is held constant, and 8 — 0. The last two conditions are conditions on

the equation coefficients, a;, ao. For example, we fix a;, and we vary a, — a>/4 from above.
Since cos(ft) — 1 as § — 0 with ¢ fixed, then keeping « fixed too, we obtain

9.(t) = e“Fcos(Bt) — €™ = y.(t).

i t
Since Smﬂ(f ) — 1 as 8 — 0 with ¢ constant, that is, sin(St) — (t, we conclude that
y_(t i t i t
Y ( ) _ Sln(ﬁ ) eat — Sln(ﬁ ) teat N teat :y_(t).
B B pt

The calculation above says that the function ./ is close to the function y_(¢) = te“! in
the limit 8 — 0, ¢ held constant. This calculation provides a candidate, y-(t) = ty.(t),
of a solution to Eq. (2.3.4). It is simple to verify that this candidate is in fact solution
of Eq. (2.3.4). Since y- is not proportional to y., one then concludes the functions y., y-
are a fundamental set for the differential equation in (2.3.4) in the case the characteristic
polynomial has repeated roots.
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2.3.4. Exercises.

2.3.1.- . 2.3.2.- .
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2.4. NONHOMOGENEOUS EQUATIONS

All solutions of a linear homogeneous equation can be obtained from only two solutions
that are linearly independent, called fundamental solutions. Every other solution is a linear
combination of these two. This is the general solution formula for homogeneous equations,
and it is the main result in § 2.1, Theorem 2.1.7. This result is not longer true for nonhomo-
geneous equations. The superposition property, Theorem 2.1.5, which played an important
part to get the general solution formula for homogeneous equations, is not true for non-
homogeneous equations. In this section we prove a new general solution formula that is
true for nonhomogeneous equations. We show that all solutions of a linear nonhomogeneous
equation can be obtained from only three functions. The first two functions are fundamen-
tal solutions of the homogeneous equation. The third function is one single solution of the
nonhomogeneous equation. It does not matter which one. It is called a particular solution of
the nonhomogeneous equation. Then every other solution of the nonhomogeneous equation
is obtained from these three functions.

In this section we show two different ways to compute the particular solution of a nonho-
mogeneous equation, the undetermined coefficients method and the variation of parameters
method. In the former method we guess a particular solution from the expression of the
source in the equation. The guess contains a few unknown constants, the undetermined
coeflicients, that must be determined by the equation. The undetermined method works
for constant coefficients linear operators and simple source functions. The source functions
and the associated guessed solutions are collected in a small table. This table is constructed
by trial and error, and the calculation to find the coefficients in the solutions are simple.
In the latter method we have a formula to compute a particular solution in terms of the
equation source, and the fundamental solutions of the homogeneous equation. The variation
of parameters method works with variable coefficients linear operators and general source
functions. But the calculations to find the solution are usually not so simple as in the
undetermined coefficients method.

2.4.1. The General Solution Formula. The general solution formula for homogeneous
equations, Theorem 2.1.7, is no longer true for nonhomogeneous equations. But there is
a general solution formula for nonhomogeneous equations. Such formula involves three
functions, two of them are fundamental solutions of the homogeneous equation, and the
third function is any solution of the nonhomogeneous equation. Every other solution of the
nonhomogeneous equation can be obtained from these three functions.

Theorem 2.4.1 (General Solution). Every solution y of the nonhomogeneous equation
Ly) = f, (24.1)
with L(y) = y" +py + qy, where p, q, and f are continuous functions, is given by
Y=C1Yr+ Y2+ Yp,

where the functions y, and vy, are fundamental solutions of the homogeneous equation,

L(y,) =0, L(y,) = 0, and y, is any solution of the nonhomogeneous equation L(y,) = f.
Before we proof Theorem 2.4.1 we state the following definition, which comes naturally

from this Theorem.

Definition 2.4.2. The general solution of the nonhomogeneous equation L(y) = f is a
two-parameter family of functions

Ygen(t) = €1 Y1 (t) + 2 2(t) + yp(t), (2.4.2)
where the functions vy, and y, are fundamental solutions of the homogeneous equation,
L(y,) =0, L(y,) = 0, and y, is any solution of the nonhomogeneous equation L(y,) = f.
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Remark: The difference of any two solutions of the nonhomogeneous equation is actually
a solution of the homogeneous equation. This is the key idea to prove Theorem 2.4.1.

Proof of Theorem 2.4.1: Let y be any solution of the nonhomogeneous equation L(y) =
Recall that we already have one solution, y,, of the nonhomogeneous equation, L(y,) =
We can now subtract the second equation from the first,

Ly)—L(yy) =f—-f=0 = L(y—vyp) =0.
The equation on the right is obtained from the linearity of the operator L. This last equation
says that the difference of any two solutions of the nonhomogeneous equation is solution of
the homogeneous equation. The general solution formula for homogeneous equations says
that all solutions of the homogeneous equation can be written as linear combinations of a
pair of fundamental solutions, y;, y,. So the exist constants ¢, ¢, such that

Y—=Yp = Ci¥Y1 + C2 Y.

Since for every y solution of L(y) = f we can find constants ¢;, ¢, such that the equation
above holds true, we have found a formula for all solutions of the nonhomogeneous equation.
This establishes the Theorem. (]

2.4.2. The Undetermined Coefficients Method. The general solution formula in (2.4.2)
is the most useful if there is a way to find a particular solution y, of the nonhomogeneous
equation L(y,) = f. We now present a method to find such particular solution, the Un-
determined Coefficients Method. This method works for linear operators L with constant
coefficients and for simple source functions f. Here is a summary of the Undetermined
Coefficients Method:

(1) Find fundamental solutions y;, y, of the homogeneous equation L(y) = 0.
(2) Given the source functions f, guess the solutions y, following the Table 1 below.

(3) If the function y, given by the table satisfies L(y,) = 0, then change the guess to ty,..
If ty, satisfies L(ty,) = 0 as well, then change the guess to t2y,,.

(4) Find the undetermined constants k in the function y, using the equation L(y,) = f.

f(t) (Source) (K, m, a, b, given.) yp(t) (Guess) (k not given.)

Keat keat

Kpt™ + -+ Ko k™ + - + ko

K, cos(bt) + K, sin(bt) k, cos(bt) + k, sin(bt)

(Kmnt™ + -+ + Ko) e (™ + -+ + ko) et

(K, cos(bt) + K, sin(bt)) e (K, cos(bt) + k, sin(bt)) e

(Kpt™ + -+ Ky) (f(i cos(bt) + K, sin(bt)) || (kmt™ + -+ + ko) (151 cos(bt) + k, sin(bt))

TABLE 1. List of sources f and solutions y, to the equation L(y,) = f.

This is the undetermined coefficients method. It is a set of simple rules to find a particular
solution ¥, of an nonhomogeneous equation L(y,) = f in the case that the source function
f is one of the entries in the Table 1. There are a few formulas in particular cases and a
few generalizations of the whole method. We discuss them after a few examples.



G. NAGY — ODE Avucust 16, 2015 95

ExaMPLE 2.4.1: Find all solutions to the nonhomogeneous equation

y" — 3y — 4y = 3e?t.

SOLUTION: From the problem we get L(y) = y” — 3y’ — 4y and f(t) = 3e2..

(1): Find fundamental solutions y,, y- to the homogeneous equation L(y) = 0. Since the

homogeneous equation has constant coefficients we find the characteristic equation
P2—3r—4=0 = r.=4, r.=-1, = Yeipt (t) = e, y=(t)=e".

(2): The table says: For f(t) = 3e* guess y,(t) = ke?'. The constant k is the undetermined

coefficient we must find.

(3): Since y,(t) = ke®' is not solution of the homogeneous equation, we do not need to

modify our guess. (Recall: L(y) = 0 iff exist constants c,, c- such that y(t) = c, et +-c_e™".)

(4): Introduce y, into L(y,) = f and find k. So we do that,

1
(22 —6—4)ke?* =3¢ = —6k=3 = k:—i.

We guessed that y, must be proportional to the exponential 2! in order to cancel out the
exponentials in the equation above. We have obtained that

1
Yp(t) = D) e

The undetermined coefficients method gives us a way to compute a particular solution y, of
the nonhomogeneous equation. We now use the general solution theorem, Theorem 2.4.1,
to write the general solution of the nonhomogeneous equation,
1
Ygen(t) = coett + et — 3 et
<

Remark: The step (4) in Example 2.4.1 is a particular case of the following statement.

Lemma 2.4.3. Consider a nonhomogeneous equation L(y) = f with a constant coefficient
operator L and characteristic polynomial p. If the source function is f(t) = K e, with
p(a) # 0, then a particular solution of the nonhomogeneous equation is

Proof of Lemma 2.4.3: Since the linear operator L has constant coefficients, let us write
L and its associated characteristic polynomial p as follows,

L(y) =" + ary’ + aoy, p(r) = % + ayr + ao.

Since the source function is f(t) = K e, the Table 1 says that a good guess for a particular
soution of the nonhomogneous equation is y,(t) = ke®. Our hypothesis is that this guess
is not solution of the homogenoeus equation, since

L(yy) = (a® + a1a + ao) ke = p(a) ke, and p(a) # 0.
We then compute the constant k using the equation L(y,) = f,
(a> +aja+ag)ke” =Ke™ = pla)ke =Ke" = k:%,

K
We get the particular solution y,(t) = @ €. This establishes the Lemma. O
p(a
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Remark: As we said, the step (4) in Example 2.4.1 is a particular case of Lemma 2.4.3,

3 2t 3 2t 3 2t 1 2t
t = — = = — t = — — .
yp( ) p(2) e (22 . 6 o 4) € *6 € = yp( ) 2 e

In the following example our first guess for a particular solution y, happens to be a
solution of the homogenous equation.

ExXaMPLE 2.4.2: Find all solutions to the nonhomogeneous equation

Y — 3y — 4y = 3e*.

SoLUTION: If we write the equation as L(y) = f, with f(t) = 3¢e%, then the operator L is
the same as in Example 2.4.1. So the solutions of the homogeneous equation L(y) = 0, are
the same as in that example,

p(t) =€ y(t)=e".
The source function is f(t) = 3 e, so the Table 1 says that we need to guess y,(t) = k.
However, this function y, is solution of the homogeneous equation, because
Yp = k..
We have to change our guess, as indicated in the undetermined coefficients method, step (3)
Yp(t) = kt et

This new guess is not solution of the homogeneous equation. So we proceed to compute the
constant k. We introduce the guess into L(y,) = f,

yh=(1+4t)ke*, ) =@8+16t)ke* = [8—3+ (16— 12 —4)t] ke =3¢,

therefore, we get that

3 3

The general solution theorem for nonhomogneneous equations says that

3
Ygen(t) = ¢4 et fe et + 5 tett.

In the following example the equation source is a trigonometric function.

ExAMPLE 2.4.3: Find all the solutions to the nonhomogeneous equation

y" — 3y — 4y = 2sin(t).

SOLUTION: If we write the equation as L(y) = f, with f(t) = 2sin(¢), then the operator L
is the same as in Example 2.4.1. So the solutions of the homogeneous equation L(y) = 0,
are the same as in that example,

y(t) =€, y(t)=e".
Since the source function is f(t) = 2sin(¢), the Table 1 says that we need to choose the

function y,(t) = k, cos(t) + k,sin(¢). This function y, is not solution to the homogeneous
equation. So we look for the constants k,, k, using the differential equation,

Yy, = —kysin(t) + k, cos(t), Yy, = —ky cos(t) — kysin(t),
and then we obtain

[—k1 cos(t) — kysin(t)] — 3[—ky sin(t) + ko cos(t)] — 4[ky cos(t) + k, sin(t)] = 2sin(t).
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Reordering terms in the expression above we get
(—5ky — 3ky) cos(t) + (3ky — Bky) sin(t) = 2sin(t).

The last equation must hold for all ¢ € R. In particular, it must hold for ¢t = /2 and for
t = 0. At these two points we obtain, respectively,

3k, — 5k, = 2, kizﬁ,
_5k1_3k220,} = k _ 9
Toar
So the particular solution to the nonhomogeneous equation is given by
1
yp(t) = 17 [3 cos(t) — Hsin(t)].

The general solution theorem for nonhomogeneous equations implies

1
Ygen(t) = coe* + et + 7 [3cos(t) — 5sin(t)].

<

The next example collects a few nonhomogeneous equations and the guessed function y,.

ExamMpLE 2.4.4: We provide few more examples of nonhomogeneous equations and the
appropriate guesses for the particular solutions.

(a) For y” — 3y’ — 4y = 3e*'sin(t), guess, y,(t) = [k, cos(t) + kysin(t)] e*'.
(b) For y” — 3y — 4y = 2t* €3, guess, y,(t) = (kot® + kit + ko) €.
(c) For y” — 3y — 4y =22 e, guess, y,(t) = (kst? + kit + ko) t ™.

)

(d) For y"” — 3y’ — 4y = 3t sin(t), guess, y,(t) = (kst + ko) Ucl cos(t) + ks sin(t)].
<

Remark: Suppose that the source function f does not appear in Table 1, but f can be
written as f = f, 4 f,, with f; and f, in the table. In such case look for a particular solution
Yp = Yp; + Ypy, Where L(yp,) = f1 and L(yp,) = f>. Since the operator L is linear,

L(yp):L(ym +ypz):L(yp1)+L(yp2):f1+f2:f = L(yp):f-

ExaMpLE 2.4.5: Find all solutions to the nonhomogeneous equation
y" — 3y — 4y = 3e* + 2sin(t).
SOLUTION: If we write the equation as L(y) = f, with f(¢t) = 2sin(¢), then the operator L

is the same as in Example 2.4.1 and 2.4.3. So the solutions of the homogeneous equation
L(y) = 0, are the same as in these examples,

w(t) =,y =e

The source function f(t) = 3 e + 2sin(t) does not appear in Table 1, but each term does,
f1(t) = 3€e* and f,(t) = 2sin(t). So we look for a particular solution of the form

Yp = Yps T Ypo» where L(ym) = 36%& L(pr) =2 Sin(t)'

We have chosen this example because we have solved each one of these equations before, in
Example 2.4.1 and 2.4.3. We found the solutions

Yp, (T) = —% e?t, Yp, (t) = 1—17 (3 cos(t) — 5sin(t)).
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Therefore, the particular solution for the equation in this example is
yp(t) = —% e + % (3cos(t) — 5sin(t)).
Using the general solution theorem for nonhomogeneous equations we obtain
Ygen(t) = cre* +cet — ! e 4 1 (3cos(t) — 5sin(t)).

2 17
<

2.4.3. The Variation of Parameters Method. This method provides a second way to
find a particular solution y, to a nonhomogeneous equation L(y) = f. We summarize this
method in formula to compute y, in terms of any pair of fundamental solutions to the
homogeneous equation L(y) = 0. The variation of parameters method works with second
order linear equations having wvariable coefficients and contiuous but otherwise arbitrary
sources. When the source function of a nonhomogeneous equation is simple enough to
appear in Table 1 the undetermined coefficients method is a quick way to find a particular
solution to the equation. When the source is more complicated, one usually turns to the
variation of parameters method, with its more involved formula for a particular solution.

Theorem 2.4.4 (Variation of Parameters). A particular solution to the equation
Ly) = f,
with L(y) =y" +pt)y' + q(t)y and p, q, [ continuous functions, is given by
Yp = WY1 + UpYa,
where y;, y, are fundamental solutions of the homogeneous equatio L(y) = 0 and the func-
tions u,, u, are defined by

) =[O0

Wy, (1)
where Wy, ,, is the Wronskian of y, and ys.

_ [ni®

=) Wy ™ (2:43)

The proof rests in a generalization of the reduction order method. Recall that the re-
duction order method is a way to find a second solution y, of an homogeneous equation if
we already know one solution y;. One writes y, = vy, and the original equation L(y,) =0
provides an equation for u. This equation for u is simpler than the original equation for y,
because the function y, satisfies L(y,) = 0.

The formula for y, is obtained generalizing the reduction order method. We write y,, in
terms of both fundamental solutions ¥, ¥, of the homogeneous equation,

Yp(t) = us(t) ya(t) + ua(t) ya(?).

We put this y, in the equation L(y,) = f and we find an equation relating u, and u,. It
is important to realize that we have added one new function to the original problem. The
original problem is to find y,. Now we need to find u, and u,, but we still have only one
equation to solve, L(y,) = f. The problem for u,, u, cannot have a unique solution. So we
are completely free to add a second equation to the original equation L(y,) = f. We choose
the second equation so that we can solve for u; and u,. We unveil this second equation
when we are in the middle of the proof of Theorem 2.4.4.

Proof of Theorem 2.4.4: We must find a function y, solution of L(y,) = f. We know a
pair of fundamental solutions, y;, y,, of the homogeneous equation L(y) = 0. Here is where
we generalize the reduction order method by looking for a function y, of the form

Yp = Ut Y1 + Uz Yo,
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where the functions u,, u, must be determined from the equation L(y,) = f. We started
looking for one function, y,, and now we are looking for two functions u,, u,. The original
equation L(y,) = f will give us a relation between u,; and u,. Because we have added a
new function to the problem, we need to add one more equation to the problem so we get
a unique solution u,, u,. We are completely free to choose this extra equation. However, at
this point we have no idea what to choose.
Before adding a new equation to the system, we work with the original equation. We
introduce y, into the equation L(y,) = f. We must first compute the derivatives
Yp = Uy Y F U Yy F Uy Yo U2 Yy Yy = U Yy 205 s Uy g Yo+ 20y, 4 un Yy
We reorder a few terms and we see that L(y,) = f has the form
Yo A Yo+ 2(ul YL+ up yg) + p (ul g+ up 4)
Fus (Y + Py +qun) +us () +pys +aqy.) = f
The functions y, and y, are solutions to the homogeneous equation,
Y, +py +ay =0,y +py;+qy =0,
so u; and u, must be solution of a simpler equation that the one above, given by
uy ys +uy o + 2(uy Yy +up ) +p (U s+ Uy ys) = - (2.4.4)
As we said above, this equation does not have a unique solution w,, u,. This is just a relation
between these two functions. Here is where we need to add a new equation so that we can

get a unique solution for u,, u,. What is an appropriate equation to add? Any equation
that simplifies the Eq. (2.4.4) is a good candidate. For two reasons, we take the equation

uyys +uyys = 0. (2.4.5)

The first reason is that this equation makes the last term on the righ-hand side of Eq. (2.4.4)
vanish. So the system we need to solve is

uy ys g Yo + 2(uh Yl +uyyy) = f (2.4.6)
s ys + gy, = 0. (2.4.7)

The second reason is that this second equation simplifies the first equation even further.
Just take the derivative of the second equation,

(g +uhys) =0 = 'y +ul yo + (W, +uhyl) = 0.

This last equation implies that the first three terms in Eq. (2.4.6) vanish identically, because
of Eq.(2.4.7). So we end with the equations

u Y+ uyyy = f
uy Yy 4 uy Yo = 0.

And this is a 2 x 2 algebraic linear system for the unknowns w}, uj,. It is hard to overstate
the importance of the word “algebraic” in the previous sentence. From the second equation
above we compute ul, and we introduce it in the first equation,

/ / _ /
R e R A e e ]

Y2 Y2 Y2
Recall that the Wronskian of two functions is Wy, = ¥1y5 — ¥;¥», We get
’ Yo f / yi f
U, = — = U, = .
' Wy1y2 ? Wy1y2

These equations are the derivative of Eq. (2.4.3). Integrate them in the variable ¢ and choose
the integration constants to be zero. We get Eq. (2.4.3). This establishes the Theorem. [
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Remark: The integration constants in the expressions for u,, u, can always be chosen to
be zero. To understand the effect of the integration constants in the function y,, let us do
the following. Denote by u; and u, the functions in Eq. (2.4.3), and given any real numbers
¢; and ¢, define

ﬂ1=u1+61, QQZUQ"_CQ.
Then the corresponding solution g, is given by
§p=ﬂ1y1+ﬂzyz=u1y1+uzyz+01y1+czyz = ﬂp:yp+61y1+czyz.

The two solutions g, and y, differ by a solution to the homogeneous differential equation.
So both functions are also solution to the nonhomogeneous equation. One is then free to
choose the constants ¢, and ¢, in any way. We chose them in the proof above to be zero.

EXAMPLE 2.4.6: Find the general solution of the nonhomogeneous equation

y" — 5y + 6y = 2¢".

SoLUTION: The formula for y, in Theorem 2.4.4 requires we know fundamental solutions to
the homogeneous problem. So we start finding these solutions first. Since the equation has
constant coefficients, we compute the characteristic equation,

9 1 r. =3,
rP=b5r4+6=0 = ri= 5(5i\/25—24) = 3,

So, the functions y; and y, in Theorem 2.4.4 are in our case given by
yi(t) = e, ya(t) = €.
The Wronskian of these two functions is given by
Wiy () = (€¥)(2¢%) = (3e™)(e¥') = Wyy(t) = —€.

We are now ready to compute the functions u; and u,. Notice that Eq. (2.4.3) the following
differential equations

I y2f ! ylf
— 7 = 24
' Wysy Wy,
So, the equation for u, is the following,
u, = =¥ (2e!) (=) = ul=2 = u=—e
uy =2t (=) = ul=-2e" = wu,=2"",

where we have chosen the constant of integration to be zero. The particular solution we are
looking for is given by

yp = (7)) + (2e7)(e*) = yp=c¢"
Then, the general solution theorem for nonhomogeneous equation implies

Ygen(t) = c. €3 +c_e* + € ¢ c- € R

EXAMPLE 2.4.7: Find a particular solution to the differential equation
t2y" — 2y =3t* -1,

knowing that 3, = 2 and y, = 1/t are solutions to the homogeneous equation %y — 2y = 0.
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SOLUTION: We first rewrite the nonhomogeneous equation above in the form given in The-
orem 2.4.4. In this case we must divide the whole equation by ¢2,

y —t%yzs—tlz N f(t):g—tlz.
We now proceed to compute the Wronskian of the fundamental solutions y, ¥,
o/ —1 1
Win® = ()5 ) = @0(5) = Wil = =3.
We now use the equation in (2.4.3) to obtain the functions u, and us,,

1¢’1:—%(3—l)L u;:(ﬂ)(;;_l)i

1
= *_*t_g = Uq :h’l(t)'i‘gt_Q, :_t2+§ = u2:_§t3+§t

A particular solution to the nonhomogeneous equation above is g, = u;y; + usy,, that is,

1

Up = @nu)4-}¢—2]@2)+-1(—#3+t)u—1)

6 3
=ﬂm@+%—%ﬁ+%
:ﬂm@}+%—%ﬁ
:ﬁ%mw+%—%%uy

However, a simpler expression for a solution of the nonhomogeneous equation above is

1
yp = 12 In(t) + 7
<

Remark: Sometimes it could be difficult to remember the formulas for functions u; and us
in (2.4.3). In such case one can always go back to the place in the proof of Theorem 2.4.4
where these formulas come from, the system

uyy; +uyy, = f
wyys + uhy, = 0.

The system above could be simpler to remember than the equations in (2.4.3). We end this
Section using the equations above to solve the problem in Example 2.4.7. Recall that the
solutions to the homogeneous equation in Example 2.4.7 are y,(t) = t2, and y,(t) = 1/t,
while the source function is f(t) = 3 — 1/t2. Then, we need to solve the system

1
tzu’1+u;¥ =0,

/ /(_1) _ 1
2tuy + u, 2 —3—t—2.

This is an algebraic linear system for «} and u}. Those are simple to solve. From the equation
on top we get ul, in terms of u}, and we use that expression on the bottom equation,
|

1
/ 3 7 / /
u, = —t"u, = 2tu1+tu1——3——t2 = ul—g——3t3.
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Substitue back the expression for «} in the first equation above and we get u,. We get,

u,_l 1
Tt 33

1
/:_t2 .
Uy —|—3

We should now integrate these functions to get u, and u, and then get the particular solution
Yp = U1Ys + usy>. We do not repeat these calculations, since they are done Example 2.4.7.
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2.4.4. Exercises.

2.4.1.- . 2.4.2.- .
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2.5. APPLICATIONS

Different physical systems are mathematically identical. In this Section we show that a
weight attached to a spring, oscillating trough air of under water, is mathematically identical
to the behavior of an electric current in a circuit containing a resistor, a capacitor, and an
inductor. Mathematical identical means in this case that both systems are described by the
same differential equation.

2.5.1. Review of Constant Coefficient Equations. In § 2.3 we have found solutions to
second order, linear, homogeneous, differential equations with constant coefficients,

y' +ay +acy =0, as,a, € R. (2.5.1)

Theorem 2.3.2 contains formulas for the general solution of this equation. We review these
formulas here and at the same time we introduce new names that are common in the physics
literature to describe these solutions. The first step to obtain solutions to Eq. (2.5.1) is to
find the roots or the characteristic polynomial p(r) = r? + a,r + a,, which are given by

a 1
ri:—éii a? — 4ae.

We then have three different cases to consider.

(a) A system is called overdamped in the case that a?—4a, > 0. In this case the characteristic
polynomial has real and distinct roots, 7., r-, and the corresponding solutions to the
differential equation are

y+(t) — emt’ y-(t) — er-t.
So the solutions are exponentials, increasing or decreasing, according whether the roots
are positive or negative, respectively. The decreasing exponential solutions originate the
name overdamped solutions.

(b) A system is called critically damped in the case that a? —4a, = 0. In this case the charac-

teristic polynomial has only one real, repeated, root, r, = —a, /2, and the corresponding
solutions to the differential equation are then,

y.(t) = e~ ut/2, y-(t) = te—mt/2,

(c) A system is called underdamped in the case that a? —4a, < 0. In this case the character-
istic polynomial has two complex roots, r4 = « & S, one being the complex conjugate
of the other, since the polynomial has real coefficients. The corresponding solutions to
the differential equation are

y.(t) = e* cos(Bt), y(t) = e* sin(Bt).

1
where o = —% and 8 = 5\/4% —a?. In the particular case that the real part of

the solutions vanishes, a; = 0, the system is called undamped, since it has oscillatory
solutions without any exponential decay or increase.

2.5.2. Undamped Mechanical Oscillations. Springs are curious objects, when you slightly
deform them they create a force proportional and in opposite direction to the deformation.
When you release the spring, it goes back to its original shape. This is true for small enough
deformations. If you stretch the spring long enough, the deformations are permanent.
Consider a spring-plus-body system as shown in Fig. 2.5.2. A spring is fixed to a ceiling
and hangs vertically with a natural length [. It stretches by Al when a body with mass m
is attached to the spring lower end, just like the middle spring in Fig. 2.5.2. We assume
that the weight m is small enough so that the spring is not damaged. This means that the
spring acts like a normal spring, whenever it is deformed by an amount Al it makes a force
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proportional and opposite to the deformation, Fy9g = —k Al. Here k > 0 is a constant that
depends on the type of spring. Newton’s law of motion implies the following result.

Theorem 2.5.1. A spring-plus-body system with spring constant k, body mass m, at rest
with a spring deformation Al, within the range where the spring acts like a spring, satisfies

mg =k Al.

Proof of Theorem 2.5.1: Since the spring-plus-body system is at rest, Newton’s law of
motion implies that all forces acting on the body must add up to zero. The only two forces
acting on the body are its weight, F; = mg, and the force done by the spring, Fyo = —k Al.

We have used the hypothesis that Al is small
enough so the spring is not damaged. We
are using the sign convention displayed in
Fig. 2.5.2, where forces downwards are posi-
tive. As we said above, since the body is at
rest, the addition of all forces acting on the
body must vanish,

Fg+Fo=0 = mg=~FkAL

This establishes the Theorem. O
Rewriting the equation above as
mg
k= AL ,
it is possible to compute the spring constant k '
by measuring the displacement Al and know-
ing the body mass m. FI1GURE 11. Springs with weights.

We now find out how the body will move when we take it away from the rest position.
To describe that movement we introduce a vertical coordinate for the displacements, y, as
shown in Fig. 2.5.2, with y positive downwards, and y = 0 at the rest position of the spring
and the body. The physical system we want to describe is simple; we further stretch the
spring with the body by ¥, and then we release it with an initial velocity 9,. Newton’s law
of motion determine the subsequent motion.

Theorem 2.5.2. The vertical movement of a spring-plus-body system in air with spring

constant k > 0 and body mass m > 0 is described by the solutions of the differential equation
my"(t) + ky(t) =0, (2.5.2)

where y is the vertical displacement function as shown in Fig. 2.5.2. Furthermore, there is

a unique solution to Eq. (2.5.2) satisfying the initial conditions y(0) =y, and y'(0) = y,
y(t) = A cos(wt — ),

[k
with natural frequency w, = | —, where the amplitude A > 0 and phase-shift ¢ € (—m, x],
m

2
A= y?—i—yfl ¢:arctan( Y )

2 b
w; WolYo

Remark: The natural frequency of the system w, = y/k/m is an angular, or circular,
frequency. So when w, # 0 the motion of the system is periodic with period T = 27 /w, and
frequency v, = w,/(27).
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Proof of Theorem 2.5.2: Newton’s second law of motion says that mass times acceleration
of the body my”(t) must be equal to the sum of all forces acting on the body, hence

my" (t) = Fy + Fso + Fs(t),

where Fy(t) = —ky(t) is the force done by the spring due to the extra displacement y.
Since the first two terms on the right hand side above cancel out, F,; + F5o = 0, the body
displacement from the equilibrium position, y(t), must be solution of the differential equation

my” (t) + ky(t) = 0.

which is Eq. (2.5.2). In § 2.3 we have seen how to solve this type of differential equations.
The characteristic polynomial is p(r) = m#? + k, which has complex roots r+ = Fw?i,
where we introduced the natural frequency of the system,

k
Wo =1/ —.
m

The reason for this name is the calculations done in § 2.3, where we found that a real-valued
expression for the general solution to Eq. (2.5.2) is given by

Ygen () = ¢, cos(wot) + c- sin(wot).

This means that the body attached to the spring oscillates around the equilibrium position
y = 0 with period T' = 27 /w,, hence frequency v, = w,/(27). There is an equivalent way to
express the general solution above given by

Ygen(t) = A cos(wot — ).
These two expressions for ygen are equivalent because of the trigonometric identity
A cos(wot — @) = A cos(wot) cos(d) + Asin(w,t) sin(e),

which holds for all A and ¢, and w,t. Then, it is not difficult to see that

c. = Acos(o), A=/l +¢2,
c. = Asin(¢). < o= arctan(&)

Cs
Since both expressions for the general solution are equivalent, we use the second one, in
terms of the amplitude and phase-shift. The initial conditions y(0) = y, and 3/'(0) = ¥,
determine the constants A and ¢. Indeed,

y2
Yo = y(0) = A cos(9), A:Uyg"‘jy
. = 0
y1 = y'(0) = Aw, sin(¢). n
¢ = arctan( )
WoYo
This establishes the Theorem. O

ExaMPLE 2.5.1: Find the movement of a 50 gr mass attached to a spring moving in air
with initial conditions y(0) = 4cm and y'(0) = 40cm/s. The spring is such that a 30gr
mass stretches it 6 cm. Approximate the acceleration of gravity by 1000 cm/s?.

SOLUTION: Theorem 2.5.2 says that the equation satisfied by the displacement y is given by

my” + ky = 0.
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In order to solve this equation we need to find the spring constant, k, which by Theorem 2.5.1
is given by k = mg/Al. In our case when a mass of m = 30gr is attached to the sprint, it
stretches Al = 6 cm, so we get,
30) (1000
g BOU000) S0 &
6 s2
Knowing the spring constant & we can now describe the movement of the body with mass
m = 50 gr. The solution of the differential equation above is obtained as usual, first find the
roots of the characteristic polynomial

[k 5000 1
mrl4+k=0 = 7rp=dwi, wo=1/—=1/— = w,=10-.
m 50 S

We write down the general solution in terms of the amplitude A and phase-shift ¢,
y(t) = A cos(wot — ) = y(t) = A cos(10t — ¢).

To accommodate the initial conditions we need the function y'(t) = —Aw, sin(wet — ¢). The
initial conditions determine the amplitude and phase-shift, as follows,

4 =y(0) = Acos(¢), N A= V16 +16, 0
40 = 4/ (0) = —10 Asin(—9) ¢ = arctan(m).

We obtain that A = 41/2 and tan(¢) = 1. The later equation implies that either ¢ = 7/4 or
¢ = —3n/4, for ¢ € (—m,w]. If we pick the second value, ¢ = —3x/4, this would imply that
y(0) < 0 and y'(0) < 0, which is not true in our case. So we must pick the value ¢ = /4.
We then conclude:

y(t) = 4v/2 cos(lOﬁ — g)

<

2.5.3. Damped Mechanical Oscillations. Suppose now that the body in the spring-plus-
body system is a thin square sheet of metal. If the main surface of the sheet is perpendicular
to the direction of motion, then the air dragged by the sheet during the spring oscillations will
be significant enough to slow down the spring oscillations in an appreciable time. One can
find out that the friction force done by the air opposes the movement and it is proportional
to the velocity of the body, that is, Fy = —dy'(t). We call such force a damping force, where
d > 0 is the damping constant, and systems having such force damped systems. We now
describe the spring-plus-body system in the case that there is a non-zero damping force.

Theorem 2.5.3.

(a) The vertical displacement y, function as shown in Fig. 2.5.2, of a spring-plus-body sys-
tem with spring constant k > 0, body mass m > 0, and damping constant d > 0, is
described by the solutions of

my"(t) +dy'(t) + ky(t) =0, (25.3)
(b) The roots of the characteristic polynomial of Eq. (2.5.3) are ry = —wq £ /w3 — wd,
d k
with damping frequency wg = o and natural frequency wy = 1/ —.
m m
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(¢) The solutions to Eq. (2.5.3) fall into one of the following cases:
(i) A system with wg > wo is called overdamped, with general solution to Eq. (2.5.3)
Ygen(t) = coe” +c_e™ .
(ii) A system with wg = wy is called critically damped, with general solution to Eq. (2.5.3)
Ygen(t) = cr e e te i,
(iii) A system with wy < w, is called underdamped, with general solution to Eq. (2.5.3)
Ygen(t) = Ae™ cos(ft — ¢),
where 8 = \/wg — w3 is the system frequency. The case wq = 0 is called undamped.
(d) There is a unique solution to Eq. (2.5.2) with initial conditions y(0) = y, and y'(0) = y,.
Remark: In the case the damping constant vanishes we recover Theorem 2.5.2.
Proof of Therorem 2.5.2: Newton’s second law of motion says that mass times acceler-

ation of the body m y” (t) must be equal to the sum of all forces acting on the body. In the
case that we take into account the air dragging force we have

my"(t) = Fy + Fo + Fy(t) + Fa(t),
where Fy(t) = —ky(t) as in Theorem 2.5.2, and Fy(t) = —dy'(t) is the air-body dragging
force. Since the first two terms on the right hand side above cancel out, F, + Fyg = 0,
as mentioned in Theorem 2.5.1, the body displacement from the equilibrium position, y(t),
must be solution of the differential equation
my"(t) ++dy' (t) + ky(t) = 0.

which is Eq. (2.5.3). In § 2.3 we have seen how to solve this type of differential equations.
The characteristic polynomial is p(r) = mr? + dr + k, which has complex roots

re =g lodE VE k] = (5) - = = et e -k

2m/)  m

d k
where wy = % and w, = 1/ —. In § 2.3 we found that the general solution of a differential
m m

equation with a characteristic polynomial having roots as above can be divided into three
groups. For the case r, # r. real valued, we obtain case (ci), for the case r, = r. we
obtain case (cii). Finally, we said that the general solution for the case of two complex roots
r+ = o+ [i was given by

Ygen(t) = €% (c. cos(Bt) + c_sin(Bt)).

In our case &« = —wg and § = \/wZ — w3. We now rewrite the second factor on the right-hand
side above in terms of an amplitude and a phase shift,

Ygen(t) = Ae™ % cos(Bt — ).
The main result from § 2.3 says that the initial value problem in Theorem 2.5.3 has a unique

solution for each of the three cases above. This establishes the Theorem. O

EXAMPLE 2.5.2: Find the movement of a 5Kg mass attached to a spring with constant
k= 5Kg/Secs2 moving in a medium with damping constant d = 5Kg/Secs, with initial
conditions y(0) = v/3 and y(0) = 0.

SOLUTION: By Theorem 2.5.3 the differential equation for this system is my” +dy’ +ky = 0,
with m =5, k =5, d = 5. The roots of the characteristic polynomial are

d 1 k
Ty = —wg £ /w3 — Wi, Wi=g5 =5 WOZHE:L
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that is,

This means our system has underdamped oscillations. Following Theorem 2.5.3 part (ciii),
our solution must be given by
3
y(t) = Ae /2 cos(g t— (b).
We only need to introduce the initial conditions into the expression for y to find out the
amplitude A and phase-shift ¢. In order to do that we first compute the derivative,
1 V3 ) V3 V3

"(t) = —= Ae t/? Y2y Y2 At 2 X2 —
y'(t) 2Ae cos( 5 t—¢ 5 Ae sm( 5 t gb).

The initial conditions in the example imply,

V3 =y(0) = Acos(¢), 0=14'(0) = f% Acos(p) + ? Asin(g).

The second equation above allows us to compute the phase-shift, since

1
tan(gb):% = (,25:%, or gf):%*ﬂ':*%.
If = —57/6, then y(0) < 0, which is not out case. Hence we must choose ¢ = 7/6. With
that phase-shift, the amplitude is given by

ﬁzAcos(%)zA? = A=2.

We conclude: y(t) = 2e~"/? cos(? t— %) <

2.5.4. Electrical Oscillations. We describe the electric current flowing through an electric
circuit consisting of a resistor, a capacitor, and an inductor connected in series as shown in
Fig. 12. A current can start when a magnet is moved near the inductor. If the circuit has low
resistance, the current will keep flowing through the inductor between the capacitor plates,
endlessly. There is no need of a power source to keep the current flowing. The presence of
a resistance transforms the current energy into heat, damping the current oscillation.

This system, called RLC circuit, is described
by an integro-differential equation found by R T
Kirchhoff, now called Kirchhofl’s voltage law, C

relating the resistor R, capacitor C, inductor
L, and the current [ in a circuit as follows,

V) (N

I(t) = electric current

1 t
LI(6)+RI(t)+ / I(s)ds = 0. (2.5.4)
% FIGURE 12. An RLC circuit.

Kirchhoff’s voltage law is all we need to present the following result.

Theorem 2.5.4. The electric current function I in an RLC circuit with resistance R > 0,
capacitance C' > 0, and inductance L > 0, satisfies the differential equation

1
LF+RP+51:0
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Furthermore, the results in Theorem 2.5.3 parts (c), (d), hold with the roots of the charac-

R
teristic polynomial ry = —wy £ /w2 — w2, and with the damping frequency wq = oL and
1

LC”
Proof of Theorem 2.5.4: Compute the derivate on both sides in Eq. (2.5.4),

natural frequency w, =

1
LI”+RI’+5I:O,

and divide by L,
R 1
17 v / L _
() + 2(2L) I+ LC I(t) =0.

R 1
Introduce wy = oL and w, = Wirek then Kirchhoff’s law can be expressed as the second

order, homogeneous, constant coefficients, differential equation
I" +2wg ' + W2 T =0.
The rest of the proof follows the one of Theorem 2.5.3. This establishes the Theorem. [J

EXAMPLE 2.5.3: Find real-valued fundamental solutions to I” + 2wq I’ + w2 I = 0, where
wa = R/(2L), w? = 1/(LC), in the cases (a), (b) below.

SoLUTION: The roots of the characteristic polynomial, p(r) = r? + 2wgr + w2, are given by
1
rizi[—de:I:\/élwg—llwg] = ry=-—wgty/wi—w?

Case (a): R =0. This implies wg = 0, so r+ = +iw,. Therefore,
I, (t) = cos(wot), I,(t) = sin(wot).

Remark: When the circuit has no resistance, the current oscillates without dissipation.

Case (b): R < 4/4L/C. This implies
AL R?

1

Therefore, the characteristic polynomial has

complex roots r4 = —wg+iy/w2 — wﬁ, hence
the fundamental solutions are

I,(t) = e~ cos(B1),
L(t) = e” i sin(B1),
with 8 = /w2 —w?. Therefore, the resis-

tance R damps the current oscillations pro-
duced by the capacitor and the inductance.<1

I I

F1cUre 13. Typical currents
L, I, for case (b).
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CHAPTER 3. POWER SERIES SOLUTIONS

The first differential equations were solved around the end of the seventeen century and
beginning of the eighteen century. We studied a few of these equations in § 1.1-1.4 and the
constant coefficients equations in Chapter 2. By the middle of the eighteen century people
realized that the methods we learnt in these first sections had reached a dead end. One reason
was the lack of functions to write the solutions of differential equations. The elementary
functions we use in calculus, such as polynomials, quotient of polynomials, trigonometric
functions, exponentials, and logarithms, were simply not enough. People even started to
think of differential equations as sources to find new functions. It was matter of little time
before mathematicians started to use power series expansions to find solutions of differential
equations. Convergent power series define functions far more general than the elementary
functions from calculus.

In § 3.1 we study the simplest case, when the power series is centered at a regular point
of the equation. The coefficients of the equation are analytic functions at regular points, in
particular continuous. In § 3.2 we study the Euler equidimensional equation. The coefficients
of an Euler equation diverge at a particular point in a very specific way. No power series
are needed to find solutions in this case. In § 3.3 we solve equations with regular singular
points. The equation coefficients diverge at regular singular points in a way similar to
the coefficients in an Euler equation. We will find solutions to these equations using the
solutions to an Euler equation and power series centered precisely at the regular singular
points of the equation.

P

Py

—_
Y
8
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3.1. SOLUTIONS NEAR REGULAR POINTS

We study second order linear homogeneous differential equations with variable coefficients,

y' +p@)y +q(x)y=0.

We look for solutions on a domain where the equation coefficients p, ¢ are analytic functions.
Recall that a function is analytic on a given domain iff it can be written as a convergent
power series expansions on that domain. In Appendix B we review a few ideas on analytic
functions and power series expansion that we need in this section. A regular point of the
equation is every point where the equation coefficients are analytic. We look for solutions
that can be written as power series centered at a regular point. For simplicity we solve only
homogeneous equations, but the power series method can be used with nonhomogeneous
equations without introducing substantial modifications.

3.1.1. Regular Points. We now look for solutions to second order linear homogeneous
differential equations having variable coefficients. Recall we solved the constant coefficient
case in Chapter 2. We have seen that the solutions to constant coefficient equations can
be written in terms of elementary functions such as quotient of polynomials, trigonometric
functions, exponentials, and logarithms. For example, the equation

y'+y=0
has the fundamental solutions y, (z) = cos(z) and y,(x) = sin(x). But the equation
zy" +y +xy=0

cannot be solved in terms of elementary functions, that is in terms of quotients of poly-
nomials, trigonometric functions, exponentials and logarithms. Except for equations with
constant coeflicient and equations with variable coefficient that can be transformed into
constant coefficient by a change of variable, no other second order linear equation can be
solved in terms of elementary functions. Still, we are interested in finding solutions to vari-
able coefficient equations. Mainly because these equations appear in the description of so
many physical systems.

We have said that power series define more general functions than the elementary func-
tions mentioned above. So we look for solutions using power series. In this section we center
the power series at a regular point of the equation.

Definition 3.1.1. A point x, € R is called a regular point of the equation
y' +p(@)y +q(z)y =0, (3.1.1)
iff p, q are analytic functions at x,. Otherwise x, is called a singular point of the equation.

Remark: Near a regular point z, the coefficients p and ¢ in the differential equation above
can be written in terms of power series centered at z,,

o0
p(l‘) =po+ D1 (I*‘To) + p2 (3'3*«T0)2 +-= an (xfxo)na
n=0
o0
@) =q+a(@—z) +q@—20) >+ = gn(x— )",
n=0

and these power series converge in a neighborhood of x,.
ExAaMpPLE 3.1.1: Find all the regular points of the equation

azy”+y’+x2y20.
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SOLUTION: We write the equation in the form of Eq. (3.1.1),
1
y' + Ey'ery =0.
In this case the coefficient functions are p(x) = 1/x, and ¢(z) = x. The function ¢ is analytic

in R. The function p is analytic for all points in R — {0}. So the point z, = 0 is a singular
point of the equation. Every other point is a regular point of the equation. <

3.1.2. The Power Series Method. The differential equation in (3.1.1) is a particular
case of the equations studied in § 2.1, and the existence result in Theorem 2.1.2 applies to
Eq. (3.1.1). This Theorem was known to Lazarus Fuchs, who in 1866 added the following: If
the coefficient functions p and ¢ are analytic on a domain, so is the solution on that domain.
Fuchs went ahead and studied the case where the coefficients p and ¢ have singular points,
which we study in § 3.3. The result for analytic coefficients is summarized below.

Theorem 3.1.2. If the functions p, q are analytic on an open interval (x, — p, xo+ p) C R,
then the differential equation

y' + @)y +aq(@)y =0,
has two independent solutions, Yy, 4., which are analytic on the same interval.

Remark: A complete proof of this theorem can be found in [2], Page 169. See also [10],
§ 29. We present the first steps of the proof and we leave the convergence issues to the latter
references. The proof we present is based on power series expansions for the coefficients p,
q, and the solution y. This is not the proof given by Fuchs in 1866.

Proof of Thorem 3.1.2: Since the coefficient functions p and ¢ are analytic functions on
(o — p,xo + p), where p > 0, they can be written as power series centered at z,

o0 o0
pa)=> pol@—2)" @)= gn(z—x)"
n=0 n=0
We look for solutions that can also be written as power series expansions centered at x,
o0
y(z) = Z ap, (T — xo)".
n=0

We start computing the first derivatives of the function y,
o0 o0
y'(z) = Z nan (x — )" = y(z) = Z nay (& — )",
n=0 n=1

where in the second expression we started the sum at n = 1, since the term with n = 0
vanishes. Relabel the sum with m = n — 1, so when n = 1 we have that m = 0, and
n =m + 1. Therefore, we get

y'() =Y (m+1)agmer) (@ —20)™
m=0
We finally rename the summation index back to n,

o0
y'(z) = Z(n + 1)agr) (x — 20)". (3.1.2)
n=0
From now on we do these steps at once, and the notation n — 1 = m — n means

o0

y'(z) = Z nay, (z — )" = Z(n + 1)agg) (& —20)".

n=0
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We continue computing the second derivative of function y,

oo

y'(x) = Z”(” — Dan (z — 20) "2,

n=2
and the transformation n — 2 = m — n gives us the expression

o0

y'(@) =3 (n+2)(n+ Dagua) (@ — 20)".
n=0

The idea now is to put all these power series back in the differential equation. We start

with the term
v= (X e —20") (3 amler - ™)
OO:O . m=0
=Z(Z AkGn— k) (x —x0)",

k=0

where the second expression above comes from standard results in power series multiplica-
tion. A similar calculation gives

x)y = (an ) ) (io (M 4 1)agm i1y (@ — )™ )
= Z (Z(k + 1>a(k+1)pn—k) (x — xo)".

n=0 k=0
Therefore, the differential equation 3" 4+ p(x) ¢y’ + ¢(x) y = 0 has now the form

> [(n +2)(n+ Daguyz) + O [(k+ Dagesnpm—k) + akQ(nfk)H (x —x0)" = 0.
n=0 k=0

So we obtain a recurrence relation for the coefficients a.,,

(n+2)(n + Dagusz) + >_[(k + Dags1)Pin—k) + @hn-r)] =0,

k=0
forn =0,1,2,---. Equivalently,
1 n
a(n+2) = —m Z[(k + 1)a(k+1)p(n,k) + akq(n,k). (313)
k=0
We have obtained an expression for a(,2) in terms of the previous coefficients a, 41y, , ao

and the coefficients of the function p and ¢. If we choose arbitrary values for the first two
coefficients ag and aq, the the recurrence relation in (3.1.3) define the remaining coefficients
as,as, -+ in terms of ag and a;. The coefficients a,, chosen in such a way guarantee that
the function y defined in (3.1.2) satisfies the differential equation.

In order to finish the proof of Theorem 3.1.2 we need to show that the power series
for y defined by the recurrence relation actually converges on a nonempty domain, and
furthermore that this domain is the same where p and ¢ are analytic. This part of the
proof is too complicated for us. The interested reader can find the rest of the proof in [2],
Page 169. See also [10], § 29. O

It is important to understand the main ideas in the proof above, because we will follow
these ideas to find power series solutions to differential equations. So we now summarize
the main steps in the proof above:
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(a) Write a power series expansion of the solution centered at a regular point x,,
o0
y(x) =Y an (@ —x0)".
n=0

(b) Introduce the power series expansion above into the differential equation and find a
recurrence relation among the coefficients a,,.

(¢) Solve the recurrence relation in terms of free coefficients.
(d) If possible, add up the resulting power series for the solutions y;, y,.

We follow these steps in the examples below to find solutions to several differential equa-
tions. We start with a first order constant coefficient equation, and then we continue with
a second order constant coefficient equation. The last two examples consider variable coef-
ficient equations.

ExaMpPLE 3.1.2: Find a power series solution y around the point x, = 0 of the equation
y +cy=0, ceR.

SOLUTION: We already know every solution to this equation. This is a first order, linear,
differential equation, so using the method of integrating factor we find that the solution is

cx

y(x) =ape ", a, € R.

We are now interested in obtaining such solution with the power series method. Although
this is not a second order equation, the power series method still works in this example.
Propose a solution of the form

o0 o0
y= Z apz” = Yy = Z nay Y.
n=0 n=1

We can start the sum in ¢’ at n = 0 or n = 1. We choose n = 1, since it is more convenient
later on. Introduce the expressions above into the differential equation,

o0 oo
E nan, 2" + ¢ E anpx” =0.
n=1 n=0

Relabel the first sum above so that the functions z*~! and z” in the first and second sum
have the same label. One way is the following,

Z(n + a1y 2" + Z capz" =0
n=0 n=0

We can now write down both sums into one single sum,

o0

(n+1)amyr) +can| 2™ =0.
(n+1)

n=0

Since the function on the left-hand side must be zero for every x € R, we conclude that
every coefficient that multiplies " must vanish, that is,

(n+1)amery +cap, =0, n > 0.

The last equation is called a recurrence relation among the coefficients a,,. The solution of
this relation can be found by writing down the first few cases and then guessing the general
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expression for the solution, that is,

n =20, a; = —Cayg = a; = —Cay,
2

n=1, 2a, = —cay = azzgao,

3

n =2, 3as = —ca, = anggao,
4
c

n =3, 4ay = —cas = a4:1a0.

One can check that the coefficient a,, can be written as

C’I’L

an = (_1)”5 Ao,
which implies that the solution of the differential equation is given by
(1S > (—cx)”
y@)=a ) ()" = y@)=ay e = y@) =

n=0 ’ n=0 g

ExAMPLE 3.1.3: Find a power series solution y(z) around the point z, = 0 of the equation
y'+y=0.
SOLUTION: We know that the solution can be found computing the roots of the characteristic
polynomial 72 4+ 1 = 0, which gives us the solutions
y(x) = ao cos(z) + a, sin(z).

We now recover this solution using the power series,

o0 oo oo
y = Z ay " Z na,z™ Y, = = Z n(n —1)a, 22,
n=0 n=1 n=2

Introduce the expressions above into the differential equation, which involves only the func-
tion and its second derivative,

oo

Zn(nfl "2+Zan —

n=2
Relabel the first sum above, so that both sums have the same factor z". One way is,

Z(n +2)(n + 1)agqo) 2" + Z anpz" = 0.
n=0 n=0

Now we can write both sums using one single sum as follows,

oo
Z [(n+2)(n+1L)amia) +an]z" =0 = (n+2)(n+1)ap42) +a, =0. n=>0.
n=0
The last equation is the recurrence relation. The solution of this relation can again be found
by writing down the first few cases, and we start with even values of n, that is,

1
n =0, (2)(1)a, = —ag = a4z = —5; o,
1
n=2, (4)(3)ay = —a, = ag = 7 o,
1
n =4, (6)(5)ag = —aq = ag = —— Go.
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One can check that the even coefficients as;, can be written as

(-1)*

a2k = W Qo
The coeflicients a,, for the odd values of n can be found in the same way, that is,
n=1, (3)(2)as = —a, = az = —é ay,
n =3, (5)(4)as = —as = as = %al,
n =25, (7M)(6)ar = —as = ar = f% a;.

One can check that the odd coefficients asy41 can be written as
(_1)k:
A2k4+1 = 7(2k:+ 1! ay

Split the sum in the expression for y into even and odd sums. We have the expression for
the even and odd coefficients. Therefore, the solution of the differential equation is given by

(D o~ (-1)F 1
y(f) *ao’;) (Qk)' x2k+a1];)m$2k+ .

One can check that these are precisely the power series representations of the cosine and
sine functions, respectively,

y(x) = ao cos(z) + a, sin(z). “

ExAMPLE 3.1.4: Find the first four terms of the power series expansion around the point
o = 1 of each fundamental solution to the differential equation

y”—xy’—yzO.
SOLUTION: This is a differential equation we cannot solve with the methods of previous

sections. This is a second order, variable coefficients equation. We use the power series
method, so we look for solutions of the form

oo [ee] oo
yzZan(JE—l)" = y’:Znan(m—l)”fl = Znn—lanx—l)
n=0 n=1 n=2
We start working in the middle term in the differential equation. Since the power series is
centered at x, = 1, it is convenient to re-write this term as x ¢y’ = [(x — 1) + 1] ¢/, that is,
o0
xy = Z napx(z —1)"1
n=1

= Z nay [(x = 1) + 1] (x = 1) "
n=1

= Z nap(z — 1)" + Z na,(z —1)""% (3.1.4)
n=1 n=1

As usual by now, the first sum on the right-hand side of Eq. (3.1.4) can start at n = 0, since
we are only adding a zero term to the sum, that is,

Znanx—l Znanx—l
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while it is convenient to relabel the second sum in Eq. (3.1.4) follows,

Z na,(x —1)"" 1 = Z(n + Dagen(z—1)"
n=1 n=0

so both sums in Eq. (3.1.4) have the same factors (z — 1)™. We obtain the expression

xyl = Z nan(x - 1)n + Z(TL + 1)a(n+1)(m - 1)n

n=0 n=0
= i [nan + (n+ 1)ag41] (z — 1™ (3.1.5)
n=0
In a similar way relabel the index in the expression for 3", so we obtain
Y’ = i(n +2)(n 4+ 1)agyo)(z —1)". (3.1.6)

n=0

If we use Egs. (3.1.5)-(3.1.6) in the differential equation, together with the expression for y,
the differential equation can be written as follows

> (4 2)(n+ Dagray(@—1)" =Y [nan + (n+ Dagiy) (@ = 1)" =Y an(z—1)" =0.
n=0 n=0 n=0

We can now put all the terms above into a single sum,

o0

Z [(n +2)(n+ Dagnyz) — (0 + 1)a@gr) — nan — an} (x—1)"=0.

n=0

This expression provides the recurrence relation for the coefficients a,, with n > 0, that is,
(n+2)(n+ Dagny2) — (n+ a1y — (n+1)a, =0
(n+1) [(” +2)a(mt2) — Any1) — a'n:| =0,

which can be rewritten as follows,

(n+ 2)(L<n+2) — U(py1) — Gp =0, (3.1.7)
We can solve this recurrence relation for the first four coefficients,

n=0 2a, — ay — ao =0 = a2:%+%,

a4 Qg

=1 3a; —a, —a; =0 = = =4+ —
n a3 — Ay — Gy as 5 + 6’

a4 Qg
=2 dagy —az —a, =0 = =— 4+ —.

n a4 — Q3 — Qo a4 1 + 6

Therefore, the first terms in the power series expression for the solution y of the differential
equation are given by

— _ %%_2(@%)_3(%%)_4...
Y=o+ ai(z 1)+<2+2)(x D+ (T4 5) @+ (T+F)@-'+
which can be rewritten as
1 1 1
y= ao{l—i-*(ﬂ?—1)2—|-*(33—1)3+7(1‘—1)4—|—-~-}
2 6 6
1 1 1
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So the first four terms on each fundamental solution are given by

1 1 3 1

Y1 :1+§(IL'71)2+6(1’71)3+6(5L‘71)4,
y2:(x*1)+%(x71)2+%(1‘71)3+i(x71)4.

<

ExAMPLE 3.1.5: Find the first three terms of the power series expansion around the point
o, = 2 of each fundamental solution to the differential equation

y' —xzy=0.

SoLUTION: We then look for solutions of the form

y= Zan(ax—2
n=0

It is convenient to rewrite the function 2y = [(z — 2) + 2]y, that is,

oo

Yy = Z anx(x —2)"
n=0
o0

Zan[(x—2)+2](a:—2)"

n=0
> an(z —2)" T 4> 2a,(z — 2)" (3.1.8)
n=0 n=0

We now relabel the first sum on the right-hand side of Eq. (3.1.8) in the following way,

o0

Zan (x —2)"H = Z y(x—2)" (3.1.9)

We do the same type of relabeling on the expression for y”,

y" = Z n(n — ap(z — 2)n—2
=3 (n+2)(n+ Dagya (@ —2)"
n=0

Then, the differential equation above can be written as follows

o0

Z(n+2)(n+l)a(n+2 T —2 Z2anz72 Zan nE—-2)"=0
n=0
(2)(1)a, — 2a, + Z (0 +2)(n+ Daguyz) = 20 = aguy)| (2= 2)" = 0.

n=1

So the recurrence relation for the coefficients a,, is given by

a, — ao =0, (n+2)(n+ 1)ami2) — 2an — an—1) =0, n > 1.
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We can solve this recurrence relation for the first four coefficients,

n=>0 az—aO:O = Gy, = ao,

n=1 (3)(2)as — 2a; —ao =0 = a3:%+%,
Q, a

n=2 (4)(3)a4*2a2*a1:0 = a4:€+é’

Therefore, the first terms in the power series expression for the solution y of the differential
equation are given by

y:ao+a1(x—2)+ao(x—2)2—|—<%+%)(x—2)3+(@+a1)(x—2)4+~-~

6 3 6 ' 12
which can be rewritten as

—_

Y= ao|:].+($—2)2+*($—2)3+é(x—2)4+...:|

[=p}

1 1
+a1[(x—2)+§(x—2)3+ﬁ(g;—2)4+---]
So the first three terms on each fundamental solution are given by
1 .
=14 (@ -2+ oo -2,

! (x —2)%

1 .
Vo = (1 — )+ ~ (g —2)3
b= (=2 + 3 —2°+ o

<

3.1.3. The Legendre Equation. The Legendre equation appears when one solves the
Laplace equation in spherical coordinates. The Laplace equation describes several phenom-
ena, such as the static electric potential near a charged body, or the gravitational potential
of a planet or star. When the Laplace equation describes a situation having spherical sym-
metry it makes sense to use spherical coordinates to solve the equation. It is in that case
that the Legendre equation appears for a variable related to the polar angle in the spherical
coordinate system. See Jackson’s classic book on electrodynamics [8], § 3.1, for a derivation
of the Legendre equation from the Laplace equation.

ExaMpLE 3.1.6: Find all solutions of the Legendre equation
(1-2®)y" =22y +1(1+1)y =0,
where [ is any real constant, using power series centered at z, = 0.
SOLUTION: We start writing the equation in the form of Theorem 3.1.2,
2 (r+1
CaaY Tt (l(j—xQ))y:().
It is clear that the coefficient functions

2 RES)
p($>_ (171,2)7 q() (171‘2);

are analytic on the interval |z| < 1, which is centered at z, = 0. Theorem 3.1.2 says that
there are two solutions linearly independent and analytic on that interval. So we write the
solution as a power series centered at x, = 0,

oo
y(x) = Z an ",
n=0
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Then we get,

o0

Y = Z(n +2)(n + Dag,42) 2",

—2zy = Z —2na, ",

n=0

(l+1)y = i I+ Dap ™.

n=0
The Legendre equation says that the addition of the four equations above must be zero,
oo
Z((n +2)(n + 1)agmi2) — (n — Dna, — 2nay, + (1 + 1)a,) 2™ = 0.
n=0

Therefore,every term in that sum must vanish,
(n+2)(n+ 1ami2) — (n— 1)na, — 2na, + (1 + 1)a, = 0, n=n.

This is the recurrence relation for the coefficients a,,. After a few manipulations the recur-
rence relation becomes

(I—n)(l+n+1)

= — > .
A(n+2) (n+2)(n+1) an, nz=0
By giving values to n we obtain,
I(l+1 I—1){I+2
ag = — ( o )a07 032—7( ;E )a1-
Since a4 is related to as and as is related to az, we get,
o (=2)(1+3) =2+ 1)1+ 3)
“ETT W T T i
o (I=3)(+4) =3I -1 +2)(1+4)
T ¢ T T 51

If one keeps solving the coefficients a,, in terms of either ag or a;, one gets the expression,

(l+1 =2+ 1)
PR A (E I (B (RS TR TR
)(1+2) B (=3)I-1)(1+2)(1+4) 5
3! 5!
Hence, the fundamental solutions are
l(l+1 =21+ 1)
wiry =1~ D) o (DD
R [V I=3)(I—-1)(I+2)(l+4
o) —o_ ED042) o (=3A=DADA+) 5
3! 5!
The ration test provides the interval where the seires above converge. For function y, we
get, replacing n by 2n,
Qoo w22 ‘ B ‘_ ({=2n)(l+2n+1)
L @2n+1)(2n+2)

A similar result holds for y,. So both series converge on the interval defined by |z| < 1. <

+a1{x7(lil +}

22| = |z]? as n— oo.
2
Aoy TM
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Remark: The functions y,, y, are called Legendre functions. For a noninteger value of
the constant [ these functions cannot be written in terms of elementary functions. But
when [ is an integer, one of these series terminate and becomes a polynomial. The case
! being a nonnegative integer is specially relevant in physics. For [ even the function y,
becomes a polynomial while y, remains an infinite series. For [ odd the function y, becomes
a polynomial while the y, remains an infinite series. For example, for [ =0, 1, 2,3 we get,

l:O7 y1(3«"):1a
l:L y2(x):xa
=2, yi(x) =1 — 322,
o) 2

The Legendre polynomials are proportional to these polynomials. The proportionality fac-
tor for each polynomial is chosen so that the Legendre polynomials have unit lengh in a
particular chosen inner product. We just say here that the first four polynomials are

1:05 yl(gj):l’ P():yla Po(IL'):l,
lzla y2(x):xa P1:y27 Pl(x):xv
1 1
l:27 Z/1($):1_3332a P2:—§ZJ17 P2(a:)=§(3m2—1),
5 4 3 1 3
=3, yz(x):x—gzc , P3:—§y1, P3($)=§(5:£ —3z).

These polynomials, P,, are called Legendre polynomials. The graph of the first four Le-
gendre polynomials is given in Fig. 14.

Ya

1 Py
: Py :
I Py I

—1. EERE:
i P i
A J|
-1

FIGURE 14. The graph of the first four Legendre polynomials.
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3.1.4. Exercises.

3.1.1.- . 3.1.2.- .
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3.2. THE EULER EQUIDIMENSIONAL EQUATION

When the coefficients p and ¢ are analytic functions on a given domain, the equation

y' +p@)y +q(z)y=0

has analytic fundamental solutions on that domain. This is the main result in § 3.1, The-
orem 3.1.2. Recall that a function is analytic on an open domain iff the function admits
a convergent power series on that domain. In this section we start the study of equations
where the coefficients p and ¢ are not analytic functions. We want to study equations with
coefficients p and ¢ having singularities. We want to find solutions defined arbitrarily close
to these singularities. On the one hand, this is an important problem because many differ-
ential equations in physics have coefficients with singularities. And finding solutions with
physical meaning often involves studying all solutions near these singularities. On the other
hand, this is a difficult problem, and when p and g are completely arbitrary functions there
is not much that can be learned from the solutions of the equation. For this reason we start
our study with one of the simplest cases, Euler’s equidimensional equation.

3.2.1. The Roots of the Indicial Polynomial. We study the differential equation

y' +p(@)y +q(x)y =0,
where the coefficients p and ¢ are given by

_ P )= _ P
(x — )’ a(®) (z — 30)2’

with p, and ¢, constants. The point z, is a singular point of the equation; the functions p
and ¢ are not analytic on an open set including z,. But the singularity is of a good type,
the type we know how find solutions. We start with a small rewriting of the differential
equation we are going to study.

p(z) =

Definition 3.2.1. The Fuler equidimensional equation for the unknown y with singular
point at x, € R is given by the equation below, where p, and q, are constants,

(x—2)% Y +po(x—20)y + @y =0.

Remarks:

(a) This equation is also called Cauchy equidimensional equation, Cauchy equation, Cauchy-
Euler equation, or simply Euler equation. As George Simmons says in [10], “Euler
studies were so extensive that many mathematicians tried to avoid confusion by naming
subjects after the person who first studied them after Euler.”

(b) The equation is called equidimensional because if the variable x has any physical di-

. : d o
mensions, then the terms with (x — xo)”d—n, for any nonnegative integer n, are actually
x
dimensionless.

(¢) The exponential functions y(x) = €™ are not solutions of the Euler equation. Just
introduce such a function into the equation, and it is simple to show that there is no
constant 7 such that the exponential is solution.

(d) As we mentioneed above, the point z, € R is a singular point of the equation.
(e) The particular case x, = 0 is
22y + poxy + oy =0.

We now summarize what is known about solutions of the Euler equation.
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Theorem 3.2.2 (Euler Equation). Consider the Euler equidimensional equation

(x—20)%y" +po(x —20)y +qoy =0, T > T, (3.2.1)

where po, Go, and x, are real constants, and let v, be the roots of the indicial polynomial
p(r) =7r(r = 1) 4 por + go.
(a) If r. # r_, real or complex, then the general solution of Eq. (3.2.1) is given by

Ygen(t) = (@ — 20)"" +c-(x —20)", x>z, ¢, c- €R.
(b) If r. =r. =1, €R, then the general solution of Eq. (3.2.1) is given by
ygen(t) =G (I - xo)’f‘o +c (T - IO)TD ln(m - 'To)a T > Ty, Cs C-E R.

Furthermore, given real constants x, # x,, Yo and y,, there is a unique solution to the initial
value problem given by Eq. (3.2.1) and the initial conditions

y(x1) = Yo, Y (z1) = ys.

Remark: We have restricted to a domain with z > x,. Similar results hold for x < z,. In
fact one can prove the following: If a solution y has the value y(x — z,) at © — z, > 0, then
the function § defined as g(z — x,) = y(—(z — x,)), for x — z, < 0 is solution of Eq. (3.2.1)
for z — x, < 0. For this reason the solution for z # x, is sometimes written in the literature,
see [3] § 5.4, as follows,

Yeen(t) = Culw — o|™ +co|x —20|™, 7. #1,

Ygen(t) = Co|x — To|™ + - |z — 20| In|x — 20|, Te=1-=10.
However, when solving an initial value problem, we need to pick the domain that contains
the initial data point x;. This domain will be a subinterval in either (—oo,z,) or (x,, 00).

The proof of this theorem closely follows the ideas to find all solutions of second order lin-
ear equations with constant coefficients, Theorem 2.3.2, in § 2.3. We first found fundamental
solutions to the differential equation

yll+a1y/+aoy207

and then we recalled that Theorem 2.1.7 says that any other solution is a linear combinantion
of any fundamental solutions pair. To get fundamental solutions we looked for exponential
functions y(x) = €"®, where the constant r was a root of the characteristic polynomial

r? 4+ ayr 4+ a, = 0.

When this polynomial had two different roots, r, # r_, we got the fundamental solutions

y+(x) =e™?, y-(m) — T,
When the root was repeated, r, = r. = ry, we used the reduction order method to get the
fundamental solutions

yo(2) = €™, y(z) =wxe™"
Well, the proof of Theorem 3.2.2 closely follows this proof, replacing the exponential function
by power functions.

Proof of Theorem 3.2.2: For simplicity we consider the case z, = 0. The general case
xo # 0 follows from the case x, = 0 replacing « by (z — x,). So, consider the equation

22y +poxy + gy =0, x> 0.
We look for solutions of the form y(x) = 2", because power functions have the property that

y =ra" !t = xy =ra”.
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A similar property holds for the second derivative,

2 = 2y =r(r—1)a".

y'=r(r—1)z
When we introduce this function into the Euler equation we get an algebraic equation for r,
[r(r=1)4+por+qla" =0 < r(r—1)+pr+q =0.
The constant 7 must be a root of the indicial polynomial
p(r) =r(r —1) 4 por + qo.

This polynomial is sometimes called the Euler characteristic polynomial. So we have two
possibilities. If the roots are different, r, # r_, we get the fundamental solutions

yo(z) = 2™,  y(z) =a",
If we have a repeated root r. = r. = r,, thhen one solution is y.(x) = z™. To obtain
the second solution we use the reduction order method. Since we have one solution to the
equation, y,, the second solution is

y-(z) =v(@)ye(z) = y(z) =v(z)a™.
We need to compute the first two derivatives of y_,
Y =reva Tl 40z, Y =ro(ro — Do 2 4 2rev 07t 4o 1",
We now put these expressions for y_, 4’ and y” into the Euler equation,
2% (1o(ro — v a”™ % + 2rgv” 2™ 40" 2™) + pox (rov ™ + 0 ™) + gua™ =0.
Let us reorder terms in the following way,
V" a2 4 (20 4 po) v 2T £ [ro(ro — 1) + poro + qo} vz = 0.
We now need to recall both that r, is a root of the indicial polynomial,
7o(ro — 1) + poro + g0 = 0,
and that r, is a repeated root, that is (p, — 1) = 4¢,, hence

—1
To = —7(1)02 ) = 2T0 —|—p0 =1.

Using these two properties of r, in the Euler equation above, we get the equation for v,
V"t gt =0 = a4+ =0.
This is a first order equation for w = v’,
wr+w=0 = (zw)=0 = w@)=—.

We now integrate one last time to get function v,
w
V== = w(x)=wln(z)+ v,
T

So the second solution to the Euler equation in the case of repeated roots is
y-(z) = (woln(z) + vo) 2™ = y.(z) = woz™ In(z) + vo yu(2).
It is clear we can choose v, = 0 and w, = 1 to get
y-(z) = 2™ In(x).
We have found fundamental solutions for all possible roots of the indicial polynomial. The

formulas for the general solutions follow from Theorem 2.1.7 in § 2.1. This establishes the
Theorem. ]
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ExaMpPLE 3.2.1: Find the general solution of the Euler equation below for z > 0,
22y + 4y +2y=0.
SoLuTION: We look for solutions of the form y(z) = 2", which implies that
xy'(z) = ra”, 22y (x) =r(r—1)a",
therefore, introducing this function y into the differential equation we obtain
[r(r—1)+4r+2]2"=0 < r(r—1)+4r+2=0.
The solutions are computed in the usual way,

1 r,=—1
P 4+3r+2=0 = rizi[—3j:\/9—8 = {r——2

So the general solution of the differential equation above is given by

N — =1 -2
Ygen(Z) = Cox™ F o 4

Remark: Both fundamental solutions in the example above are not analytic on any interval
including x = 0. Both solutions diverge at = = 0.

ExaMPLE 3.2.2: Find the general solution of the Euler equation below for z > 0,
22y —3xy +4y=0.
SoLUTION: We look for solutions of the form y(z) = 2", then the constant r must be solution
of the Euler characteristic polynomial
rir—1)=3r+4=0 < P —dr+4=0 = r.=r. =2
Therefore, the general solution of the Euler equation in this case is given by

Ygen(T) = 227 + c.2? In(z). 4

Remark: The fundamental solution y,(z) = 2?2

y-(z) = 2% In(z) is not.

is analytic at * = 0, but the solution

EXAMPLE 3.2.3: Find the general solution of the Euler equation below for = > 0,

22y —3zy' + 13y =0.

SOLUTION: We look for solutions of the form y(x) = 2", which implies that
zy'(z) = ra”, 22y (x) =r(r—1)a",
therefore, introducing this function y into the differential equation we obtain
[r(r—=1)=3r+13]2"=0 <« r(r—1)—3r+13=0.
The solutions are computed in the usual way,
T =2+ 31

1
2 _ _ 1+ —
r r+13=0 = ri—2[4j:\/ 36] = {r- 9_3i

So the general solution of the differential equation above is given by

Ygen() = €, 233D ¢ g (2730, (3.2.2)
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3.2.2. Real Solutions for Complex Roots. We study in more detail the solutions to the
Euler equation in the case that the indicial polynomial has complex roots. Since these roots
have the form

the roots are complex-valued in the case (p, — 1)2 — 4g, < 0. We use the notation
ry =a=xif, with a= —LOQ_ 1), B=1/q — LO ; 1)2.
The fundamental solutions in Theorem 3.2.2 are the complex-valued functions
gu(z) = zl@tih), g.(z) = z@78),
The general solution constructed from these solutions is
Ygen (1) = & 20T & gla=ib) é., ¢.eC.

This formula for the general solution includes real valued and complex valued solutions.
But it is not so simple to single out the real valued solutions. Knowing the real valued
solutions could be important in physical applications. If a physical system is described by a
differential equation with real coefficients, more often than not one is interested in finding
real valued solutions. For that reason we now provide a new set of fundamental solutions
that are real valued. Using real valued fundamental solution is simple to separate all real
valued solutions from the complex valued ones.

Theorem 3.2.3 (Real Valued Fundamental Solutions). If the differential equation
(z—20)%y" +po(x — 20) Yy + gy =0, T > T, (3.2.3)
where Py, o, To are Teal constants, has indicial polynomial with complex roots r, = a + i

and complex valued fundamental solutions for x > x,,

(a+iﬁ)7 (a—i6)7

§s(2) = (x — o) J-(z) = (x — )
then the equation also has real valued fundamental solutions for x > x, given by

yu(z) = (7 — )" COS(B In(z — Io))a y-(z) = (¥ — ) Sin(ﬂ In(z — 7«'0))'

Proof of Theorem 3.2.3: For simplicity consider the case x, = 0. Take the solutions

_ glotif), (a=if).

s () J-(z) ==z

Rewrite the power function as follows,
Us(x) = gatiB) — go i _ g n(@®) _ pagifln@) Ji(x) = 2%’ In(z),
A similar calculation yields
g-(z) =« e~ Bn(=)
Recall now Euler formula for complex exponentials, e = cos(f) + isin(f), then we get
gu(z) = 2 [cos(BIn(z)) + isin(B1n(z))], g-(z) = [cos(B1In(z)) — isin(B1n(z))].
Since §. and . are ssolutions to Eq. (3.2.3), so are the functions

L [5:(2) — ()],

p(o) = 5[0@+ @] ) =5

2
It is not difficult to see that these functions are
y.(z) = 2% cos(B1n(x)), y-(z) = 2 sin(B1n(x)).

To prove the case having z, # 0, just replace by (x—x,) on all steps above. This establishes
the Theorem. ]
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ExaMpPLE 3.2.4: Find a real-valued general solution of the Euler equation below for z > 0,

22y’ —3zy' + 13y =0.

SoLuTION: The indicial equation is r(r — 1) — 3r 4+ 13 = 0, with solutions
r?—4r+13=0 = 7 =2+3i, 7r.=2-3i.
A complex-valued general solution for z > 0 is,
Ygen(2) = G 23D 42 273D G eC.
A real-valued general solution for x > 0 is
Ygen() = €. 2% cos(31n(z)) + c 2 sin(31n(z)), ¢, c- € R
<

3.2.3. Transformation to Constant Coefficients. Teorem 3.2.2 shows that power func-
tions y(x) = a™, where r, the roots of the indicial polynomial, are solutions to the Euler
equidimensional equation

22y + poexy + oy =0, x> 0.

The proof of this theorem is to verify that the power functions y(x) = z™ solve the differ-
ential equation. How did we know we had to try with power functions? One answer could
be, this is a guess, a lucky one. Another answer could be that the Euler equation can be
transformed into a constant coefficient equation by a change of variable.

Theorem 3.2.4. The function y is solution of the Euler equidimensional equation
22y + poxy + qoy =0, z>0
iff the function u(z) = y(e®) satisfies the constant coefficients equation
i+ (po—1)u+gu=0,
z

where y' = dy/dx and @ = du/dz. Furthermore, the functions y(z) = €"™*% are solutions of
the Fuler equidimensional equation iff the constants r, are solutions of the indicial equation

2+ (po — 1)rs + g = 0.

Proof of Theorem 3.2.4: Given & > 0, introduce z(z) = In(z), therefore x(z)) = e*.
Given a function y, introduce the function

u(z) =y(z(2)) = u(z)=y(e).
Then, the derivatives of u and y are related by the chain rule,

i) = G 0) = ) O =)

=y'(x(2)) €
so we obtain

i(z) = zy (z),
where we have denoted @ = du/dz. The relation for the second derivatives is

i(2) = (29 () () = (v (@) + v/ @) D = ey @) + /(@) 2
so we obtain

i(2) = 22y (a) + 29/ (2).
Combining the equations for @ and i we get

22y =i -, zy = .
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The function y is solution of the Euler equation z2y” + poxy’ + ¢o y = 0 iff holds
U—t+ptit+qgpu=0 = i+ (p—1)t+qgu=0.
This is a second order linear equation with constant coefficients. The solutions are
u(z) = e™?, 2+ (po— 1)1y +¢o = 0.
So 7, must be a root of the indicial polynomial. Recalling that y(x) = u(z(x)), we get
y(@) = e 7@) = greIn@) — G ) e

This establishes the Theorem.
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3.2.4. Exercises.

3.2.1.- . 3.2.2.- .
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3.3. SOLUTIONS NEAR REGULAR SINGULAR POINTS

We continue with our study of the solutions to the differential equation

y' +p(@)y +q(z)y =0.
In § 3.1 we studied the case where the coefficient functions p and ¢ were analytic functions.
We saw that the solutions were also analytic and we used power series to find them. In
§ 3.2 we studied the case where the coefficients p and ¢ were singular at a point z,. The
singularity was of a very particular form,

p(l‘) _ ( Do

) = 9o
T — 1) a(w) (

T — 30)2’

where p,, ¢, are constants. The equation was called the Euler equidimensional equation.
We found solutions near the singular point z,. We found out that some solutions were
analytic at x, and some solutions were singular at xo. In this section we study equations
with coefficients p and ¢ being again singular at a point x,. The singularity in this case is
such that both functions below

(7 — 20)p(7), (z — 330)29(33)
are analytic in a neighborhood of z,. The Euler equation is the particular case where these
functions above are constants. Now we say they admit power series expansions centered at
T,. So we study equations that are close to Euler equations when the variable z is close to
the singular point x,. We will call the point z, a regular singular point. That is, a singular

point that is not so singular. We will find out that some solutions may be well defined at
the regular singular point and some other solutions may be singular at that point.

3.3.1. Regular Singular Points. In § 3.1 we studied second order equations
Y +p(x)y +q(x)y =0.
and we looked for solutions near regular points of the equation. A point z, is a regular point

of the equation iff the functions p and ¢ are analytic in a neighborhood of x,. In particular
the definition means that these functions have power series centered at xz,

p) = palw -z, @) =Y gule — )",
n=0 n=0

which converge in a neighborhood of x,. A point z, is called a singular point of the equation
if the coefficients p and ¢ are not analytic on any set containing z,. In this section we study
a particular type of singular points. We study singular points that are not so singular.

Definition 3.3.1. A point x, € R is a regular singular point of the equation
y' +p(@)y +q(z)y =0.

iff both functions Pz, and ¢z, are analytic on a neighborhood containing x,, where
ﬁmo(x) = (J} - xo)p(x), (ng(x) = (-r - IO)QQ(x)-

Remark: The singular point z, in an Euler equidimensional equation is regular singular.
In fact, the functions p,, and ¢, are not only analytic, they are actually constant. The
proof is simple, take the Euler equidimensional equation
Do / o
Y+ y=0,
(x — ) (x — x6)?
and compute the functions p,, and G, for the point z,,

Pao () = (x = xo)((xﬁioxo)) = Po; Gz, () = (2 — Jio)z((x_qioxoy) = Q.

y// +
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ExaMpPLE 3.3.1: Show that the singular point of Euler equation below is regular singular,
(x—3)%y" +2(x—3)y +4y=0.

SoLuTION: Divide the equation by (z — 3)?

2 , 4

(z—3)
The functions p and ¢ are given by

2 4
p(z) = m, q(z) = m

The functions ps and g3 for the point x, = 3 are constants,

, SO we get the equation in the standard form

y// +

Pa(z) = (v — 3)(%) =2, @)= (z-3) (ﬁ) =4

Therefore they are analytic. This shows that x, = 3 is regular singular. <
ExAMPLE 3.3.2: Find the regular-singular points of the Legendre equation

(1—2%)y" =22y +1(l+1)y =0,
where [ is a real constant.

SOLUTION: We start writing the Legendre equation in the standard form
2z I(1+1)

/! /
O ey R )

The functions p and q are given by

y=0,

2x (1+1)
plz) = —m> q(z) = m
These functions are analytic except where the denominators vanish.
2 Ty = 17
1-2)=01-2)142)=0 = {
xr, = —1.

Let us start with the singular point x, = 1. The functions p,, and ¢, for this point are,

Pl = -0 = @D (- iy) = P =
ol = = 250 = = V() = =

These two functions are analytic in a neighborhood of z, = 1. (Both $,, and ¢, have no
vertical asymptote at x, = 1.) Therefore, the point z, = 1 is a regular singular point. We
now need to do a similar calculation with the point #; = —1. The functions p,, and ¢, for
this point are,

Pule) = @4 Dp@) = @+ D () > @ = gy
o) = 4 %0 = 0+ V() = ) = g

These two functions are analytic in a neighborhood of z; = —1. (Both p,, and ¢, have no
vertical asymptote at x; = —1.) Therefore, the point 2:; = —1 is a regular singular point.<
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EXAMPLE 3.3.3: Find the regular singular points of the differential equation

(z+2)*(z = 1)y" +3(x — 1)y +2y =0.

SOLUTION: We start writing the equation in the standard form

2
@+ 27— 1)

1

Y+

sy + y = 0.

(x+2)
The functions p and ¢ are given by

3 2

R FE L ey

The denominators of the functions above vanish at x, = —2 and z; = 1. These are singular
points of the equation. Let us find out whether these singular points are regular singular or
not. Let us start with x, = —2. The functions p,, and §,, for this point are,

3
(x+2)’

r@) = @+ 20(e) = 04D () = Pmle) =

2 - 2
Merore-n) = =0= Gy

We see that ¢, is analytic on a neighborhood of x, = —2, but p,, is not analytic on any
neighborhood containing x, = —2, because the function p,, has a vertical asymptote at
Ty = —2. So the point x, = —2 is not a regular singular point. We need to do a similar
calculation for the singular point ; = 1. The functions p,, and g,, for this point are,

Gay () = (¢ +2)%q(2) = (z +2

o B 3 I ()

Pay () = (x — V)p(x) = (z — 1)(m) = Pay(7) = Tw+2)
~ B ) B ) 2 . 2 —1)
Goo () = (2 — 1)%q(x) = (z — 1) (—(x I 1)) = dn) =~y

We see that both functions p,, and ¢, are analytic on a neighborhood containing z, = 1.
(Both p,, and §,, have no vertical asymptote at x; = 1.) Therefore, the point z; = 1 is a
regular singular point. <

Remark: It is fairly simple to find the regular singular points of an equation. Take the
equation in out last example, written in standard form,

3
1 /
=0.
YAt eror! Terore Y

The functions p and ¢ are given by

3 2

PO =Grer )= ey

The singular points are given by the zeros in the denominators, that is z, = —2 and z, = 1.
The point z, is not regular singular because function p diverges at x, = —2 faster than

m. The point z; = 1 is regular singular because function p is regular at z; = 1 and
x

function ¢ diverges at z; = 1 slower than — .
(z—1)
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3.3.2. The Frobenius Method. We now assume that the differential equation

y" +p(@)y +q(x)y =0, (3.3.1)
has a regular singular point. We want to find solutions to this equation that are defined
arbitrary close to that regular singular point. Recall that a point z, is a regular singular
point of the equation above iff the functions (z — o) p and (x — x,)? ¢ are analytic at z,. A
function is analytic at a point iff it has a convergent power series expansion in a neighborhood
of that point. In our case this means that near a regular singular point holds

(@ — @) p(x) = an (@ — @)™ = po+p1(x — @) + pa(x — w0)” + -

n=0

o0
(2= 20)q(2) = 3 an (2= 20)" = go + (& — o) + ga(@ — 7)) + -+
n=0
This means that near x, the function p diverges at most like (z — x,)~! and function ¢
diverges at most like (z — 2,) 2, as it can be seen from the equations
Po
r)=—-< + p2(x —xy) + -+
p(z) (@ — 20 + p1 + pa( o)
do + 41
T —20)% (T — )
Therefore, for py and gy nonzero and z close to z, we have the relations
Po do
T) ~ ————, xT) o~ —— T ™~ Xy,
p( ) (I*I’O) Q( ) (I*IO)Q 0
where the symbol a ~ b, with a, b € R means that |a — b| is close to zero. In other words,
the for x close to a regular singular point z, the coefficients of Eq. (3.3.1) are close to the

coeflicients of the Euler equidimensional equation

q(m):( +q2+".

(x = 20)* y! + po(x — o) Yo + g0 ye = 0,
where py and ¢o are the zero order terms in the power series expansions of (x — z,) p and

(r—,)? q given above. One could expect that solutions y to Eq. (3.3.1) are close to solutions
ye to this Euler equation. One way to put this relation in a more precise way is

y(z) = ye(x) Zan(az—zo)n = y(x) = ye(x) (a0—|—a1(x_1'o)_|_...)_
n=0

Recalling that at least one solution to the Euler equation has the form y.(z) = (v — )",
where 7 is a root of the indicial polynomial
r(r—1)4por+qo =0,

we then expect that for x close to x, the solution to Eq. (3.3.1) be close to
o0
y(@) = (2 =) > anlw — o).
n=0
This expression for the solution is usually written in a more compact way as follows,
o0
y(@) =Y an(z —zo)"HM,
n=0

This is the main idea of the Frobenius method to find solutions to equations with regular
singular points. To look for solutions that are close to solutions to an appopriate FEuler
equation. We now state two theorems summarize a few formulas for solutions to differential
equations with regular singular points.
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Theorem 3.3.2 (Frobenius). Assume that the differential equation
y' +p(2)y +q(z)y =0, (3.3.2)

has a reqular singular point x, € R and denote by po, qo the zero order terms in

(@ —zo)p(x) = Y pulx—a0)",  (z—20) q(x) =Y qu (& —w)".
n=0 n=0

Let r,, r_ be the solutions of the indicial equation
r(r—1)+por+q =0.

(a) If (r.—r.) is not an integer, then the differential equation in (3.3.2) has two independent
solutions y., y- of the form

oo
Y () = |x — 20|™ Z an (x — x0)",  with ag =1,
n=0

y(x) =z — 2| D> bu(z—20)",  with by =1.
n=0

(b) If (r. —r.) = N, a nonnegative integer, then the differential equation in (3.3.2) has two
independent solutions y., y- of the form

o0
y.(x) = |z — mo|™ Z an (x — x)",  with ag =1,
n=0

y-(z) = o — xo|™ Z by (1 — )" + cy.(x) In|x — x|, with by = 1.

n=0
The constant ¢ is nonzero if N = 0. If N > 0, the constant ¢ may or may not be zero.

In both cases above the series converge in the interval defined by |x — xo| < p and the
differential equation is satisfied for 0 < |z — x| < p.

Remarks:
(a) The statements above are taken from Apostol’s second volume [2], Theorems 6.14, 6.15.
For a sketch of the proof see Simmons [10]. A proof can be found in [5, 7].

(b) The existence of solutions and their behavior in a neighborhood of a singular point was
first shown by Lazarus Fuchs in 1866. The construction of the solution using singular
power series expansions was first shown by Ferdinand Frobenius in 1874.

We now give a summary of the Frobenius method to find the solutions mentioned in
Theorem 3.3.2 to a differential equation having a regular singular point. For simplicity we
only show how to obtain the solution y,.

(1) Look for a solution y of the form y(x) = Z an (2 — 20) ),
n=0

(2) Introduce this power series expansion into the differential equation and find the indicial
equation for the exponent r. Find the larger solution of the indicial equation.

(3) Find a recurrence relation for the coefficients a,,.

(4) Introduce the larger root r into the recurrence relation for the coefficients a,. Only
then, solve this latter recurrence relation for the coefficients a,,.

(5) Using this procedure we will find the solution gy, in Theorem 3.3.2.



G. NAGY - ODE Avucusr 16, 2015 139

We now show how to use these steps to find one solution of a differential equation near a
regular singular point. We show the case where the roots of the indicial polynomial differ by

an integer. We show that in this case we obtain only solution y.. The solution y. does not
o0

have the form y(z) = Z an (x — 20)™*"). Theorem 3.3.2 says that there is a logarithmic

term in the solution. V?fzodo not compute that solution here.

ExAMPLE 3.3.4: Find the solution y near the regular singular point z, = 0 of the equation
22y —x(x+3)y +(x+3)y=0.

SoLUTION: We look for a solution of the form

y(x) = Z a2,
n=0

The first and second derivatives are given by

y'(z) = Z(n +r)ay, x(n+r—1)’ y'(z) = Z(n +7)(n+7r—1an p(n+7=2)
n=0 n=0
In the case r = 0 we had the relation > 7 na, pn=1) — S nay, +=1 But in our

case r # 0, so we do not have the freedom to change in this way the starting value of the
summation index n. If we want to change the initial value for n, we have to re-label the
summation index. We now introduce these expressions into the differential equation. It is
convenient to do this step by step. We start with the term (z + 3)y, which has the form,

n=0

an l,(n+r+1) + Z 3a, x(n-&-r)

n=0

M

3
Il
o

o0
(- 2" 4+ " Bay 20, (3.3.3)

n=0

M

I
-

n

We continue with the term containing y/’,
o0
—x(z +3)y = —(2* + 3x) Z(n + r)a, 2"

n=0
oo

. Z(n + 7)a, 2T Z 3(n + r)a, 2
n=0

n=0

o0

- Z(n +7r—=1am-1) gt Z 3(n+ r)a, 2™, (3.3.4)
n=1

n=0

Then, we compute the term containing 3" as follows,
oo
22y = 2? Z(n +r)(n+r—1)a, "2

n=0

= i(n +r)(n+7r—1)a, "+, (3.3.5)

n=0
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As one can see from Egs.(3.3.3)-(3.3.5), the guiding principle to rewrite each term is to
have the power function ("*7) labeled in the same way on every term. For example, in
Eqs.(3.3.3)-(3.3.5) we do not have a sum involving terms with factors z(»*7=1) or factors
z("*t7+1)  Then, the differential equation can be written as follows,

o0 oo

Z(n +r)(n+r—1a, ™) — Z(n +r—1)am_1) z(mtm)
n=0 n=1

- Z 3(n+ r)a, ™ + Z An—1) () 4 Z 3a, (") = 0.
n=0 n=1 n=0

In the equation above we need to split the sums containing terms with n > 0 into the term
n = 0 and a sum containing the terms with n > 1, that is,

[r(r—1) = 3r + 3]aoz”+
Z {(n +r)(n+r—1)a, — (n+7—1)ag_1) —3(n+7)an + amp_1) + 3an} 2"t =0,
n=1

and this expression can be rewritten as follows,

[r(r —1) = 3r + 3]agz"+
Z “(n +r)n+r—1)=3n+r)+3lay —(n+r—1- 1)a(n71)} 2 =0
n=1

and then,
[r(r—1) = 3r + 3]aoz"+

Z [[(n +r)(n+r—1)=3n+r—1]a, —(n+r— 2)a(n—1)} 2"t =0

hence,

[r(r—1) —3r+3]az” + Z [(n +r—1(n+r—3)a, —(n+r— 2)a(n—1):| 2" = 0.
n=1

The indicial equation and the recurrence relation are given by the equations
r(r—1)—3r+3=0, (3.3.6)
(n+r—1n+r—-3)a, — (n+7r—2)ap-1) =0. (3.3.7)
The way to solve these equations in (3.3.6)-(3.3.7) is the following: First, solve Eq. (3.3.6) for
the exponent r, which in this case has two solutions r4; second, introduce the first solution
r, into the recurrence relation in Eq. (3.3.7) and solve for the coefficients a,,; the result is
a solution y, of the original differential equation; then introduce the second solution r_ into

Eq. (3.3.7) and solve again for the coeflicients a,,; the new result is a second solution y.. Let
us follow this procedure in the case of the equations above:
1 r. =3,
P —dr+3=0 = ry= 5[41\/16—12] = {T .
Introducing the value r. = 3 into Eq. (3.3.7) we obtain
(n+2)na, — (n+ 1)a,—1 =0.

One can check that the solution y. obtained form this recurrence relation is given by

. 2 1 . 1
y+(l):aols{1+§l+zlz+gl3+}
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Notice that r, — r. = 3 — 1 = 2, this is a nonpositive integer. Theorem 3.3.2 says that
the solution y. contains a logarithmic term. Therefore, the solution y. is not of the form
o0

Z anx(r"’"), as we have assumed in the calculations done in this example. But, what does
n=0
happen if we continue this calculation for r. = 17 What solution do we get? Let us find

out. We introduce the value r. = 1 into Eq. (3.3.7), then we get
n(n —2)a, — (n — 1)a,—1 = 0.

One can also check that the solution g. obtained form this recurrence relation is given by

. 2 1 1
y_(:c):azm[x2+§m3+ix4+Bm‘r’—i-“-],

2 1 1 a
3 2 3 ~ 2
= l+—-2z4+-2“4+—=x +} = o= —,.
@ [ 3 4 15 4 a4 ¥
So get a solution, but this solution is proportional to y,. To get a solution not proportional
to ¥, we need to add the logarithmic term, as in Theorem 3.3.2. <

3.3.3. The Bessel Equation. We saw in § 3.1 that the Legendre equation appears when
one solves the Laplace equation in spherical coordinates. If one uses cylindrical coordinates
insted, one needs to solve the Bessel equation. Recall we mentioned that the Laplace
equation describes several phenomena, such as the static electric potential near a charged
body, or the gravitational potential of a planet or star. When the Laplace equation describes
a situation having cylindrical symmetry it makes sense to use cylindrical coordinates to solve
it. Then the Bessel equation appears for the radial variable in the cylindrical coordinate
system. See Jackson’s classic book on electrodynamics [8], § 3.7, for a derivation of the
Bessel equation from the Laplace equation.

The equation is named after Friedrich Bessel, a German astronomer from the first half
of the seventeen century, who was the first person to calculate the distance to a star other
than our Sun. Bessel’s parallax of 1838 yielded a distance of 11 light years for the star
61 Cygni. In 1844 he discovered that Sirius, the brightest star in the sky, has a traveling
companion. Nowadays such system is called a binary star. This companion has the size
of a planet and the mass of a star, so it has a very high density, many thousand times
the density of water. This was the first dead start discovered. Bessel first obtained the
equation that now bears his name when he was studing star motions. But the equation
first appeared in Daniel Bernoulli’s studies of oscillations of a hanging chain. (Taken from
Simmons’ book [10], § 34.)

ExaMPLE 3.3.5: Find all solutions y(z) = Z a,z"t", with a, # 0, of the Bessel equation
n=0

2y dxy + (@2 —a®)y=0, x>0,
where « is any real nonnegative constant, using the Frobenius method centered at x, = 0.

SOLUTION: Let us double check that x, = 0 is a regular singular point of the equation. We
start writing the equation in the standard form,

(z? — a?)

1
Y+ -y +——5—y =0,
T T
so we get the functions p(r) = 1/z and q(x) = (22 — o?)/22. Tt is clear that z, = 0 is a

singular point of the equation. Since the functions

pla) =ap(x) =1, (o) =2%q(x) = (2" — a?)
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are analytic, we conclude that z, = 0 is a regular singular point. So it makes sense to look
for solutions of the form

y(z) = Z anx™tT), x> 0.
n=0

We now compute the different terms needed to write the differential equation. We need,

Py(@) =Y apz™ = y(@) =Y agga",
n=0 n=2

where we did the relabeling n + 2 = m — n. The term with the first derivative is given by
o0
xy(x) = Z(n + r)anz.
n=0

The term with the second derivative has the form
oo

22y’ () = Z(n +r)(n+r—1Da,z"t.
n=0

Therefore, the differential equation takes the form

Z(n +r)(n+r—1a,z" + Z(n + a2zt
n=0 n=0

+ Z a(n_g)z("“) — Z o? apz ™t = 0.
n=2 n=0

Group together the sums that start at n = 0,

Z [(n+7)(n+7r—1)+(n+7r)—a?la, 2" + Z agn—_gyz ",
n=0 n=2

and cancel a few terms in the first sum,

o0 o0
Y n+1)? = a?lan 2" £ " ag gzt =0,
n=0 n=2

Split the sum that starts at n = 0 into its first two terms plus the rest,

(’I“2 _ (12)a0 "+ [(’I“ + 1)2 _ 0[2] ay x(rJrl)

+ Z [(n+7) = a®]a, () 4 Z A (n—2) 2 = 0.
n=2

n=2

The reason for this splitting is that now we can write the two sums as one,

(r? — a®aga” + [(r + 1)* — a*Ja, 2" + Z{ [(n+7)% = a|an + ag_g)} 2" = 0.
n=2
We then conclude that each term must vanish,
(r*—a*)a, =0, [(r+1)*—a’]a; =0, [(n+r)>—c’lan+amp_2 =0, n>2. (3.3.8)

This is the recurrence relation for the Bessel equation. It is here where we use that we look
for solutions with a, # 0. In this example we do not look for solutions with a, # 0. Maybe
it is a good exercise for the reader to find such solutions. But in this example we look for
solutions with ao # 0. This condition and the first equation above imply that

P —a’=0 = ry=-+aq,
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and recall that « is a nonnegative but otherwise arbitrary real number. The choice r = r,
will lead to a solution y,, and the choice r = r_ will lead to a solution y_,. These solutions
may or may not be linearly independent. This depends on the value of «, since r, —r. = 2a.
One must be careful to study all possible cases.

Remark: Let us start with a very particular case. Suppose that both equations below hold,
(r? —a?) =0, [(r+1)*—a’] =0.

This equations are the result of both a, # 0 and a; # 0. These equations imply

1

rP=r+1)? = 2r+1=0 = r=—3
But recall that r = +a, and « > 0, hence the case a, # 0 and a; # 0 happens only when
a = 1/2 and we choose 7. = —a = —1/2. We leave computation of the solution y_; 5 as an

exercise for the reader. But the answer is
cos(x) sin(x)

y—1/2(r) = ao NG a, N

From now on we assume that o # 1/2. This condition on «, the equation r
the remark above imply that

2_a%2=0,and

(r+1)>—a® #£0.

So the second equation in the recurrence relation in (3.3.8) implies that a; = 0. Summariz-
ing, the first two equations in the recurrence relation in (3.3.8) are satisfied because

r+ = +a, a; =0.

We only need to find the coefficients a,, for n > 2 such that the third equation in the
recurrence relation in (3.3.8) is satisfied. But we need to consider two cases, r = r, = « and
r.=—a.

We start with the case r = r, = «, and we get

(n? + 2na) a, + An—2y =0 = n(n+2a)a, = —amp_2).
Since n > 2 and « > 0, the factor (n 4 2«) never vanishes and we get

a = — G (n—2)
" n(n+2a)’
This equation and a; = 0 imply that all coefficients agr+1 = 0 for k > 0, the odd coefficients
vanish. On the other hand, the even coefficent are nonzero. The coefficient as is

Qg Qo

2= 752 1 2q) 2T TR0 ta)y

the coefficient a4 is
a2 a2 Qo

“UT A1 200 202+ MTAQ(tra)C+a)

the coefficient ag is

o a4 - a4 N o Ao
T 66 +20)  223)(3+a) T TEEN1 )2+ )3+ a)
Now it is not so hard to show that the general term asg, for £k =0,1,2,--- has the form
(=1)*ao

DT N1+ a)2+a) - (k+a)
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We then get the solution y,

Q
WV
o

(-1)* } (3.3.9)

o(x) = agx® |1

Yo(T) = a0 T [ +1«Z:1 2k (kN (14 a)(2+a)--- (k+ )
The ratio test shows that this power series converges for all z > 0. When a, = 1 the
corresponding solution is usually called in the literature as J,,

Jo(z) = 2% [1+i (-1 } a>0
) ZPHE) A+ a)C+a) - kra)T T

We now look for solutions to the Bessel equation coming from the choice r = r. = —q,
with a; =0, and « # 1/2. The third equation in the recurrence relation in (3.3.8) implies

(n? — 2na)a, + -2y =0 = n(n-—2a)a, = —ap_2).

If 2a = N, a nonnegative integer, the second equation above implies that the recurrence
relation cannot be solved for a,, with n > N. This case will be studied later on. Now assume
that 2« is not a nonnegative integer. In this case the factor (n — 2a) never vanishes and
G(n-2)
ap = ———————.
" n(n — 2a)
This equation and a; = 0 imply that all coeflicients agr+1 = 0 for k > 0, the odd coefficients
vanish. On the other hand, the even coefficent are nonzero. The coefficient as is
Qo Qo

2= 02 T 21-a)

the coefficient a4 is
a9 as - Qo
aqs = — = — aqs =
YT T4 =20) T 22(2)2-0) T U —a)(2—a)
the coefficient ag is
a4 a4 (o)

“CTT66-20)  223)(3—a) T TRENI—a)2-a)B—a)
Now it is not so hard to show that the general term asg, for £k =0,1,2,--- has the form
(=1)*ao

kT 9N —a)2—a) - (k—a)
We then get the solution y_

S (=" }
o) =agx® |1 , > 0. 3.3.10
Y-al®) = a0z [ +;22k(k!)(1—a)(2—a)~--(k—a) “ ( )
The ratio test shows that this power series converges for all x > 0. When a, = 1 the
corresponding solution is usually called in the literature as J_,,

(=1)* }

J-afe) =27 [1+ D i s [cpmry ey N

The function y_, was obtained assuming that 2« is not a nonnegative integer. From the
calculations above it is clear that we need this condition on « so we can compute a, in
terms of a(,_s). Notice that r+ = +a, hence (r. —7.) = 2a. So the condition on « is the
condition (7, — r-) not a nonnegative integer, which appears in Theorem 3.3.2.

However, there is something special about the Bessel equation. That the constant 2«
is not a nonnegative integer means that « is neither an integer nor an integer plus one-
half. But the formula for y_, is well defined even when « is an integer plus one-half, say
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k +1/2, for k integer. Introducing this y_(z41/2) into the Bessel equation one can check
that y_(r41/2) is a solution to the Bessel equation.

Summarizing, the solutions of the Bessel equation function vy, is defined for every non-
negative real number «, and y_,, is defined for every nonnegative real number « except for
nonnegative integers. For a given « such that both y, and y_, are defined, these func-
tions are linearly independent. That these functions cannot be proportional to each other
is simple to see, since for @ > 0 the function y, is regular at the origin x = 0, while y_,,
diverges.

The last case we need to study is how to find the solution y_, when « is a nonnegative
integer. We see that the expression in (3.3.10) is not defined when « is a nonnegative
integer. And we just saw that this condition on « is a particular case of the condition in
Theorem 3.3.2 that (r. — r.) is not a nonnegative integer. Theorem 3.3.2 gives us what is
the expression for a second solution, y_, linearly independent of y,, in the case that « is a
nonnegative integer. This expression is

o0
Y—a(x) = ya(z) In(z) + 2~ Z ez’
n=0
If we put this expression into the Bessel equation, one can find a recurrence relation for the
coeflicients ¢,. This is a long calculation, and the final result is

Y-a(r) = ya(z) In(z)

[e3

gy ety
TN b (A F hingay) 72\2n
-3(5) 2 (1) el ()

with hy =0, h, =1+ % +---+ = for n > 1, and a a nonnegative integer. <
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3.3.4. Exercises.

3.3.1.- . 3.3.2.- .
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NOTES ON CHAPTER 3

Sometimes solutions to a differential equation cannot be written in terms of previously
known functions. When that happens the we say that the solutions to the differential
equation define a new type of functions. How can we work with, or let alone write down, a
new function, a function that cannot be written in terms of the functions we already know?
It is the differential equation what defines the function. So the function properties must be
obtained from the differential equation itself. A way to compute the function values must
come from the differential equation as well. The few paragraphs that follow try to give sense
that this procedure is not as artificial as it may sound.

Differential Equations to Define Functions. We have seen in § 3.3 that the solutions
of the Bessel equation for a # 1/2 cannot be written in terms of simple functions, such as
quotients of polynomials, trigonometric functions, logarithms and exponentials. We used
power series including negative powers to write solutions to this equation. To study prop-
erties of these solutions one needs to use either the power series expansions or the equation
itself. This type of study on the solutions of the Bessel equation is too complicated for these
notes, but the interested reader can see [14].

We want to give an idea how this type of study can be carried out. We choose a differential
equation that is simpler to study than the Bessel equation. We study two solutions, C' and S,
of this particular differential equation and we will show, using only the differential equation,
that these solutions have all the properties that the cosine and sine functions have. So
we will conclude that these solutions are in fact C'(z) = cos(x) and S(x) = sin(z). This
example is taken from Hassani’s textbook [6], example 13.6.1, page 368.

EXAMPLE 3.3.6: Let the function C' be the unique solution of the initial value problem
C"+C =0, c)=1, C'(0)=0,

and let the function S be the unique solution of the initial value problem
S"+5=0, S(0)=0, S'(0)=1.

Use the differential equation to study these functions.

SOLUTION:
(a) We start showing that these solutions C' and S are linearly independent. We only need
to compute their Wronskian at = = 0.

W (0) = C(0) S"(0) — C"(0) S(0) = 1 # 0.

Therefore the functions C' and S are linearly independent.
(b) We now show that the function S is odd and the function C' is even. The function

C(z) = C(—x) satisfies the initial value problem
C'"+C=C"+C=0, C0O)=C0)=1, C'(0)=-C"(0)=0.

This is the same initial value problem satisfied by the function C. The uniqueness of
solutions to these initial value problem implies that C'(—x) = C(z) for all € R, hence the
function C' is even. The function S(x) = S(—=x) satisfies the initial value problem

§"+8=8"4+8=0, S(0)=5(0)=0, &(0)=-5(0)=-1.

This is the same initial value problem satisfied by the function —S. The uniqueness of
solutions to these initial value problem implies that S(—x) = —S(x) for all € R, hence
the function S is odd.
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(c) Next we find a differential relation between the functions C' and S. Notice that the
function —C” is the uique solution of the initial value problem

(—CY 4 (=C) =0,  —C'(0)=0, (=C"Y(0)=C(0)=1.

This is precisely the same initial value problem satisfied by the function S. The uniqueness
of solutions to these initial value problems implies that —C' = S, that is for all £ € R holds

C'(z) = —S(x).
Take one more derivative in this relation and use the differential equation for C,
S'(z)=-C"(z)=C(z) = S'(z)=C(n).

(d) Let us now recall that Abel’s Theorem says that the Wronskian of two solutions to a
second order differential equation y” + p(z) v’ + ¢(z) y = 0 satisfies the differential equation
W'+ p(z) W = 0. In our case the function p = 0, so the Wronskian is a constant function.
If we compute the Wronskian of the functions C' and S and we use the differential relations
found in (c) we get

W(z) = C(z) S (z) — C'(z) S(z) = C*(x) + S*(x).

This Wronskian must be a constant function, but at z = 0 takes the value W(0) = C?(0) +
S52(0) = 1. We therefore conclude that for all z € R holds

C%*(z) + S*(x) = 1.

(e) We end computing power series expansions of these functions C' and S, so we have a
way to compute their values. We start with function C. The initial conditions say

c)=1, C'(0)=0.

The differential equation at = 0 and the first initial condition say that C”(0) = —C(0) =
—1. The derivative of the differential equation at x = 0 and the second initial condition say
that C""(0) = —C’(0) = 0. If we keep taking derivatives of the differential equation we get

C"(0) = -1, C"(0)=0, CW(0)=1,

and in general,

0 if n is odd,
C(n) (0) = k.
(=" if n =2k, where k =0,1,2,--- .
So we obtain the Taylor series expansion
(@) = Y1
C(z) = —1)" ——,
Pt (2k)!

which is the power series expansion of the cosine function. A similar calculation yields

0 i p2k+1
S(x) :g(_l) my

which is the power series expansion of the sine function. Notice that we have obtained these
expansions using only the differential equation and its derivatives at = 0 together with
the initial conditions. The ratio test shows that these power series converge for all x € R.
These power series expansions also say that the function S is odd and C' is even. <
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Review of Natural Logarithms and Exponentials. The discovery, or invention, of a
new type of functions happened many times before the time of differential equations. Look-
ing at the history of mathematics we see that people first defined polynomials as additions
and multiplications on the independent variable x. After that came quotient of polynomials.
Then people defined trigonometric functions as ratios of geometric objects. For example the
sine and cosine functions were originally defined as ratios of the sides of right triangles.
These were all the functions known before calculus, before the seventeen century. Calculus
brought the natural logarithm and its inverse, the exponential function together with the
number e.

What is used to define the natural logarithm is not a differential equation but integration.
People knew that the antiderivative of a power function f(z) = 2™ is another power function
F(z) = ("1 /(n 4 1), except for n = —1, where this rule fails. The antiderivative of the
function f(z) = 1/z is neither a power function nor a trigonometric function, so at that
time it was a new function. People gave a name to this new function, In, and defined it as
whatever comes from the integration of the function f(x) = 1/z, that is,

“d
In(x) :/1 ?8, x> 0.

All the properties of this new function must come from that definition. It is clear that this
function is increasing, that In(1) = 0, and that the function take values in (—oo,00). But
this function has a more profound property, In(ab) = In(a) + In(b). To see this relation first

compute
ab a ab
d d d
MM=/ j:/—ﬁf/Ai
1S 1 S a S

then change the variable in the second term, § = s/a, so ds = ds/a, hence ds/s = d5/§, and
aq b ds
In(ab) = / [ % Z1n(a) + In(b).
1 S 1 S

The Euler number e is defined as the solution of the equation In(e) = 1. The inverse of the
natural logarithm, In"!, is defined in the usual way,

n'y)=z <« In(z)=y, z€(0,00), ye (—00,00).
Since the natural logarithm satisfies that In(z;2,) = In(z,) + In(x,), the inverse function
satisfies the related identity In™*(y; 4+ 12) = In"*(y,) In"*(y,). To see this identity compute
In" !y, +9.) =In"! (In(z) + In(z,)) = In~H(In(zy2,)) = 232, = In" (yy) In ™ (1).

This identity and the fact that lnfl(l) = e imply that for any positive integer n holds

n times n times n times

— —_——
)= A+ -+ D=ln"*1)---In"*(1)=C---e=e".

This relation says that In"" is the exponential function when restricted to positive integers.
This suggests a way to generalize the exponential function from positive integers to real
numbers, e¥ = In"'(y), for y real. Hence the name exponential for the inverse of the natural
logarithm. And this is how calculus brought us the logarithm and the exponential functions.

Finally notice that by the definition of the natural logarithm, its derivative is In'(z) = 1/2.
But there is a formula relating the derivative of a function f and its inverse f—1,
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Using this formula for the natural logarithm we see that

1
Yy =——— " =In"'(y).
In other words, the inverse of the natural logarithm, call it now g(y) = In"'(y) = e, must
be a solution to the differential equation

9' () =9).
And this is how logarithms and exponentials can be added to the set of known functions.
Of course, now that we know about differential equations, we can always start with the
differential equation above and obtain all the properties of the exponential function using
the differential equation. This might be a nice exercise for the interested reader.
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CHAPTER 4. THE LAPLACE TRANSFORM METHOD

The Laplace Transform is a transformation, meaning that it changes a function into a new
function. Actually, it is a linear transformation, because it converts a linear combination of
functions into a linear combination of the transformed functions. Even more interesting, the
Laplace Transform converts derivatives into multiplications. These two properties make the
Laplace Transform very useful to solve linear differential equations with constant coefficients.
The Laplace Transform converts such differential equation for an unknown function into an
algebraic equation for the transformed function. Usually it is easy to solve the algebraic
equation for the transformed function. Then one converts the transformed function back
into the original function. This function is the solution of the differential equation.

Solving a differential equation using a Laplace Transform is radically different from all
the methods we have used so far. This method, as we will use it here, is relatively new. The
Laplace Transform we define here was first used in 1910, but its use grew rapidly after 1920,
specially to solve differential equations. Transformations like the Laplace Transform were
known much earlier. Pierre Simon de Laplace used a similar transformation in his studies of
probability theory, published in 1812, but analogous transformations were used even earlier
by Euler around 1737.

[

S
—
Wl —¢-=--=-=-=-=-=
N —e---=-=-=-=--
o SR
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4.1. DEFINITION OF THE LAPLACE TRANSFORM

The Laplace Transform is an integral transform. It is defined by an improper integral.
So we start this Section with a brief review on improper integrals. Then we define the
Laplace Transform. In the following sections we explain how to use this transform to find
solutions to differential equations. The Laplace Transform is specially useful to solve linear
non-homogeneous differential equations with constant coefficients.

4.1.1. Review of Improper Integrals. Improper integrals are integrals on unbounded
domains. They are defined as a limit of definite integrals. More precisely,

[ee] N
g(t)dt = lim g(t)dt.
~/to N—00 to
We say that the integral above converges iff the limit exists, otherwise we say that the
integral diverges. In the following example we compute an improper integral that is very
useful to compute Laplace Transforms.

o0
ExAMPLE 4.1.1: Compute the improper integral I = / e~ dt, with a € R.
0

SOLUTION: Following the definition above we need to first compute a definite integral and
then take a limit. So, from the definition,

N—00 o

[e'e) N
I = / e" % dt = lim e~ dt.
0

We first compute the definite integral. We start with the case a = 0,

N N
I = lim dt = lim ¢
N—o00

= lim N = o,
N—00 o

0 N—o0

therefore for a = 0 the improper integral I does not exist. When a # 0 we have

I = lim —l(e_“N — 1).

N—o00 a
In the case a < 0, that is a = —|al|, we have that
lim eV =00 = I=-o0,
N—00

therefore for a < 0 the improper integral I does not exist. In the case a > 0 we know that

o 1
lim eV =0 = / e dt ==, a>0. (4.1.1)
o a

N—00

<

4.1.2. Definition and Table. The Laplace Transform is a transformation, meaning that
it converts a function into a new function. We have seen transformations earlier in these
notes. In Chapter 2 we used the transformation

Llyt)] = y"(t) + a1 y'(t) + aoy(t),
so that a second order linear differential equation with source f could be written as L[y] = f.
There are simpler transformations, for example the differentiation operation itself,

D[f(®)] = f'(t)-
Not all transformations involve differentiation. There are integral transformations, for ex-
ample integration itself,

1) = [ "5 a.



G. NAGY - ODE Avucusr 16, 2015 153

Of particular importance in many applications are integral transformations of the form

b
T(f (1) = / K(s.1) f(t) d,

where K is a fixed function of two variables, called the kernel of the transformation, and a,
b are real numbers or +0o. The Laplace Transform is a transfomation of this type, where
the kernel is K (s,t) = e~*¢, the constant a = 0, and b = oo.

Definition 4.1.1. The Laplace Transform of a function f: (0,00) — R is given by

clrw) = [ et (412)

where s € R is any real number such that the integral above converges.

Remark: An alternative notation for the Laplace Transform of a function f is
F(s) = L[f ()], s€ Dp CR,

where the emphasis is in the result of the Laplace Transform, which is a function F' on the
variable s. We have denoted the domain of the transformed function as Dy C R, defined
as the set of all real numbers such that the integral in (4.1.2) converges. In these notes
we use both notations L[f(¢)] and F, depending on what we want to emphasize, either the
transformation itself or the result of the transformation. We will also use the notation L[f],
whenever the independent variable t is not important in that context.

In this Section we study properties of the transformation £. We will show in Theo-
rem 4.1.4 that this transformation is linear, and in Theorem 4.2.1 that this transformation
is one-to-one and so invertible on the appropriate domain. But before that, we show how
to compute a Laplace Transform, how to compute the improper integral and interpret the
result. We will see in a few examples below that this improper integral in Eq. (4.1.2) does
not converge for every s € R. The interval where the Laplace Transform of a function f is
defined depends on the particular function f. We will see that L[e*!] with a € R is defined
for s > a, but L[sin(at)] is defined for s > 0. Let us compute a few Laplace Transforms.

EXAMPLE 4.1.2: Compute L[1].

SoLUTION: The function f(t) = 1 is a simple enough function to find its Laplace transform.
Following the definition,
L[1] = / e st dt.
0

But we have computed this improper integral in Example 4.1.1. Just replace a = s in that
example. The result is that the £[1] is not defined for s < 0, while for s > 0 we have

ExAaMPLE 4.1.3: Compute L[], where a € R.

SoLUTION: Following the definition of the Laplace Transform,

L[e™] :/ e*Steatdt:/ e~ (5=t gp,
0 0

Here again we can use the result in Example 4.1.1, just replace a in that Example by (s—a).
The result is that the L£[e®'] is not defined for s < a, while for s > a we have
1
Lle"] = ———, s> a.
(s —a) <
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ExAMPLE 4.1.4: Compute L[te®], where a € R.

SOLUTION: In this case the calculation is more complicated than above, since we need to
integrate by parts. We start with the definition of the Laplace Transform,

[ee] N
L[te™] = / e S'te® dt = lim te~ (=t g¢.,
o N—oo 0

This improper integral diverges for s = a, so L[te?!] is not defined for s = a. From now on
we consider only the case s # a. In this case we can integrate by parts,

1 N v
L[te™] = lim [— te~ (5Tt 4 / e—<s—“)tdt],
N—oool (s—a) o s—a J,
that is,
e at Ii —(s—a)t N 1 —(s—a)t N
E[te ] = NLI};Q |:— (8 — a) te . - me . :| (413)

In the case that s < a the first term above diverges,

lim — Ne (=N — Jim — Nel=alV = oo,

N—o00 (s—a) N—o00 (s—a)

therefore L[te®!] is not defined for s < a. In the case s > a the first term on the right hand
side in (4.1.3) vanishes, since

1
. _ —(s—a)N _ —(s—a)t —
Nh_rgo (s—a)Ne 0, (s—a)te |t:0 0.
Regarding the other term, and recalling that s > a,
1 1 1
li - —(s—a)N _ 07 - —(s—a)t - -
N (s — a)Qe (s —a)? c |t:0 (s —a)?
Therefore, we conclude that
1
Llte™] = ———— 5 > a.
[te®] oo s>a .

EXAMPLE 4.1.5: Compute L[sin(at)], where a € R.

SOLUTION: In this case we need to compute

N
L[sin(at)] = lim e *'sin(at) dt.
0

The definite integral above can be computed integrating by parts twice,
N
1
/ e *'sin(at) dt = —=[e~* sin(at)]
o S
which implies that

N
(1 + g%) /0 e tsin(at) dt = 7% [e=**sin(at)]

One can check that the limit N — oo on the right hand side above does not exist for s < 0,
so L[sin(at)] does not exist for s < 0. In the case s > 0 it is not difficult to see that

2 2 e}
(S ta ) / e *'sin(at) dt = %,
0 s

52

N N g

N
- 8—2/ e tsin(at) dt,
0

- ;12 [e=*" cos(at)]

0 0

N N

— % [e*" cos(at)]

0 0

which is equivalent to
a
Llsin(at)] = —, > 0.
[sin(at)] o s -



G. NAGY - ODE Avucusr 16, 2015 155

In Table 2 we present a short list of Laplace Transforms. They can be computed in the
same way we computed the the Laplace Transforms in the examples above.

f(t) F(s) = L[f()] Dy
flt)y=1 F(S)Zé s>0
f(t) =e* F(s) = ! s>a

a ~ (s—a)
F(t) =t F(s) = S(LLD s>0
F(t) = sin(at) F(s) = 52;% s> 0
£(t) = cos(at) F(s) = ﬁ 5> 0
£(t) = sinh(at) F(s) = ﬁ s> |al
f(t) = cosh(at) F(s) = ﬁ s> |al
f(t) = trest F(s) = (.SZ)!("H) s>a
f(t) = e sin(bt) F(s) = (S—CL?Q—FbQ s>a
F(t) = et cos(bt) F(s) = (Sf"'a);ﬁbz s>a
f(t) = e sinh(bt) F(s) = (s—al))2—62 s—a> b
f(t) = e cosh(bt) F(s) = (s(sa_)za)lﬂ s—a > b

TABLE 2. List of a few Laplace Transforms.

4.1.3. Main Properties. Since we are more or less confident on how to compute a Laplace
Transform, we can start asking deeper questions. For example, what type of functions have
a Laplace Transform? It turns out that a large class of functions, those that are piecewise
continuous on [0,00) and bounded by an exponential. This last property is particularly
important and we give it a name.

Definition 4.1.2. A function f on [0,00) is of exponential order s,, where s, is any real
number, iff there exist positive constants k, T such that

If®)| < ke forall t>T. (4.1.4)
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Remarks:

(a) When the precise value of the constant s, is not important we will say that f is of
exponential order.
2
(b) An example of a function that is not of exponential order is f(t) = et .
This definition helps to describe a set of functions having Laplace Transform. Piecewise
continuous functions on [0, 00) of exponential order have Laplace Transforms.

Theorem 4.1.3 (Sufficient Conditions). If the function f on [0,00) is piecewise con-
tinuous and of exponential order s,, then the L[f] exists for all s > s, and there exists a
positive constant k such that the following bound holds
k
!C[f” < , § > So.

s — S

Proof of Theorem 4.1.3: From the definition of the Laplace Transform we know that

L[f] = lim " e St f(t) dt

N—00 0

The definite integral on the interval [0, N] exists for every N > 0 since f is piecewise
continuous on that interval, no matter how large N is. We only need to check whether the
integral converges as N — oo. This is the case for functions of exponential order, because

N N N N
/ e Stf(t) dt’ g/ e_3t|f(t)|dt</ e—stkesotdtzk/ e~ (57s0)t gy,
0 0 0 0

Therefore, for s > s, we can take the limit as N — oo,
k

'ANesva)ﬁ‘gkLk%ﬂ:(s_&ﬁ.

Therefore, the comparison test for improper integrals implies that the Laplace Transform
L[f] exists at least for s > s,, and it also holds that

k
|L[f]] < , §> So.
S — So
This establishes the Theorem. O
The next result says that the Laplace Transform is a linear transformation. This means
that the Laplace Transform of a linear combination of functions is the linear combination

of their Laplace Transforms.

I£1f]] < lim

N—00

Theorem 4.1.4 (Linear Combination). If the Laplace transforms L[f] and L[g] of the
functions f and g exist and a, b are constants, then the following equation holds

Llaf +bg] = a L[f] +bL]g].

Proof of Theorem 4.1.4: Since integration is a linear operation, so is the Laplace Trans-
form, as this calculation shows,

Llaf +bg] = / e af(t) +bg(t)] dt

:a/ et f(t) ﬁ+b/ ey
0

=aL[f] +bL]g].
This establishes the Theorem. O
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ExAMPLE 4.1.6: Compute £[3t? + 5 cos(4t)].

SOLUTION: From the Theorem above and the Laplace Transform in Table 7?7 we know that
L[3t% + 5 cos(4t)] = 3 L[t*] + 5 L[cos(4t)]

2 S
=3(5) +3(m3m) =0
6 5s

g3 §2 4+ 427
Therefore,

5s* + 652 + 96
, s> 0.

2 = < 4/ _
L[3t* + 5 cos(4t)] (2 1 16) -

The Laplace Transform can be used to solve differential equations. The Laplace Trans-
form converts a differential equation into an algebraic equation. This is so because the
Laplace Transform converts derivatives into multiplications. Here is the precise result.

Theorem 4.1.5 (Derivative). If a function f is continuously differentiable on [0,00) and
of exponential order s,, then L[f'] exists for s > s, and

LI =sL[f]=f(0),  s>s, (4.1.5)

Proof of Theorem 4.1.5: The main calculation in this proof is to compute
N
L[f'1= lim et f'(t) dt.
0

We start computing the definite integral above. Since f’ is continuous on [0, 00), that definite
integral exists for all positive IV, and we can integrate by parts,

/ON et (L) dit = [(e’“f(t))’iv - /ON(s)eStf(t) dt]

=e *Nf(N) —f(0)+s/ e St f(t) dt.

We now compute the limit of this expression above as N — oco. Since f is continuous on
[0,0) of exponential order s,, we know that

N
: —st _
ngl(l)o i e f(t) dt = L[f], 5> 5.

Let us use one more time that f is of exponential order s,. This means that there exist
positive constants k and T such that |f(t)| < ke®°t, for t > T. Therefore,

lim e *Nf(N) < lim ke *Ne®oN = lim ke G750V =0 5> 5,
N—00 N—00 N—00

These two results together imply that £[f'] exists and holds

L[f')=sLIf]-f0), s> s0
This establishes the Theorem. |
EXAMPLE 4.1.7: Verify the result in Theorem 4.1.5 for the function f(t) = cos(bt).
SoLUTION: We need to compute the left hand side and the right hand side of Eq. (4.1.5)

and verify that we get the same result. We start with the left hand side,

b b?

Llf') = £l=bsin(bt)] = ~bLisin(bt)] = ~b 5 = LU= -5
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We now compute the right hand side,

2 _ 212
SEU) = F0) = s Lleos(t)] — 1 =5 o —1= T2 0
so we get )
b
sL[f] = f(0) = T2y
We conclude that L[f'] = s L[f] — f(0). <

It is not difficult to generalize Theorem 4.1.5 to higher order derivatives.

Theorem 4.1.6 (Higher Derivatives). If a function f is n times continuously differen-

tiable on [0,00) and of exponential order so, then L[f"],--- , LIf™] exist for s > s, and
LIf"] = s LIf] = 5 f(0) = '(0) (4.1.6)
LI = 5" L] = 577D £(0) = oo = f7D(0), (4.1.7)

Proof of Theorem 4.1.6: We need to use Eq. (4.1.5) n times. We start with the Laplace
Transform of a second derivative,

LI = LI(f)]
= sLf'] = f'(0)
= s(sL[f] = £(0)) = f(0)
=" L[f] — s £(0) = f(0).

The formula for the Laplace Transform of an nth derivative is computed by induction on n.
We assume that the formula is true for n — 1,

LI = STV L) = 072 (0) = oo = JUTD(0).
Since L[f™] = L[(f)~V)], the formula above on f’ gives
LIV = s LI = s S(0) = = () TR(0)
= s (s L) = £(0) =TT f1(0) = oo = FTD(0)
= s L[f] = "7 f(0) = 572 f1(0) = - — FTD(0).
This establishes the Theorem. ]

ExaMPLE 4.1.8: Verify Theorem 4.1.6 for f”, where f(t) = cos(bt).

SOLUTION: We need to compute the left hand side and the right hand side in the first
equation in Theorem (4.1.6), and verify that we get the same result. We start with the left
hand side,

s y b2s
L[f"] = L]-b*cos(bt)] = —b L[cos(bt)] = —b* TR = L[f"]= L
We now compute the right hand side,
5 , 9 9 8 53— s3 —b%s
s*L[f] — s f(0) — f(0) = s Llcos(bt)] —s—0=s m—s:w,
so we get
LI 10 - FO0) = -5
524 b2

We conclude that L[f"] = s? L[f] — s f(0) — f'(0). <
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4.1.4. Exercises.

4.1.1.- . 4.1.2.- .
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4.2. THE INITIAL VALUE PROBLEM

4.2.1. Solving Differential Equations. We plan to use the Laplace Transform to solve
differential equations. Roughly, this is done as follows:

differential Alebrai Solve the Transform back
ifferential eq. ebraic eq.
4 @, 8 4 2 algebraic eq. 2% to obtain y(t).
for y(t). for Ly(t)].
for L[y(t)]. (Use the table.)

Remarks:

(a) We will use the Laplace Transform to solve differential equations with constant coef-
ficients. Although the method can be used with variable coefficients equations, the
calculations could be very complicated in this case.

(b) The Laplace Transform method works with very general source functions, including step
functions, which are discontinuous, and Dirac’s deltas, which are generalized functions.

As we see in the sketch above, we start with a differential equation for a function y. We
first compute the Laplace Transform of the whole differential equation. Then we use the
linearity of the Laplace Transform, Theorem 4.1.4, and the property that derivatives are
converted into multiplications, Theorem 4.1.5, to transform the differential equation into
an algebraic equation for L[y]. Let us see how this works in a simple example, a first order
linear equation with constant coefficients. We learned how to solve such equation in § 1.1.

ExaMPLE 4.2.1: Use the Laplace Transform to find the solution y to the initial value problem

Yy +2y=0, y(0)=3.

SOLUTION: In § 1.1 we saw one way to solve this problem, using the integrating factor
method. One can check that the solution is y() = 3e 2. We now use the Laplace Transform.
First, compute the Laplace Transform of the differential equation,

Ly +2y] = L[0] = 0.
Theorem 4.1.4 says the Laplace Transform is a linear operation, that is,
LIy ]+2L[y] = 0.

Theorem 4.1.5 relates derivatives and multiplications, as follows,
SLy - y(0)] +2L] =0 = (s+2)Lly] = y(0).

In the last equation we have been able to transform the original differential equation for y
into an algebraic equation for L[y]. We can solve for the unknown L[y] as follows,

_y(0) _ 3
ﬁ[y}—8+2 = ﬁ[y]—m,

where in the last step we introduced the initial condition y(0) = 3. From the list of Laplace
Transforms given in Sect. 4.1 we know that
1 3 3
L] = — = =3L[] = = L[3e”*].
[e] s—a s+2 [e™] s+2 S

So we arrive at L[y(t)] = L[3e~2!]. Here is where we need one more property of the Laplace
Transform. We show right after this example that

Llyt)] =LBe ] = y(t)=3e"2.
This property is called One-to-One. Hence the only solution is y(¢) = 3 e~ 2. <
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4.2.2. One-to-One Property. Let us repeat the method we used to solve the differential
equation in Example 4.2.1. We first computed the Laplace Transform of the whole differ-
ential equation. Then we use the linearity of the Laplace Transform, Theorem 4.1.4, and
the property that derivatives are converted into multiplications, Theorem 4.1.5, to trans-
form the differential equation into an algebraic equation for L[y]. We solved the algebraic
equation and we got an expression of the form

Lly(t)] = H(s),

where we have collected all the terms that come from the Laplace transformed differential
equation into the function H. We then used a Laplace Transform table to find a function h
such that

We arrived to an equation of the form

Lly(t)] = LI (t)].

Clearly, y = h is one solution of the equation above, hence a solution to the differential
equation. We now show that there are no solutions to the equation L[y] = L[h] other than
y = h. The reason is that the Laplace Transform on continuous functions of exponential
order is an one-to-one transformation, also called injective.

Theorem 4.2.1 (One-to-One). If f, g are continuous on [0,00) of exponential order, then

LIfl=Llg] = f=g

Remarks:

(a) The result above holds for continuous functions f and g. But it can be extended to
piecewise continuous functions. In the case of piecewise continuous functions f and g
satisfying L[f] = L[g] one can prove that f = g+ h, where h is a null function, meaning
that fOT h(t)dt =0 for all T > 0. See Churchill’s textbook [1], page 14.

(b) Once we know that the Laplace Transform is a one-to-one transformation, we can define
the inverse transformation in the usual way.

Definition 4.2.2. The Inverse Laplace Transform, denoted L™, of a function F is
L7UF(s)] = f(t) & F(s)=LIf()].

Remarks: There is an explicit formula for the inverse Laplace Transform, which involves
an integral on the complex plane,
1 a+ic
L7UF(s)]| = =— lim et F(s)ds.

t 27 c=oo e

See for example Churchill’s textbook [1], page 176. However, we do not use this formula in
these notes, since it involves integration on the complex plane.

Proof of Theorem 4.2.1: The proof is based on a clever change of variables and on
Weierstrass Approximation Theorem of continuous functions by polynomials. Before we get
to the change of variable we need to do some rewriting. Introduce the function v = f — g,
then the linearity of the Laplace Transform implies

Lu] = L[f — g] = L[f] = L[g] = 0.
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What we need to show is that the function w vanishes identically. Let us start with the
definition of the Laplace Transform,

o0
Clu] = / e~ u(t) dt.
0
We know that f and g are of exponential order, say s,, therefore u is of exponential order
So, meaning that there exist positive constants k and T such that
lu(t)| < ke>, t>T.

Evaluate L[u] at § = s; +n+ 1, where s, is any real number such that s; > s, and n is any
positive integer. We get

= / e~ (srtnti)t u(t)dt = / e o1t g= (D)t u(t) dt.

s 0 0

L[u]

We now do the substitution y = e~%, so dy = —e~* dt,

1

E[U]L = /lo ¥ty u(—1In(y)) (—dy) =/ y*t " u(—In(y)) dy.

0

Introduce the function v(y) = y* u((—In(y)), so the integral is

= / y" v(y) dy. (4.2.1)

We know that L[u] exists because u is continuous and of exponential order, so the function
v does not diverge at y = 0. To double check this, recall that t = —In(y) — oo as y — 0%,
and u is of exponential order s,, hence

lim |v(y)| = lim e™**|u(t)| < lim e~ (1750t =,
y—0* t—o0 t—00

L[u)

Our main hypothesis is that L[u] = 0 for all values of s such that L[u] is defined, in particular
5. By looking at Eq. (4.2.1) this means that

1
/y"v(y)dyzo, n=123---.
0

The equation above and the linearity of the integral imply that this function v is perpen-
dicular to every polynomial p, that is

/ () vly) dy = 0, (4.2.2)

for every polynomial p. Knowing that, we can do the following calculation,

/ V2(y) dy = / (o(y) — py) vly) dy + / ' p() oly) dy.

The last term in the second equation above vanishes because of Eq. (4.2.2), therefore

/0 2 (y) dy = / (v(y) — p()) v() dy

</|v(y> )] [v()] dy

< (o) [ o)~ (o) (423

We remark that the inequality above is true for every polynomial p. Here is where we use the
Weierstrass Approximation Theorem, which essentially says that every continuous function
on a closed interval can be approximated by a polynomial.
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Theorem 4.2.3 (Weierstrass Approximation). If f is a continuous function on a closed
interval [a,b], then for every € > 0 there exists a polynomial q. such that

Jnax [F(y) —ae(y)| < e

The proof of this theorem can be found on a real analysis textbook. Weierstrass result
implies that, given v and € > 0, there exists a polynomial p. such that the inequality
n (4.2.3) has the form

1
2
v dy < max |v(y v )| dy < max |v(y)]e.
/o W) dy < max, lo(y |/‘ W)ldy < max o)

Since € can be chosen as small as we please, we get

/011)2(3/) dy = 0.

But v is continuous, hence v = 0, meaning that f = g. This establishes the Theorem. [

4.2.3. Partial Fractions. We are now ready to start using the Laplace Transform to solve
second order linear differential equations with constant coefficients. The differential equation
for y will be transformed into an algebraic equation for L[y]. We will then arrive to an
equation of the form L[y(t)] = H(s). We will see, already in the first example below, that
usually this function H does not appear in Table 2. We will need to rewrite H as a linear
combination of simpler functions, each one appearing in Table 2. One of the more used
techniques to do that is called Partial Fractions. Let us solve the next example.

ExAaMPLE 4.2.2: Use the Laplace Transform to find the solution y to the initial value problem
y' =y =2y=0, y0)=1  y'(0)=0.

SOLUTION: First, compute the Laplace Transform of the differential equation,

Ll —y 2] = £I0] = 0.
Theorem 4.1.4 says that the Laplace Transform is a linear operation,

Lly" = LIy -2L[y] =
Then, Theorem 4.1.5 relates derivatives and multiplications,

|2 ly) = 59(0) = o/ ()] = [ £ly] —y(0)] — 21y =
which is equivalent to the equation
(s> =5 —2) L[yl = (s = 1) y(0) +¥/(0).

Once again we have transformed the original differential equation for y into an algebraic
equation for L[y]. Introduce the initial condition into the last equation above, that is,

(32 —s—2)Ly]=(s—1).

Solve for the unknown L[y] as follows,
(s —1)

Ly = m

The function on the right hand side above does not appear in Table 2. We now use partial
fractions to find a function whose Laplace Transform is the right hand side of the equation
above. First find the roots of the polynomial in the denominator,

1 sy =
2-5-2=0 = sizi[lj:\/l—&—S] = {;_
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that is, the polynomial has two real roots. In this case we factorize the denominator,

(s—1)
Ly = ———"—.
W= GG+
The partial fraction decomposition of the right-hand side in the equation above is the fol-
lowing: Find constants a and b such that

(s—1) a b

(s —2)(s+1) s—2+s+1'

A simple calculation shows

(s—1) e b a(s+1)+b(s—2) s(a+b)+(a—2b)
(s—2)(s+1) s-2 s+1  (s=2)(s+1)  (s—2)(s+1)
Hence constants a and b must be solutions of the equations
. ) a+b=1,
(s—1)=s(a+b)+(a—2b) = {a—2b:—1.
L 1 2
The solution is a = 3 and b = 3" Hence,
1 1 2 1
Lyl == = .
V=362 365D
From the list of Laplace Transforms given in § 4.1, Table 2, we know that
1 1 1
at] _ _ pro2t — plo—t
Lle ]_s—a = T3 L[e*], porag] L[e™"].
So we arrive at the equation
1 2 1
Lly) = 5 L™ + S Ll = £ [g (€2 + 2e*f)]
We conclude that .
y(t) = §(62t +2e77).

<

The Partial Fraction Method is usually introduced in a second course of Calculus to inte-
grate rational functions. We need it here to use Table 2 to find Inverse Laplace Transforms.
The method applies to rational functions

Q(s)

P(s)’

where P, Q are polynomials and the degree of the numerator is less than the degree of the
denominator. In the example above

R(s) =

(s~ 1)
(s2—s5—2)
One starts rewriting the polynomial in the denominator as a product of polynomials degree
two or one. In the example above,

R(s) =

B (s—1)
S P )

One then rewrites the rational function as an addition of simpler rational functions. In the

example above,
a b

T2 TG
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We now solve a few examples to recall the different partial fraction cases that can appear
when solving differential equations.
EXAMPLE 4.2.3: Use the Laplace Transform to find the solution y to the initial value problem

y'—4y' +4y=0, y0)=1, y(0)=1

SOLUTION: First, compute the Laplace Transform of the differential equation,
Lly" —4y' + 4y] = L[0] = 0.

Theorem 4.1.4 says that the Laplace Transform is a linear operation,
LIy - 4L+ 4Ly =0.

Theorem 4.1.5 relates derivatives with multiplication,

|2 1) = 5y(0) =y (0)] — 4[5 £ly] — y(0)] +4.1y] = 0,
which is equivalent to the equation
(5% —4s +4) L[y = (s — 4) y(0) + ¥/ (0).
Introduce the initial conditions y(0) = 1 and 3(0) = 1 into the equation above,
(s* —4s+4) Ly = s — 3.
Solve the algebraic equation for L[y],
(s =3)
(s2—4s+4)

We now want to find a function y whose Laplace Transform is the right hand side in the
equation above. In order to see if partial fractions will be needed, we now find the roots of
the polynomial in the denominator,

Lly] =

1
$?—4s+4=0 = si:§[4ﬂ: 16 —16] = s, =s5_=2.

that is, the polynomial has a single real root, so L[y| can be written as

(s —3)

(s —2)*

This expression is already in the partial fraction decomposition. We now rewrite the right

hand side of the equation above in a way it is simple to use the Laplace Transform table in
§ 4.1,

Lly] =

(s—2)+2-3 (s—2) 1 1 1
Lly] = = — Lly] = — .
] (s —2) oo GooE T HMEim Gz
From the list of Laplace Transforms given in Table 2, § 4.1 we know that
1 1
L at] _ = 2t
[ s—a  s—2 [,
1 1
Llte™] = —— = L[te*].
[te”] (s —a)? = (s —2)2 [#e”]

So we arrive at the equation

Lly] = L[e*] — L[te*] = L[e*" —te*] = y(t) =e* —te™.
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ExaMpPLE 4.2.4: Use the Laplace Transform to find the solution y to the initial value problem
y" — 4y’ + 4y = 3sin(2t), y(0) =1, y'(0) = 1.

SOLUTION: First, compute the Laplace Transform of the differential equation,
Lly" — 4y + 4y] = L[3sin(2t)].

The right hand side above can be expressed as follows,

. . 2 6
L[3sin(2t)] = 3 L[sin(2t)] = 3 PiY 2
Theorem 4.1.4 says that the Laplace Transform is a linear operation,
6
s2 44
and Theorem 4.1.5 relates derivatives with multiplications,

[ £l) = 59(0) /' (0)] ~ 4 [s Lly) ~ ()] +4Lly) =

LIy —4LY]+4Ly =

_6
s2+4°
Reorder terms,

(s> —4s+4) L[y = (s —4)y(0) + ¢'(0) + %

Introduce the initial conditions y(0) = 1 and y(0) = 1,
6
s2+4

(s —4s+4)Lly) = s — 3+

Solve this algebraic equation for L[y], that is,
(s —3) N 6
(s2—4s+4) (2 —4+4)(s2+4)
From the Example above we know that s — 4s + 4 = (s — 2)2, so we obtain
1 1 6

Lly] =

Lly] = — . 4.2.4
=S o T o) (424)
From the previous example we know that
1 1
L[e* —te*'] = —_— (4.2.5)

s—2 (s—2)2

We know use partial fractions to simplify the third term on the right hand side of Eq. (4.2.4).
The appropriate partial fraction decomposition for this term is the following: Find constants
a, b, ¢, d, such that

6 as+b c d

G202 (214 £2+4 52 -2°

Take common denominator on the right hand side above, and one obtains the system

a+c=0,
—4a+b—2c+d=0,
4a — 4b+4c =0,

4b — 8c + 4d = 6.

The solution for this linear system of equations is the following:

3 3 3
= b: = — — d:—.
0, c 3 1
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Therefore,
6 3 s 3 1 3 1

5-22(°+4) 85244 B8(s—2) d(s_2p7
We can rewrite this expression above in terms of the Laplace Transforms given in Table 2,
in Sect. 4.1, as follows,

ey = Cleos(an] - S )+ e

and using the linearity of the Laplace Transform,
6 3 3 3
—— =L o) — — et + ¢t 2t} . 4.2.
RO EEYY £{8(:os( ) 3¢ +te (4.2.6)
Finally, introducing Egs. (4.2.5) and (4.2.6) into Eq. (4.2.4) we obtain
3 3
Lly®) = L[ —t)e* + 2 (1420 + 2 cos(zt)]

Since the Laplace Transform is an invertible transformation, we conclude that

y(t) = (1 —t)e* + g (2t — 1) + g cos(2t).
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4.2.4. Exercises.

4.2.1.- . 4.2.2.- .
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4.3. DISCONTINUOUS SOURCES

The Laplace Transform Method is useful to solve linear differential equations with discon-
tinuous source functions. In this section review what could be the simplest discontinuous
function, the step function, and we use it to construct more general piecewise continuous
functions. We then compute the Laplace Transform of these discontinuous functions. We
also find formulas for the Laplace Transform of certain translations of functions. These for-
mulas and the Laplace Transform Table in Section 4.1 are very important to solve differential
equations with discontinuous sources.

4.3.1. Step Functions. We start with a definition of a step function.
Definition 4.3.1. The step function att =0 is denoted by u and given by

0 t<0,
u(t) = {1 - (4.3.1)

The step function w at ¢ = 0 and its right and left translations are plotted in Fig. 15.

u u u
u(t) u(t —c) u(t +c)
1 r— ¢
1 _
of t 0 ¢ t —c 0 t

FIGURE 15. The graph of the step function given in Eq. (4.3.1), a right
and a left translation by a constant ¢ > 0, respectively, of this step function.

Recall that given a function with values f(¢) and a positive constant ¢, then f(t —¢) and
f(t+c¢) are the function values of the right translation and the left translation, respectively,
of the original function f. In Fig. 16 we plot the graph of functions f(t) = e, g(t) = u(t) e
and their respective right translations by ¢ > 0.

fa ft)=¢ét fa f@O) =ut)et  fa f(t)=u(t—c)et=c
1 1 1l

i

iy
ol t t ol t ol ¢ t

FIGURE 16. The function f(t) = e, its right translation by ¢ > 0, the
function f(t) = u(t) e and its right translation by c.

Right and left translations of step functions are useful to construct bump functions. A
bump function is a function with nonzero values only on a finite interval [a, b].

0 t<a,
bt)=u(t—a)—u(t—b) < bit)={1 a<t<b (4.3.2)
0 t=b

The graph of a bump function is given in Fig. 17, constructed from two step functions.
Step and bump functions are useful to construct more general piecewise continuous functions.
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u u u
u(t —a u(t —b b(t
. . (t—a) . .( ) . . . (t)
0 a b t o] a b t o] a b t

FI1GURE 17. A bump function b constructed with translated step functions.

EXAMPLE 4.3.1: Graph the function
Ft) = [u(t —1) —u(t —2)] ™. y ft)

SoLUTION: Recall that the function

b(t) = u(t — 1) — u(t — 2), /

is a bump function with sides at t = 1 andf t = 2.
Then, the function

£t = bit) e, -~ —
is nonzero where b is nonzero, that is on [1, 2), and

on that domain it takes values e®*. The graph of
f is given in Fig. 18. <

F1GURrE 18. Function f.

The Laplace Transform of step functions are not difficult to compute.

Theorem 4.3.2. For every number ¢ € R and and every s > 0 holds

6765

Llu(t —¢)] = 1 s

- for ¢<O0.
S

for ¢>=0,

Proof of Theorem 4.3.2: Consider the case ¢ > 0. The Laplace Transform is

Llu(t —c)] = /000 e Stu(t —c)dt = /COO e St dt,

where we used that the step function vanishes for ¢ < ¢. Now compute the improper integral,
—CS e—(:s

Llu(t —c)] = ngnoo —%(e_Ns —e %) = . = Llu(t—c)]= .

e

Consider now the case of ¢ < 0. The step function is identically equal to one in the domain
of integration of the Laplace Transform, which is [0, c0), hence

Llu(t —¢)] = /Ooo e *tu(t — ) dt = /Oooe—“dt=£[l] -

s
This establishes the Theorem. (]
EXAMPLE 4.3.2: Compute L[3u(t — 2)].
SOLUTION: The Laplace Transform is a linear operation, so
L[3u(t — 2)] = 3 L]u(t — 2)],
3e 28

and the Theorem 4.3.2 above implies that L£[3u(t — 2)] =
s
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e—3si|
B .

—3s

ExAMPLE 4.3.3: Compute £* {

—3s
e e
SOLUTION: Theorem 4.3.2 says that

= L[u(t —3)],s0 L7} [ } = u(t —3). <

4.3.2. Translation Identities. We now introduce two important properties of the Laplace
Transform.
Theorem 4.3.3 (Translation Identities). If L[f(t)](s) exists for s > a, then
Llu(t —c)f(t —c)] = e~ L[f(t)], 5> a, c=0 (4.3.3)
Llef#)] = L[f#)](s— ), s>a+c, ceR.

Remarks:

(a) Eq. (4.3.4) holds for all ¢ € R, while Eq. (4.3.3) holds only for ¢ > 0.
(b) Show that in the case that ¢ < 0 the following equation holds,

lel
Clult-+leD e+ le)] = e (£lpe) = [ e fie)ar).
(c) We can highlight the main idea in the theorem above as follows:
L [right-translation (uf)] = (exp) (L[f]),
L[(exp) (f)] = translation(L[f]).
(d) Denoting F(s) = L[f(t)], then an equivalent expression for Egs. (4.3.3)-(4.3.4) is
Llu(t =) f(t = ¢)] = e F(s),
Llef(t)] = F(s —c).
(e) The inverse form of Egs. (4.3.3)-(4.3.4) is given by,
L7e ™ F(s)] = u(t —c)f(t — ¢), (4.3.5)
L7UF(s —c)] = e f(1). (4.3.6)

Proof of Theorem 4.3.3: The proof is again based in a change of the integration variable.
We start with Eq. (4.3.3), as follows,

Clult — ) f(t — )] = /OO e=tu(t — o) f(t — ¢) dt

:/ e St f(t—c)dt, T=t—c, dr=dt, c>0,
COO

:/ E_S(T+c)f(7')d’7'
0

= efcs/ e Tf(r)dr
0
=e “ LIf(t)], 5> a.
The proof of Eq. (4.3.4) is a bit simpler, since

Ek%ﬁﬂ=/wf“ﬁﬂwﬁ=/wf“ﬂ%wﬁ=ﬁmmw—¢

0 ]

which holds for s — ¢ > a. This establishes the Theorem. O
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ExAMPLE 4.3.4: Compute L[u(t — 2) sin(a(t — 2))].

SOLUTION: Both L[sin(at)] = ﬁ and Llu(t — ¢)f(t — ¢)] = e~ L][f(t)] imply
£[u(t - 2) sin(a(t - 2))] = ™ Lfsin(at)] = e~ i .
We conclude: L [u(t — 2) sin(a(t — 2))] = % <

EXAMPLE 4.3.5: Compute £[e* sin(at)].

SOLUTION: Since L[e“' f(t)] = L[f](s — ¢), then we get
3t oo _ a
L[e* sin(at)] G_3Zia’ 5> 3.

EXAMPLE 4.3.6: Compute both £[u(t — 2) cos(a(t — 2))] and L[e3* cos(at)].

SoLUTION: Since £ [cos(at)] = 5, then

s

s2+a
(s—3)

(s —3)2+a?

S

L[u(t—2) cos(a(t —2))] =e a7

L[e* cos(at)] =
ExAMPLE 4.3.7: Find the Laplace Transform of the function

0 t<1,

f@y_{(ﬂ—2ﬁ+% t>1. (4.3.7)

SOLUTION: The idea is to rewrite function f so we can use the Laplace Transform Table 2,
in § 4.1 to compute its Laplace Transform. Since the function f vanishes for all ¢ < 1, we
use step functions to write f as

ft) = u(t —1)(t* — 2t +2).
Now, notice that completing the square we obtain,
22 4+2=-2t+1)—1+2=(t—-1)* +1.
The polynomial is a parabola ¢? translated to the right and up by one. This is a discontinuous

function, as it can be seen in Fig. 19.

So the function f can be written as follows,

Yo u(t—1)[(t—1)2+1
Ft) =ut—1)(t—1)* +u(t—1). t—-1)[t—-1) ]

Since we know that L[t?] = 82—3, then
Eq. (4.3.3) implies
LIF()] = Llu(t = 1) (t = 1)*] + Llu(t - 1)]

1
52 sl |
=€ 373 +e " — l
so we get 0 1 ¢
LIf()] = 653( (24 %), FIGURE 19. Function f

4 given in Eq. (4.3.7).
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EXAMPLE 4.3.8: Find the function f such that L[f(t)] = c

SoLUTION: Notice that

L) = et

e

, then Eq. (4.3.3), or its inverse form Eq. (4.3.5) imply

Recall that L[sin(at)] = ﬁ
1

L Llut—)sin(VB(t—4)] = f(t) = = u(t — 4)sin(v/5 (¢ — 4)).

LIf@)] = 7

S

(s—1)
(s —2)2+3"
SOLUTION: We first rewrite the right-hand side above as follows,
(s—1-14+1)
LIf(t)] = “G-27+3
CE R
(s—2)2+3 (s—2)2+3

(s —2) N 1 V3

EXAMPLE 4.3.9: Find the function f(t) such that L[f(¢)] =

(s—22+ (V3)® V3 (s—2)2+ (V3)"
We now recall Eq. (4.3.4) or its inverse form Eq. (4.3.6), which imply
1

LIf(t)] = L[e* cos(\/gt)] + ﬁﬁ[e% sin(\/gt)].

So, we conclude that
€2t .
ft) = 7 {\/5 cos(\/gt) + sm(\/gt)}.

26—33j|
52 —41

] =sinh(at) and L7 [e™** f(s)} =u(t —¢) f(t — ¢), then

EXAMPLE 4.3.10: Find £‘1[

a

SOLUTION: Since £7* [ﬁ
S —aQa

2?738

52 —4

26735
2 —4

2
52 —4

L’_l[ ] =Lt [6_35 ] = Eil{ } = u(t — 3) sinh(2(t — 3)).

6723

24 s5—2

SOLUTION: Since the right hand side above does not appear in the Laplace Transform Table
in § 4.1, we need to simplify it in an appropriate way. The plan is to rewrite the denominator
of the rational function 1/(s?+s—2), so we can use partial fractions to simplify this rational
function. We first find out whether this denominator has real or complex roots:

EXAMPLE 4.3.11: Find a function f such that L[f(t)] =

S+:17

1
se=g[-1£VItTs = {3_2—2.
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We are in the case of real roots, so we rewrite
2 +s5—2=(s—1)(s+2).

The partial fraction decomposition in this case is given by

1 __e b (a+b)s+(2a—b) a+b=0,
(s—1)(s+2) (s—1) (s+2)  (s—=1)(s+2) 20 —b=1.
The solution is a = 1/3 and b = —1/3, so we arrive to the expression
1 1 1 1
L ] == —2s _ - ,—2s .
POl=3e 7 773 552
Recalling that
1
[, at
[e] s—a’

and Eq. (4.3.3) we obtain the equation
1 1
LIf(t)] = 3 E[u(t —2) e(t_Q)] —3 £[u(t -2) e_Q(t_Q)]
which leads to the conclusion:
1
_ 1 _ (t—2) _ _—2(t-2)
F(t) = g u(t—2) [e e }
<

4.3.3. Solving Differential Equations. The last three examples in this section show how
to use the methods presented above to solve differential equations with discontinuous source
functions.

ExampLE 4.3.12: Use the Laplace Transform to find the solution of the initial value problem

Y+ 2y =u(t —4), y(0) = 3.

SOLUTION: We compute the Laplace Transform of the whole equation,

, 6—43
Lly) + 2 Lly) = Llu(t 4] =
From the previous section we know that
6—43 e—4s
[s LIyl = y(0)] +2L[y] = = (s+2) Lyl = y(0) + —
We introduce the initial condition y(0) = 3 into equation above,
3 1 1
L - —4s - L =37 —2t —4s -

We need to invert the Laplace Transform on the last term on the right hand side in equation
above. We use the partial fraction decomposition on the rational function above, as follows
1 a b a(s+2)+bs  (a+b)s+ (2a) {aer_(),
2a =1.

sG+2) s 12 s12 . s+
We conclude that ¢ = 1/2 and b = —1/2, so

1 171 1
s(s+2) :E[g_ (s—|—2)]
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We then obtain

Lly]=3L[e*] + [6_451_6_45 1 }

s (s+2)
(c[u(t —4)] = L[u(t - 4) e*2<t74>}).

= N

=3L[e*"] +
Hence, we conclude that
y(t) = 3e7 2 + %u(t —4) [1 _ €72<t74)]
<

ExAMPLE 4.3.13: Use the Laplace Transform to find the solution to the initial value problem

5 1 0<t<
" / _ _ / _ _ =~
y Yy +gy=0t),  y(0)=0, y(0)=0, bt)= { 0 t>m. (4.3.8)
SOLUTION: From Fig. 20, the source function b can be written as
b(t) = u(t) —u(t — m).
UT u b
u(t u(t —m T u(t) —u(t —m
. (t) . . (t—) . ( )? (t—m)
0 ™ t o] ™ t 0 ™ t

F1GURE 20. The graph of the u, its translation and b as given in Eq. (4.3.8).

The last expression for b is particularly useful to find its Laplace Transform,

L[b(t)] = Llu(t)] — Llu(t —7)] = % +e "™ é = LPhH)])=01—-eT) %

Now Laplace Transform the whole equation,
)
Lly" T+ Ly + 7 LIy = L[0]-

Since the initial condition are y(0) = 0 and y'(0) = 0, we obtain

5 1 1

(32 + 5+ 7) Lyl=1-e™)= = Ly=>1-e")———.

4 $ s (52 +5+ g)

Introduce the function

H(s) = 1

s (32 +s+ g)
That is, we only need to find the inverse Laplace Transform of H. We use partial fractions

to simplify the expression of H. We first find out whether the denominator has real or
complex roots:

= y(t) =L [H(s)] - L7 [e7™ H(s)].

5 1
82+S+Z:O = Sizi[*li L=5],
so the roots are complex valued. An appropriate partial fraction decomposition is
1 a (bs + ¢)

BRI R CErE)
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Therefore, we get
2 5 2 5
lza(s +s+1) +s(bs+c)=(a+b)s —i—(a—l—c)s—i—za.
This equation implies that a, b, and ¢, satisfy the equations
5
a+b=0, a+c=0, 1% 1.
L 4 4 4
The solution is, a = R b= —5 c= — Hence, we have found that,
1 471 (s+1)

= =4[l _ED
(52+s—|—%>s 5ls (52—1-5—&—%)
Complete the square in the denominator,

1 1 1 1\2
32+s+g:[52+2<§>s+—]——+§:<s+—) + 1.

4 4 4 2
Replace this expression in the definition of H, that is,
471 1
H(s) = ¢ {, _ ﬂ}

S (s +3)"+1]
Rewrite the polynomial in the numerator,
(s+1)= (s—&—l—kl) = (S-F})-Fl,
2 2 2 2
hence we get

R IR (N R
Use the Laplace Transform table to get H(s) equal to

H(s)zg{l (5+%) 1 1 }

H(s) = g [E[l] - E[e_t/Q cos(t)] — %E[e‘t/2 sin(t)]} ,
equivalently
H(s) = a[g (1 e 2 cos(t) — —e sm(t)ﬂ-
Denote
h(t) = g {1 — e 2 cos(t) — e 2 sin(t = L[h(1)].
Recalling L[y(t)] = H(s) + e ™ H(s), we obtaln Lly(t)] = L[h(t)] + e~ L[h(t)], that is,

y(t) = h(t) + u(t — m)h(t — ).
<
ExXAMPLE 4.3.14: Use the Laplace Transform to find the solution to the initial value problem

sin(t) 0<t<m

" / 5 /
e fu=a. w0 =0 yor=o a0 ={ T TSI s

SOLUTION: From Fig. 21, the source function g can be written as the following product,

g(t) = [u(t) — u(t — m)] sin(?),
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since u(t) — u(t — ) is a box function, taking value one in the interval [0, 7] and zero on
the complement. Finally, notice that the equation sin(t) = —sin(¢t — 7) implies that the
function g can be expressed as follows,

g(t) = u(t) sin(t) —u(t —7) sin(t) = g(t) = u(t) sin(t) + u(t — 7) sin(t — 7).

The last expression for g is particularly useful to find its Laplace Transform,

v g
g(t
. . (t)
0 T t

FIGURE 21. The graph of the sine function, a square function u(t) —u(t—m)
and the source function g given in Eq. (4.3.9).

1 1
Llg)]=———4+e™ —.
b= T
With this last transform is not difficult to solve the differential equation. As usual, Laplace
Transform the whole equation,

Lly") + £y + 2 £ly] = £lg)

Since the initial condition are y(0) = 0 and y'(0) = 0, we obtain
1

<52 + 5+ §) Lly]=(1+e™) = Llyl=(1+e™)

4 (s*+1) (52+s+3)(32+1)'
Introduce the function
1
H(s) = = y(t) = L7'[H(s)]+ L' [e"™ H(s)].

(52—&—54—%)(52—1—1)

That is, we only need to find the Inverse Laplace Transform of H. We use partial fractions
to simplify the expression of H. We first find out whether the denominator has real or

complex roots:

s2+s+§=0 = sy = %[—11\/@7
so the roots are complex valued. An appropriate partial fraction decomposition is
1 _ (as+0) (cs+d)

Hs) = (2 +s+3) (2 +1)  (s2+s+3) (s2+1)]

Therefore, we get

1= (as +0)(? 1) (es 4 d) (57 45+,

equivalently,
l=(a+c)s*+ (b+c+d)s*+ (a+§c+d> s+ (b+§d).
This equation implies that a, b, ¢, and d, are solutions of

a+c=0, b+c+d=0, a—i—gc—&—d:(), b—l—gd:l.
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Here is the solution to this system:
16 12 16 4
a—ﬁ7 b_ﬁ7 C—_T?, d_ﬁ
We have found that,

H(s)

7i[ (45 +3) +(—43+1)}
T2 4+s+5) (24D 1
Complete the square in the denominator,
SN PR AU N SR BUORE L
s+s+1—[s +2(2>8+4} 4+4—(s+2) + 1.
4 (4s+3) (—4s+1)
H(s)=— .
(s) 17 [[(34-;)24—1] (s2+1) }

Rewrite the polynomial in the numerator,

(4s+3):4(s+%f%>+3:4<s+%)+1,
hence we get
4 (s+3) 1 B s 1
=75 [(s+%)2+1]+[(s+§)2+1] 4(82+1)+(52+1)}'

Use the Laplace Transform Table in 2 to get H(s) equal to
H(s) = 4 [4 L [e_t/z cos(t)] + L [e_t/Q sin(t)] — 4 L[cos(t)] + E[sin(t)]} ,

Y
equivalently
H(s)=L [% (464/2 cos(t) + e/?sin(t) — 4 cos(t) + sin(t))] .
Denote
h(t) = % (4772 cos(t) + e~/ sin(t) — dcos(t) +sin(t)]| = H(s) = £In(0)].

Recalling L[y(t)] = H(s) + e~ ™ H(s), we obtain L[y(t)] = L[h(t)] + e~ ™ L[h(t)], that is,
y(t) = h(t) + u(t — 7m)h(t — 7).
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4.3.4. Exercises.

4.3.1.- . 4.3.2.- .
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4.4. GENERALIZED SOURCES

We introduce a generalized function, the Dirac Delta. We define the Dirac Delta as a limit
n — oo of a particular sequence of functions, {d, }. We will see that this limit is a function
on the domain R — {0}, but it is not a function on R. For that reason we call this limit a
generalized function, the Dirac Delta generalized function.

We will show that each element in the sequence {d,} has a Laplace Transform, and
this sequence of Laplace Transforms {£[d,]} has a limit as n — oco. This limit of Laplace
Transforms is how we define the Laplace Transform of the Dirac Delta.

We will solve differential equations having the Dirac Delta generalized function as source.
Such differential equations appear often when one describes physical systems with impulsive
forces, that is forces acting on a very short time but transfering a finite momentum to the
system. Dirac’s Delta is tailored to model impulsive forces.

4.4.1. Sequence of Functions and the Dirac Delta. A sequence of functions is a se-
quence whose elements are functions. If each element in the sequence is a continuous func-
tion, we say that this is a sequence of continuous functions. It is not difficult to see that the
limit of a sequence of continuous functions may be a continuous function. All the limits in
this section are taken for a fixed value of the function independent variable. For example,

{fn(t):Sin((l‘i’%)t)}—>Si1'l(t) as n — 00,

where the limit is computed for each fixed value of t. However, not every sequence of
continuous functions has a continuous function as a limit.

As an example, consider now the following se-
quence, {uy}, forn > 1,

Unp,
0, t<0
1
un(t) =4 b 09?; (4.4.1)
1, t>-—.
n

This is a sequence of continuous functions whose
limit is a discontinuous function. From the few
graphs in Fig. 22 we can see that the limit n — oo
of the sequence above is a step function, indeed,
limy, - 00 un (t) = u(t), where

_ 0 for t<0,
“(t)_{l for &> 0. FIGURE 22, A few

functions in the se-
quence {uy,}.

We used a tilde in the name u because this step
function is not the same we defined in the previous
section. The step u in § 4.3 satisfied u(0) = 1.

Exercise: Find a sequence {u,} so that its limit is the step function u defined in § 4.3.

Although every function in the sequence {u, } is continuous, the limit @ is a discontinuous
function. It is not difficult to see that one can construct sequences of continuous functions
having no limit at all. A similar situation happens when one considers sequences of piecewise
discontinuous functions. In this case the limit could be a continuous function, a piecewise
discontinuous function, or not a function at all.

We now introduce a particular sequence of piecewise discontinuous functions with domain
R such that the limit as n — oo does not exist for all values of the independent variable ¢.
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The limit of the sequence is not a function with domain R. In this case, the limit is a new
type of object that we will call Dirac’s Delta generalized function. Dirac’s Delta is the limit
of a sequence of particular bump functions.

Definition 4.4.1. The Dirac Delta generalized function is the limit
i) = nlgr;o on (1),

for every fized t € R of the sequence functions {6, }°2 4,

1
5, (t) = { £) — t—f}, 442
(1) =n [u(t) ~ u(t — ) (142)
The sequence of bump functions introduced above 5
can be rewritten as follows, "
0, t<0
Sa(ty =4 ™ OSt<— 3_0630)
1 1
0, t>-. !
n 1
We then obtain the equivalent expression, | 5,(t)
| 2\Y
5 0 for t+#0, 2 t——o
t — [
(®) {oo for t=0. D
Remark: It can be shown that there exist infin- E E 0, ()
itely many sequences {4, } such that their limit as 1 T .
n — oo is Dirac’s Delta. For example, another L !
sequence is L !
g(t):n[u(t—ﬁ—i)—u(t—i)} - :
n n o of 11 1 t
1
0, t< —— 32
1 2n
=< n ——<t< — FIGURE 23. A few
2n 1 2n functions in the se-
0, t> o quence {0, }.

We see that the Dirac delta generalized function is a function on the domain R — {0}.
Actually it is the zero function on that domain. Dirac’s Delta is not defined at ¢t = 0, since
the limit diverges at that point. One thing we can do now is to shift each element in the
sequence by a real number ¢, and define

5(t—rc) :n11_>1r;o§n(t—c), ceR.

This shifted Dirac’s Delta is identically zero on R — {c} and diverges at t = c. If we shift
the graphs given in Fig. 23 by any real number ¢, one can see that

c+1
/ Oon(t—c)dt =1

for every m > 1. Therefore, the sequence of integrals is the constant sequence, {1,1,---},
which has a trivial limit, 1, as n — oo. This says that the divergence at ¢ = ¢ of the sequence
{d,} is of a very particular type. The area below the graph of the sequence elements is always
the same. We can say that this property of the sequence provides the main defining property
of the Dirac Delta generalized function.
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Using a limit procedure one can generalize several operations from a sequence to its
limit. For example, translations, linear combinations, and multiplications of a function by
a generalized function, integration and Laplace Transforms.

Definition 4.4.2. We introduce the following operations on the Dirac Delta:
F#)o(t =) +g(t)d(t —c) = lm [f(t)dn(t — ) + g(t) dn(t — )],

n—r oo a

0(t—c)] = lm L[o,(t—¢)].

n— oo

b b
/ S(t—cydt = tim [ 6,(t—c)dt,
L[

Remark: The notation in the definitions above could be misleading. In the left hand
sides above we use the same notation as we use on functions, although Dirac’s Delta is
not a function on R. Take the integral, for example. When we integrate a function f, the
integration symbol means “take a limit of Riemann sums”, that is,

b—a
—

b n
/a fit)ydt = nh_}n;@%f(az,) Az, x; = a+1i Az, Az =

However, when f is a generalized function in the sense of a limit of a sequence of functions
{fn}, then by the integration symbol we mean to compute a different limit,

b b
/ f@t)dt = lim [ f,.(t)dt.
a n— oo
We use the same symbol, the integration, to mean two different things, depending whether
we integrate a function or a generalized function. This remark also holds for all the oper-
ations we introduce on generalized functions, specially the Laplace Transform, that will be
often used in the rest of this section.

4.4.2. Computations with the Dirac Delta. Once we have the definitions of operations
involving the Dirac delta, we can actually compute these limits. The following statement
summarizes few interesting results. The first formula below says that the infinity we found
in the definition of Dirac’s delta is of a very particular type; that infinity is such that Dirac’s
delta is integrable, in the sense defined above, with integral equal one.
cte

Theorem 4.4.3. For every c € R and € > 0 holds, / ot —c)dt =1.

C—€
Proof of Theorem 4.4.3: The integral of a Dirac’s delta generalized function is computed
as a limit of integrals,

cte cte
/ 0(t —c)dt = lim On(t—c)dt
CcC—E€ n—oo CcC—E€
CJr% 1
= lim ndt, — <€,

n—oo J, n
. 1
= lim n(c—|— — —C)
n— oo n

= lim 1
n— o0

=1.
This establishes the Theorem. O
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b
Theorem 4.4.4. If f is continuous on (a,b) and ¢ € (a,b), then/ f)ot—c)dt = f(c).

Proof of Theorem 4.4.4: We again compute the integral of a Dirac’s delta as a limit of
a sequence of integrals,
b

/bé(t ) f(t)dt = lim [ Sn(t—c)f(t)dt

n—oo a

= lim bn[u(t—c)—u(t—c—l)} f(t)dt

n—oo [, n
= nl;n;o n f(t) dt, ~< (b—o),

c
where in the last line we used that ¢ € [a, b]. If we denote by F any primitive of f, that is,
F' = f, then we can write,

b
/ ot —c) f(t)dt= nli_)n;on[F(c—i— %) — F(c)]
= lim (ry[Flet 1) - Fe)]
— F/(c)
= f(o).
This establishes the Theorem. O

e % for ¢=0,

Theorem 4.4.5. For all s € R holds L[§(t — ¢)] =
0 for ¢ <.

Proof of Theorem 4.4.5: The Laplace Transform of a Dirac’s delta is computed as a limit
of Laplace Transforms,

Lot —c)] = lim L[6,(t — )]

n—oo
. 1
= nll_}rr;oﬁ[n[u(t —c)—ut—c— E)H
e 1
= li t—c)—u(t—c——)]e*"dt.
Jim ; nfu(t—c) —u(t—c n)]e
1
The case ¢ < 0 is simple. For —< |e| holds
Lot —c)] = ILm 0dt = L[o(t—¢)]=0, forseR, ¢<O0.
n oo 0
Consider now the case ¢ > 0. We then have,
c+% .
Lot —c)] = nh_)rrgo ) ne " dt.
For s = 0 we get
c+%
L[6(t —c¢)] = lim ndt=1 = L[§{t—c)]=1 fors=0, ¢>=0.
n— oo c
In the case that s # 0 we get,
c+x -
_ — " —st — _ﬁ —cs _ ,—(ct2)s — ,—CS i (1 —¢ n)
L[6(t —¢)] nh_)rr;o i ne " dt nh_)rr;o . (e e )=e nll)rr;o (f) .
n
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The limit on the last line above is a singular limit of the form %,

rule to compute it, that is,

so we can use the I’Hopital

_s —i e_%)
lim (1_7;71): lim (an: lim e » =1
n— o0 = n— 00 _ n— 00
(n) ( n2)
We then obtain,
LI6(t—c)=e" fors#0, c¢>0.
This establishes the Theorem. O

4.4.3. Applications of the Dirac Delta. Dirac’s Delta generalized functions describe
impulsive forces in mechanical systems, such as the force done by a stick hitting a marble.
An impulsive force acts on a very short time and transmits a finite momentum to the system.

Suppose we have a point particle with constant mass m. And to simplify the problem as
much as we can, let us assume the particle can move along only one space direction, say x.
If a force F acts on the particle, Newton’s second law of motion says that

ma=F & ma'(t)=F(tz)),
where the function values z(t) are the particle position as function of time, a(t) = z”(t) are
the particle acceleration values, and we will denote v(t) = 2/(¢) the particle velocity values.
We saw in § 1.1 that Newton’s second law of motion is a second order differential equation for

the position function x. Now it is more convenient to use the particle momentum, p = muv,
to write the Newton’s equation,

mz”" =mv' = (mv) =F = p' =F

Writing Newton’s equation in this form it is simpler to see that forces change the particle
momentum. Integrating in time on an interval [t,,t,] we get

Bp=plts) = plts) = [ Fitalt) dr.

t1
Suppose that an impulsive force is acting on a particle at ¢, transmitting a finite momentum,
say po,. This is where the Dirac Delta is uselful for, because we can write the force as

F(t) =pod(t —to),
then F =0 on R — {¢,} and the momentum transferred to the particle by the force is

to+At

Ap:/ Do O0(t — to) dt = py.
to— At

The momentum tranferred is Ap = p,, but the force is identically zero on R — {t,}. We have

transferred a finite momentum to the particle by an interaction at a single time t,.

4.4.4. The Impulse Response Function. We now want to solve differential equations
with the Dirac Delta as a source. But a particular type of solutions will be important later
on, those solutions to initial value problems with the Dirac Delta generalized function as a
source and zero initial conditions. We give these solutions a particular name.

Definition 4.4.6. The impulse response function at the point ¢ > 0 of the linear
operator L(y) = y" + a1y’ + aoy, with a,, a, constants, is the solution ys, in the sense of
Laplace Transforms, of the initial value problem

L(ys) =0(t—c),  ws(0)=0,  y5(0)=0, =0

Remark: Impulse response functions are also called fundamental solutions.
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ExaMpPLE 4.4.1: Find the impulse response function at ¢ = 0 of the linear operator
Ly) =y" +2y +2y.
SOLUTION: We need to find the solution ys of the initial value problem

Since the souce is a Dirac Delta, we have to use the Laplace Transform to solve this problem.
So we compute the Laplace Transform on both sides of the differential equation,

Llys]+2LMys] +2L[ys) = LI6(H)] =1 = (s +25+2)Lys] =1,

where we have introduced the initial conditions on the last equation above. So we obtain

1
Llys] = m

The denominator in the equation above has complex valued roots, since
1
s+ =—|—2++V4-238|,
L= g[2£ Vi g

therefore, we complete squares s? + 25+ 2 = (s + 1)2 + 1. We need to solve the equation

Clul = ¢ !

e+ =Lle 'sin(t)] = ys(t) = 'sin(t).

ExXAMPLE 4.4.2: Find the impulse response function at ¢ = ¢ > 0 of the linear operator
L(y) =y" +2y +2y.
SOLUTION: We need to find the solution ys of the initial value problem

ys +2ys +2ys =6(t —c¢), ys(0) =0, y5(0)=0.

We have to use the Laplace Transform to solve this problem because the source is a Dirac’s
Delta generalized function. So, compute the Laplace Transform of the differential equation,

Llys] + 2 Llys] + 2 L[ys| = L[5(t — c)].

Since the initial conditions are all zero and ¢ > 0, we get

—CS

219549 — e S —

Find the roots of the denominator,

$$+25+2=0 = si:%[—Qﬁ:\/élfS

The denominator has complex roots. Then, it is convenient to complete the square in the
denominator,

2
242 42= [s2+2(§>s+1} 14 2=(s+1)2+ 1

Therefore, we obtain the expression,

Llys] =

(s+1)24+1°
Recall that L[sin(t)] = ﬁ, and L[f](s — ¢) = L[e” f(t)]. Then,
1

Gr12+1 =Lle " sin(t)] = Llys] = e Lle”" sin(t)].
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Since for ¢ > 0 holds e~ L[f](s) = L[u(t — ¢) f(t — ¢)], we conclude that

ys(t) = u(t —c) e~ sin(t — ).

ExAMPLE 4.4.3: Find the solution y to the initial value problem

y" —y=-200(t—3), y(0) =1, y'(0) = 0.

SOLUTION: The source is a generalized function, so we need to solve this problem using the
Lapace Transform. So we compute the Laplace Transform of the differential equation,

Ly — Lyl =-20L[5(t—-3)] = (s2—=1)L[y]—s5=—-20e3,

where in the second equation we have already introduced the initial conditions. We arrive
to the equation

1
S _9pe B

-1 7= 1) = L[cosh(t)] — 20 L]u(t — 3) sinh(t — 3)],

Lly] =

which leads to the solution

y(t) = cosh(t) — 20 u(t — 3) sinh(t — 3).

EXAMPLE 4.4.4: Find the solution to the initial value problem

y' +4y=06(t —m) —d(t —2m), y(0) =0, y'(0) = 0.

SOLUTION: We again Laplace Transform both sides of the differential equation,
LIy +4Ly] =L[6(t —7)] — Lot —27)] = (s°+4)L[y]=e ™ —e 27,

where in the second equation above we have introduced the initial conditions. Then,

e~ TS 6—27'(8
Ly = -
W=y =i
e~ TS 2 6727rs 2

2 (s2+4) 2 (s2+4)
= %L[u(t — ) sin[2(t — 77)]} — %L’ [u(t — 2m) sin[2(t — 271')]}.

The last equation can be rewritten as follows,

y(t) = %u(t — ) sin[2(t — )] — % u(t — 2m) sin[2(t — 2)],

which leads to the conclusion that

y(t) = % [u(t — 7) — u(t — 2m)] sin(2¢).
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4.4.5. Comments on Generalized Sources. We have used the Laplace Transform to
solve differential equations with the Dirac Delta as a source function. It may be convenient
to understand a bit more clearly what we have done, since the Dirac Delta is not an ordinary
function but a generalized function defined by a limit. Consider the following example.

ExaMpPLE 4.4.5: Find the impulse response function at ¢ = ¢ > 0 of the linear operator
Liy)=y"
SOLUTION: We need to solve the initial value problem
Yt =bt—c),  y(0) =0,
In other words, we need to find a primitive of the Dirac Delta. However, Dirac’s Delta is

not even a function. Anyway, let us compute the Laplace Transform of the equation, as we
did in the previous examples,

Ly M) =LPE -] = sLy®-y0)=e = Lyt)]=

But we know that

—CS

e

=Llut—o)] = L)) =Lut-c)] = ylt)=ult-o)

S

Looking at the differential equation y'(¢t) = §(t — ¢) and at the solution y(t) = u(t — ¢) one
could like to write them together as

u'(t—c)=68(t—c). (4.4.3)
But this is not correct, because the step function is a discontinuous function at t = ¢, hence
not differentiable. What we have done is something different. We have found a sequence of
functions u,, with the properties,
lim u,(t —c¢) = u(t —¢), lim u) (t —c) =6(t —¢),

n—oo n—oo

and we have called y(t) = u(t — ¢). This is what we actually do when we solve a differential
equation with a source defined as a limit of a sequence of functions, such as the Dirac Delta.
The Laplace Transform Method used on differential equations with generalized sources al-
lows us to solve these equations without the need to write any sequence, which are hidden
in the definitions of the Laplace Transform of generalized functions. Let us solve the prob-
lem in the Example 4.4.5 one more time, but this time let us show where all the sequences
actually are.

ExAaMPLE 4.4.6: Find the solution to the initial value problem
y'(t) =6(t—c), y(0) =0, c>0, (4.4.4)
SOLUTION: Recall that the Dirac Delta is defined as a limit of a sequence of bump functions,

5(75—6):“113;0%(75—6), 5n(t—c):n{u(t—c)—u<t—c—%>], n=12---.

The problem we are actually solving involves a sequence and a limit,
y'(t) = lim §,(t — c), y(0) = 0.
n—oo
We start computing the Laplace Transform of the differential equation,

Lly' ()] = £[ lim_6,,(t — ¢)].
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We have defined the Laplace Transform of the limit as the limit of the Laplace Transforms,

Ly (1) = lim L[5.(t - o))

n—oo

If the solution is at least piecewise differentiable, we can use the property

LIy ()] = s LIy(t)] — y(0).
Assuming that property, and the initial condition y(0) = 0, we get

1 L[ (t —
Ly =L tm LPat—0) = L) = tim ZoE=0l

S n—oo n— o0

Introduce now the function y,(t) = u,(t — ¢), given in Eq. (4.4.1), which for each n is the
only continuous, piecewise differentiable, solution of the initial value problem

y;L(t) = 6n(t - C)’ yn(O) =0.
It is not hard to see that this function u,, satisfies

L[5 (t — ¢)]
Clun(t)) = =022
Therefore, using this formula back in the equation for y we get,

Lly(t)) = T Lun(1)).
For continuous functions we can interchange the Laplace Transform and the limit,
Lly(t)) = £] lim (1))
So we get the result,
y(t) = lim w,(t) = y(t)=u(t—c).
n—oo
We see above that we have found something more than just y(¢) = u(t — ¢). We have found
y(t) = lim u,(t —c),
where the sequence elements u,, are continuous functions with u, (0) = 0 and

lim u,(t — ¢) = u(t — ¢), lim u) (t—c) =6(t—c)
n— o0

n—roo

Finally, derivatives and limits cannot be interchanged for u,,
: / . I
nlgréo [un (t — )] # [nh_{r;o un (t —c)]
so it makes no sense to talk about y'. <
When the Dirac Delta is defined by a sequence of functions, as we did in this section, the
calculation needed to find impulse response functions must involve sequence of functions
and limits. The Laplace Transform Method used on generalized functions allows us to hide

all the sequences and limits. This is true not only for the derivative operator L(y) =y’ but
for any second order differential operator with constant coefficients.

Definition 4.4.7. A solution of the initial value problem with a Dirac’s Delta source
y'tay tay=06t—c, y0)=w, Y(0)=uy, (4.4.5)
where ay, ao, Yo, Y1, and ¢ € R, are given constants, is a function
y(t) = Tim ya (1),
where the functions y,, with n > 1, are the unique solutions to the initial value problems
Yntayp+aoyn =0n(t—c),  yn(0) =1,  9,(0) =i, (4.4.6)
and the source 8, satisfy lim, o 0,(t —¢) = d(t — ¢).
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The definition above makes clear what do we mean by a solution to an initial value problem
having a generalized function as source, when the generalized function is defined as the limit
of a sequence of functions. The following result says that the Laplace Transform Method
used with generalized functions hides all the sequence computations.

Theorem 4.4.8. The function y is solution of the initial value problem
y”+a1y’+aoy:5(t—c)7 y(0) = o, y/(O) =Y, c =0,
iff its Laplace Transform satisfies the equation

(5 LIy] = sy0 = vs) + a1 (s LIy] = v0) — a0 LIy] = €7,

This Theorem tells us that to find the solution y to an initial value problem when the source
is a Dirac’s Delta we have to apply the Laplace Transform to the equation and perform the
same calculations as if the Dirac Delta were a function. This is the calculation we did when
we computed the impulse response functions.

Proof of Theorem 4.4.8: Compute the Laplace Transform on Eq. (4.4.6),

Llyn] + a1 LIyp] + a0 L[ya] = L[0n(t = )].

Recall the relations between the Laplace Transform and derivatives and use the initial
conditions,

Llyy) = 8" Llyn] = sto —vi, LY = s Lyn] — vo,
and use these relation in the differential equation,

(s + ass + ao) Llyn] — 590 — Y1 — @190 = L[0,(t — )],
Since §,, satisfies that lim,, o 0, (t — ¢) = 6(¢ — ¢), an argument like the one in the proof of
Theorem 4.4.5 says that for ¢ > 0 holds

Lop(t—c)]=L[O0{t—c)] = lim L[0,(t—c)]=e"*.

n—oo

Then

(5% + ass + ao) lim Llyn] = syo =y — asyo = e~

Interchanging limits and Laplace Transforms we get

(2.}

(32 + a5+ U«o) ['[y] —SYo— Y1 — Yo =€
which is equivalent to
(32 Ly] — syo — yl) + a, (s Lly] — yo) —ao Lly] = e~
This establishes the Theorem. O
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4.4.6. Exercises.

4.4.1.- . 4.4.2.- .
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4.5. CONVOLUTIONS AND SOLUTIONS

Solutions of initial value problems for linear nonhomogeneous differential equations can be
decomposed in a nice way. The part of the solution coming from the initial data can be
separated from the part of the solution coming from the nonhomogeneous source function.
Furthermore, the latter is a kind of product of two functions, the source function itself and
the impulse response function from the differential operator. This kind of product of two
functions is the subject of this section. This kind of product is what we call the convolution
of two functions.

4.5.1. Definition and Properties. One can say that the convolution is a generalization
of the pointwise product of two functions. In a convolution one multiplies the two functions
evaluated at different points and then integrates the result. Here is a precise definition.

Definition 4.5.1. The convolution of functions f and g is a function f x g given by
(fxg)(t / f(r)gt—7)d (4.5.1)

Remark: The convolution is defined for functions f and g such that the integral in (4.5.1) is
defined. For example for f and g piecewise continuous functions, or one of them continuous
and the other a Dirac’s Delta generalized function.

EXAMPLE 4.5.1: Find f * g the convolution of the functions f(t) = e~ and g(t) = sin(t).

SOLUTION: The definition of convolution is,

(fxg)t) = /0 e Tsin(t — 1) dr.

This integral is not difficult to compute. Integrate by parts twice,

t t
/ e " sin(t —7)dr = [e_T cos(t — T)] - / e” " sin(t — 1) dr,
0 0

that is,

t t

- [e_T sin(t — T)}

0 0

t t

=e " — cos(t) — 0 + sin(t).

0

- [ef'r sin(t — 7')]

2 /Ot e 7 sin(t — 1) dr = [e*T cos(t — 7’)]

We then conclude that

[

[e™" + sin(t) — cos(t)]. (4.5.2)

<

N[ =

(fxg)t) =

A few properties of the convolution operation are summarized in the Theorem below.
But we save the most important property for the next subsection.
Theorem 4.5.2 (Properties). For every piecewise continuous functions f, g, and h, hold:
(i) Commutativity: fxg=g=*[;
(i) Associativity: fx(gxh)=(fxg)*h;
(iii) Distributivity: fx(g+h)=fxg+ f=*h;
(iv) Neutral element: f+0=0;
(v) Identity element: 4= f.
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Proof of Theorem 4.5.2: We only prove properties (i) and (v), the rest are left as an
exercise and they are not so hard to obtain from the definition of convolution. The first
property can be obtained by a change of the integration variable as follows,

(fxg)(t /f gt —71)d T=t-—r, dT = —dr,

=l’ﬂt—ﬂgﬁx—nd%

=/mﬂm—ﬂﬁ::<hmm=@ww»

0

We now move to property (v), which is essentially a property of the Dirac Delta,

/f 5(t — ) dr = £(1).
This establishes the Theorem. O

4.5.2. The Laplace Transform. The Laplace Transform of a convolution of two functions
is the pointwise product of their corresponding Laplace Transforms. This result will be a
key part in the solution decomposition result we show at the end of the section.

Theorem 4.5.3 (Laplace Transform). If the functions f and g have Laplace Transforms
L[f] and L[g], including the case where one of them is a Dirac’s Delta, then

L[f = gl = L[f] L[g]- (4.5.3)

Remark: It is not an accident that the convolution of two functions satisfies Eq. (4.5.3).
The definition of convolution is chosen so that it has this property. One can see that this is
the case by looking at the proof of Theorem 4.5.3. One starts with the expression L[f] L]g],
then changes the order of integration, and one ends up with the Laplace Transform of some
quantity. Because this quantity appears in that expression, is that it deserves a name. This
is how the convolution operation was created.

t
EXAMPLE 4.5.2: Compute the Laplace Transform of the function u(t) = / e” 7 sin(t—7) dr.
0

SOLUTION: The function u above is the convolution of the functions
fy=e"",  g(t) =sin(t),

that is, u = f * g. Therefore, Theorem 4.5.3 says that
Llu] = LIf = g] = LIf] L]g].

Since,

Tst 1
we then conclude that L[u] = L[f * g] is given by

AR CEEEST)
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Proof of Theorem 4.5.3: We start writing the right hand side of Eq. (4.5.1), the product
L[f] L]g]. We write the two integrals coming from the individual Laplace Transforms and
we rewrite them in an appropriate way.

cleld = [ [ esa] [T e ai

_ /Ooo 0 (/Oo e f(t) d) dF

0

_ /0 o) ( / T ems4D g dt) di,

0

where we only introduced the integral in ¢ as a constant inside the integral in £. Introduce
the change of variables in the inside integral 7 = ¢ + ¢, hence d7 = dt. Then, we get

LIf] Llg] = /00o 9(®) (/too e f(r — ) dT) di (4.5.4)
= /0C><J /{OO e 5T g(t) f(r —t)drdt. (4.5.5)

Here is the key step. We must switch the order of
integration. From Fig. 24 we see that changing the
order of integration gives the following expression,

Clf] £lg] = / / =57 o(@) f(r — ) didr. ,
o Jo
Then, is straightforward to check that Aol

ctela = [ e ([ atd - dai) ar
0 T

)

[ e nma

=Llg=f] = LI[fIL[g]=L[f*g]
This establishes the Theorem. O

FIGURE 24. Domain of
integration in (4.5.5).

t
ExaMPLE 4.5.3: Use the Laplace Transform to compute u(t) = / e 7 sin(t — 1) dr.
0

SOLUTION: We know that u = f g, with f(¢) = e~ and g(t) = sin(¢), and we have seen in
Example 4.5.2 that
1

(s+1)(s?24+1)
A partial fraction decomposition of the right hand side above implies that

Llu] = L[f x g] =

1y 1 1 s
*5[(s+1)+(s2+1)* (s2+1)]
1

=2 (E[e,t] + L[sin(t)] — ﬁ[cos(t>])~
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This says that

u(t) = = [e™" + sin(t) — cos(t)].

N |

We then conclude that

(f*g)(t) = % [e" +sin(t) — cos(t)],

which agrees with Eq. (4.5.2) in the first example above. <

4.5.3. Solution Decomposition. The Solution Decomposition Theorem is the main result
of this section. Theorem 4.5.4 shows one way to write the solution to a general initial
value problem for a linear second order differential equation with constant coefficients. The
solution to such problem can always be divided in two terms. The first term contains
information only about the initial data. The second term contains information only about
the source function. This second term is a convolution of the source function itself and the
impulse response function of the differential operator.

Theorem 4.5.4 (Solution Decomposition). Given constants ao, as, Yo, Yy and a piece-
wise continuous function g, the solution y to the initial value problem

y' +ay +ay=g9gt), y0) =y %)=y, (4.5.6)

can be decomposed as

y(t) = yn(t) + (ys * 9)(1), (4.5.7)
where yp, is the solution of the homogeneous initial value problem
Yn + a1y, +aoyn =0, yn(0) =10, 3,(0) = yi, (4.5.8)

and ys s the impulse response solution, that is,

Yy +ays +aoys = 0(t), wys(0) =0, w5(0)=0.

Remark: The solution decomposition in Eq. (4.5.7) can be written in the equivalent way
t
o0 =un(®)+ [ vs(rig(t — )
0

Proof of Theorem4.5.4: Compute the Laplace Transform of the differential equation,
L[y"] + as LIy'] + a0 Lly] = L]g(t)].
Recalling the relations between Laplace Transforms and derivatives,
Lly") = > LIyl —syo — v, LY = s LYl — o
we re-write the differential equation for y as an algebraic equation for cL[y],
(s + ars + ao) LIYy] — syo — y1 — aryo = L[g(1)]-
As usual, it is simple to solve the algebraic equation for cL[y],
Ll = (5 +a:)yo +y1 1
vl = 73 5
(s2+a;s+ay)  (s2+ais+ao)
Now, the function yy, is the solution of Eq. (4.5.8), that is,
(s2+ays+ao)
And by the definition of the impulse response solution ys we have that

1
Llvsl = e v ay)

Llg(1)].

Llyn] =
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These last three equation imply,
Lly] = Llyn] + Llys] L[g(t)).
This is the Laplace Transform version of Eq. (4.5.7). Inverting the Laplace Transform above,
y(t) = yn(t) + L7 [Llys] Lg(2)]]-
Using the result in Theorem 4.5.3 in the last term above we conclude that

y(t) = yn(t) + (ys * g)(t).

ExaMpLE 4.5.4: Use the Solution Decomposition Theorem to express the solution of
y'+2y +2y=sin(at), y(0)=1, y'(0)=-1

SoLuTION: Compute the Laplace Transform of the differential equation above,
LIy" + 2Ly + 2 L[y] = L]sin(at)],
and recall the relations between the Laplace Transform and derivatives,

Lly") = s Lly] = sy(0) —y'(0), LIy} = sLly] —y(0).
Introduce the initial conditions in the equation above,
Lly" = Lly] —s(1) = (=1),  Lly]=sLly] -1,

and these two equation into the differential equation,

(s + 25 +2) L[y] — s + 1 —2 = L[sin(at)].
Reorder terms to get

(s+1) 1 .
Lly] = L t)].

9] (s2+25+2) + (s2 + 25+ 2) [sin(at)]
Now, the function yy, is the solution of the homogeneous initial value problem with the same
initial conditions as y, that is,

(s+1) (s+1) —t
L = = =L t)].
(9] (s2+25s+2) (s+1)2+1 le™" cos(®)]
Now, the function y;s is the impulse response solution for the differential equation in this

Example, that is,

1
L = = = —t g .
cL[ys] 12512 (124l Lle™" sin(t)]
Put all this information together and denote g(t) = sin(at) to get
Llyl = Llynl + Llys] Llg(®)] = y(t) = yn(t) + (ys * 9)(1),

More explicitly, we get

—_

y(t) = e~ " cos(t) + /0 e~ "sin(7) sinfa(t — 7)] dr.
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4.5.4. Exercises.

4.5.1.- . 4.5.2.- .
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CHAPTER 5. SYSTEMS OF DIFFERENTIAL EQUATIONS

Newton’s second law of motion for point particles is one of the first differential equations
ever written. Even this early example of a differential equation consists not of a single
equation but of a system of three equation on three unknowns. The unknown functions are
the particle three coordinates in space as function of time. One important difficulty to solve
a differential system is that the equations in a system are usually coupled. One cannot solve
for one unknown function without knowing the other unknowns. In this chapter we study
how to solve the system in the particular case that the equations can be uncoupled. We call
such systems diagonalizable. Explicit formulas for the solutions can be written in this case.
Later we generalize this idea to systems that cannot be uncoupled.

To
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5.1. LINEAR DIFFERENTIAL SYSTEMS

We introduce a linear differential system with variable coefficients. We present an initial
value problem for such systems and we state that initial value problems always have a
unique solution. The proof is based on a generalization of the Picard-Lindelof iteration used
in Section 1.6. We then introduce the concepts of fundamental solution, general solution,
fundamental matrix, and Wronskian of solutions to a linear system. This section is a
generalization of the ideas in § 2.1 from a single equation to a system of equations.

5.1.1. First Order Linear Systems. A single differential equation on one unknown func-
tion is often not enough to describe certain physical problems. The description of a point
particle moving in space under Newton’s law of motion requires three functions of time,
the space coordinates of the particle, to describe the motion together with three differential
equations. To describe several proteins activating and deactivating each other inside a cell
also requires as many unknown functions and equations as proteins in the system. In this
Section we present a first step aimed to describe such physical systems. We start introducing
a first order linear differential system.

Definition 5.1.1. An n x n first order linear differential system is the equation
' (t) = A(t) =(t) + g(t), (5.1.1)

where the n x n coefficient matriz A, the source n-vector g, and the unknown n-vector x are
given in components by

ari(t) - aw(t) 9:(t) z4(t)
Aty =1 s g = | m) =
ani(t) -+ ann(t) gn(t) Tn (1)

The system is called homogeneous iff the source vector g = 0. The system is called of
constant coefficients iff the coefficient matrix A is constant.

Remarks:
2y (1)
(a) The derivative of a a vector-valued function is defined as ' (t) =
i, (t)

n

(b) By the definition of the matrix-vector product, Eq. (5.1.1) can be written as

2y (t) = ann(t) 22(t) + -+ + awn(t) 2n(t) + 91(2),

2y, (1) = an1(t) 21 (t) + - - + ann(t) 2o (t) + gn ().

A solution of an n x n linear differential system is an mn-vector-valued function @, that
is, a set of n functions {z,,--- ,z,}, that satisfy every differential equation in the system.
When we write down the equations we will usually write « instead of x(t).

ExaMpLE 5.1.1: The case n = 1 is a single differential equation: Find a solution x; of
o = a1 (t) z, + g: ().

This is a linear first order equation, and solutions can be found with the integrating factor
method described in Section 1.2. <
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ExaMpLE 5.1.2: The case n = 2 is a 2 X 2 linear system: Find functions z,, x, solutions of
xy = a1 (t) o1 + ara(t) 22 + g1 (1),
xh = ao1 (t) x1 + age(t) zy + go(t).

In this case the coefficient matrix A, the source vector g, and the unknown vector x are,

a0=[o o] wo=[a] ==

ExAMPLE 5.1.3: Use matrix notation to write down the 2 x 2 system given by
m; =Ty — o,

T, = —x; + Ty
SOLUTION: In this case, the matrix of coefficients and the unknown vector have the form
|1 -1 (1)
A )
This is an homogeneous system, so the source vector g = 0. The differential equation can
be written as follows,

/
Ty =T — Ty ! 1 =1| |z /
= 11 — = r = A:E.
Th = —xy + T, [x'j [_1 1} [%]

2

<
ExaMPLE 5.1.4: Find the explicit expression for the linear system = Az + b, where
1 3 et x4
e P
SOLUTION: The 2 X 2 linear system is given by
x! 1 3] [x et wh = xy + 3, + €,
/1 = + 3t| < 3
x, 3 1] |z, 2e xh = 3z, + 2, + 27,
<

EXAMPLE 5.1.5: Show that the vector-valued functions z(!) = E e?t and 2@ = B] et

are solutions to the 2 x 2 linear system @ = Ax, where A = B :;} .

SOLUTION: We compute the left-hand side and the right-hand side of the differential equation
above for the function (*) and we see that both side match, that is,

W 3 =2 (2] 2 4] 2t o 2] 26, 2] (2r) _ |2 2
Ax —|:2_2:||:1:|6—|:26—216,£C —1(e>—126,

so we conclude that (Y’ = Az(Y). Analogously,

=t Y- [ eyl

so we conclude that z(?’ = Az®. <
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ExaMpLE 5.1.6: Find the explicit expression of the most general 3 x 3 homogeneous linear
differential system.

SOLUTION: This is a system of the form « = A(¢) x, with A beaing a 3 x 3 matrix. Therefore,
we need to find functions x,, x,, and x5 solutions of

) = a1 (t) y + ar2(t) Ty + ar3(t) s

xh = ag(t) 1 + aga(t) Ty + ar3(t) s

2l = as1(t) , + asa(t) o, + ags(t) xs.
<
5.1.2. Order Transformations. We present two results that make use of 2 x 2 linear
systems. The first result transforms any second order linear equation into a 2 x 2 first order
linear system. The second result is kind of a converse. It transforms any 2 x 2 first order,

linear, constant coeflicients system into a second order linear differential equation. We start
with our first result.

Theorem 5.1.2 (First Order Reduction). A function y solves the second order equation

y' +pt)y +at)y = g(t), (5.1.2)

iff the functions x, =y and x, = 3" are solutions to the 2 x 2 first order differential system
T = 1y, (5.1.3)

zh = —q(t) z: — p(t) @, + g(1t). (5.1.4)

Proof of Theorem 5.1.2:
(=) Given a solution y of Eq. (5.1.2), introduce the functions x; = y and x, = y’. Therefore
Eq. (5.1.3) holds, due to the relation

x’l = y/ = m27
Also Eq. (5.1.4) holds, because of the equation
z,=y"=—qt)y—p)y' +9(t) = af=—q(t)z—p(t)z,+g(t).
(«=) Differentiate Eq. (5.1.3) and introduce the result into Eq. (5.1.4), that is,
ol =x; =z =—q(t)z —p(t) vy + g(1).
Denoting y = z1, we obtain,
y )y +alt)y=g(t).
This establishes the Theorem. ]

EXAMPLE 5.1.7: Express as a first order system the second order equation

y" + 2y + 2y = sin(at).

SOLUTION: Introduce the new unknowns
=y, T,=y = =
Then, the differential equation can be written as
T, + 2z, + 23, = sin(at).

We conclude that
T, = 1, x, = —2x; — 2z, + sin(at).
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The transformation of a 2 x 2 first order system into a second order equation given in
Theorem 5.1.2 can be generalized to any 2 x 2 constant coefficient linear differential system.

Theorem 5.1.3 (Second Order Reduction). Any2x2 constant coefficients linear system

¥ = Az, with = [x1

. }, can be written as the second order equation for x, given by
2

2 —tr (A) 2} + det(A) z, = 0. (5.1.5)

Proof of Theorem 5.1.3: Denoting A = [1111 312] , the system has the form
22

a21
T, = a1 T, + a12 T, (5.1.6)
T, = a1 Ty + A2 T5. (5.1.7

Compute the derivative of the first equation,
2! = a1 2 + ajp ).
Use Eq. (5.1.7) to replace x} on the right-hand side above,
2} = a1 2] + ar2(az @1 + axe @,).
Finally, replace the term with x, above using Eq. (5.1.8), that is,

/
T —an
" / ( 1 11 1)
Ty = 011 %, + 612021 Ty + Q12022 e
12

A simple cancellation and reorganization of terms gives the equation,
z) = (a11 + ag2) x) + (a12021 — a11a92) 1.
Recalling that tr (A) = a11 + a2z, and det(A) = aj1a20 — a12a21, we get
2} —tr (A) 2} + det(A) z, = 0.
This establishes the Theorem. ]
Remark: The component x, satisfies exactly the same equation as z,,
x) —tr (A) 2, + det(A4) z, = 0. (5.1.8)

The proof is the analogous to the one to get the equation for x;. There is a nice proof to
get both equations, for z; and x,, at the same time. It is based in the identity that holds
for any 2 x 2 matrix,

A? —tr (A) A+ det(A) T =0.

This identity is the particular case n = 2 of the Cayley-Hamilton Theorem, which holds
for n x n matrices. If we use this identity on the equation for &’ we get the equation in
Theorem 5.1.3 but for both components z; and x,, because

o = (Ax) = Ad = A2z =tr(A) Az — det(A) Iz,
Recalling that Az = @/, and Iz = x, we get the vector equation
' —tr(A) 2 +det(A)z= 0.

The first component of this equation is Eq. (5.1.5), the second component is Eq. (5.1.8)
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ExaMpPLE 5.1.8: Express as a single second order equation the 2 x 2 system and solve it,

T = —xy + 31y,

Ty =Ty — Ty
SOLUTION: Instead of using the result from Theorem 5.1.3, we solve this problem following
the proof of that theorem. But instead of working with x,, we work with z,. We start
computing x; from the second equation: z, = x} + x,. We then introduce this expression
into the first equation,

(), +x) = —(2, +23) + 32, = ) + 2, =—2, — 3y + 31y,
so we obtain the second order equation
xl + 2z}, — 2z, = 0.

We solve this equation with the methods studied in Chapter 2, that is, we look for solutions
of the form x,(t) = e, with r solution of the characteristic equation

1
r242r—2=0 = rizi[—Qi 14+8 = rp=-1++3.

Therefore, the general solution to the second order equation above is
Ty = Cy e(1+V3)t +c. 6<17\/§>t7 cs, c- €R.
Since z; satisfies the same equation as z,, we obtain the same general solution
2y =& TV Lz A-VRE 5 s R,
<

5.1.3. The Initial Value Problem. This notion for linear systems is similar to initial
value problems for single differential equations. In the case of an n x n first order system we
need n initial conditions, one for each unknown function, which are collected in an n-vector.

Definition 5.1.4. An Initial Value Problem for an n x n linear differential system is
the following: Given an n X n matriz-valued function A, and an n-vector-valued function b,
a real constant t,, and an n-vector x,, find an n-vector-valued function x solution of

= A(t) z+ b(t), x(ty) = .

Remark: The initial condition vector @, represents n conditions, one for each component
of the unknown vector .

ExaMpLE 5.1.9: Write down explicitly the initial value problem for & = Bl} given by
2

J = Az, a;(@):m, A:B ﬂ

SOLUTION: This is a 2 x 2 system in the unknowns z;, x,, with two linear equations
T =1, + 31,
Ty = 3Ty + Ty,

and the initial conditions x,(0) = 2 and x,(0) = 3. <

The main result about existence and uniqueness of solutions to an initial value problem
for a linear system is also analogous to Theorem 2.1.2
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Theorem 5.1.5 (Variable Coefficients). If the functions A and b are continuous on a
closed interval I C R, t, € I, and x, are any constants, then there exists a unique solution
x to the initial value problem

= A(t) z+ b(t), x(to) = @o. (5.1.9)

Remark: The fixed point argument used in the proof of Picard-Lindel6f’s Theorem 1.6.2
can be extended to prove Theorem 5.1.5. This proof will be presented later on.

5.1.4. Homogeneous Systems. Solutions to a linear homogeneous differential system sat-
isfy the superposition property: Given two solutions of the homogeneous system, their linear
combination is also a solution to that system.

Theorem 5.1.6 (Superposition). If the n-vector-valued functions ), x® are solutions

of 20" = A(t) 2V and ®’ = A(t) 2®, then any the linear combination = = az® + bax®, for
all a,b € R, is also solution of ¥ = A x.

Remark: This Theorem contains two particular cases:
(a) a=0b=1: If (V) and 2 are solutions of an homogeneous linear system, so is (*) +z(2.
(b) b=0 and a arbitrary: If () is a solution of an homogeneous linear system, so is az(*).

Proof of Theorem 5.1.6: We check that the function = = az(® + bz® is a solution of
the differential equation in the Theorem. Indeed, since the derivative of a vector-valued
function is a linear operation, we get

= (aa:(l) + bw(Q))/ =axV +ba?’
Replacing the differential equation on the right-hand side above,
¥ =aAd +b Az,
The matrix-vector product is a linear operation, A(a:z:(l) + ba:(z)) =a Az +b Az hence,
= A(a:z:(l) + b:l:(z)) = o = Az
This establishes the Theorem. |

EXAMPLE 5.1.10: Verify that &) = E] e 2 and z® = [11] e* and ) + z® are

solutions to the homogeneous linear system

* = Az, A= }

SoLUTION: The function &) is solution to the differential equation, since

W _ o | 2t o _ [ 1 =SB e (2] e o[ 2
T 2|:1:|6, Az {_3 1]_16 =|_o| ¢ f21e.

We then conclude that (Y’ = Az(Y). Analogously, the function z(® is solution to the
differential equation, since

@ _ |7 a4 @ |1 =3[ a4 4 |1 a4
x —4|:1:|6, Ax —[3 1:||:16—4e—416.

We then conclude that (?’ = Az(>. To show that z(*) + 2(? is also a solution we could
use the linearity of the matrix-vector product, as we did in the proof of the Theorem 5.1.6.
Here we choose the straightforward, although more obscure, calculation: On the one hand,

a4 a?) = [e_” - e“] S (o e = {—26_% . 46“] |

o2t 4 it 92t 4 it
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On the other hand,

A(:z:(l) N w(z)) _ { 1 _3] |:e—2t _ e‘ﬂ B [ o2t _ oAt _ g2t _ g4t

-3 1 e—2t + €4t _36—225 + 36425 + e—2t + e415 ’
that is,
—2e72t _ 4ett
A(w(l) + w@)) = |:262t +4e4t:|
We conclude that (33(1) + :c(Q))’ = A(w(l) 4 m(2)>. 4

We now introduce the notion of a linearly dependent and independent set of functions.

Definition 5.1.7. A set of n vector-valued functions {x), .- 2™} is called linearly
dependent on an interval I € R iff for all t € I there exist constants ¢y, -+ , ¢y, not all of
them zero, such that it holds

)+ 4 e, 2™ () = 0.

A set of n vector-valued functions is called linearly independent on I iff the set is not
linearly dependent.

Remark: This notion is a generalization of Def. 2.1.6 from two functions to n vector-
valued functions. For every value of ¢ € R this definition agrees with the definition of a set
of linearly dependent vectors given in Linear Algebra and reviewed in the Appendices.

We now generalize Theorem 2.1.7 to linear systems. If you know a linearly independent
set of n solutions to an n x n first order, linear, homogeneous system, then you actually know
all possible solutions to that system, since any other solution is just a linear combination of
the previous n solutions.

Theorem 5.1.8 (General Solution). If {z),--- (™} is a linearly independent set of
solutions of the n x n system € = A x, where A is a continuous matriz-valued function, then

there exist unique constants ¢y, - , ¢y such that every solution x of the differential equation
o = Ax can be written as the linear combination
:B(t) = m(i)(t) +tcp -'B(n) (t) (5110)

Before we present a sketch of the proof for Theorem 5.1.8, it is convenient to state the
following the definitions, which come out naturally from Theorem 5.1.8.
Definition 5.1.9.

(a) The set of functions {xV,--- 2™} is a fundamental set of solutions of the equation
o = Az iff it holds that 2V = A2, fori=1,--- n, and the set {x), .. (™} is
linearly independent.

(b) The general solution of the homogeneous equation ¥ = A x denotes any vector-valued
function xzen that can be written as a linear combination

mgen(t) =G m(l)(t) + - 4cp, m(”) (t),

where Y- 2™ are the functions in any fundamental set of solutions of @ = A,

while ¢y, -+ , ¢, are arbitrary constants.

Remark: The names above are appropriate, since Theorem 5.1.8 says that knowing the
n functions of a fundamental set of solutions is equivalent to knowing all solutions to the
homogeneous linear differential system.
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EXAMPLE 5.1.11: Show that the set of functions {w(l) = [1} et 2 = [_1] e4t} is a

fundamental set of solutions to the system & = Az, where A = [_13 _13 ] .

SoLuTION: In Example 5.1.10 we have shown that () and z(® are solutions to the dif-
ferential equation above. We only need to show that these two functions form a linearly
independent set. That is, we need to show that the only constants ¢, ¢, solutions of the
equation below, for all ¢ € R, are ¢; = ¢, = 0, where

_ ot 4t
0=c, 2V +c,2? =¢, m e to { 11} o= [ZQt eit } {ﬂ =X®e,
2

where X (t) = [z (t), 2 (t)] and ¢ = [Zl] . Using this matrix notation, the linear system

2
for ¢, ¢, has the form

X(t)e=0.

We now show that matrix X (¢) is invertible for all ¢ € R. This is the case, since its
determinant is

e—2t oAt

e—2t 4t

. =e?' 42" =2e* £0 forallteR.

det(X(t)) =

Since X (t) is invertible for ¢t € R, the only solution for the linear system above is ¢ = 0,
that is, ¢; = ¢, = 0. We conclude that the set {w(l), a:(z)} is linearly independent, so it is a
fundamental set of solution to the differential equation above. <

Proof of Theorem 5.1.8: The superposition property in Theorem 5.1.6 says that given any
set of solutions {z), ..., (™} of the differential equation # = Az, the linear combination
x(t) = ¢, & (t) + - 4 ¢, ™ (t) is also a solution. We now must prove that, in the case
that {:c(l), e ,:z:(")} is linearly independent, every solution of the differential equation is
included in this linear combination.

Let now z be any solution of the differential equation £ = A . The uniqueness statement
in Theorem 5.1.5 implies that this is the only solution that at t, takes the value x(t,). This
means that the initial data x(t,) parametrizes all solutions to the differential equation. We
now try to find the constants {c,,-- - , ¢, } solutions of the algebraic linear system

w(to) = c; 2 (to) + - 4 cn 2™ (k).
Introducing the notation
Cq
X(t) = [a:(l)(t), e ,m(n)(t)] ; c=
Cn
the algebraic linear system has the form
w(to) = X(to) C.

This algebraic system has a unique solution ¢ for every source z(t,) iff the matrix X (¢,)
is invertible. This matrix is invertible iff det(X (to)) # 0. The generalization of Abel’s

Theorem to systems, Theorem 5.1.11, says that det (X(to)) # 0 iff the set {z®), ... 2™} is
a fundamental set of solutions to the differential equation. This establishes the Theorem. [
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ExaMpPLE 5.1.12: Find the general solution to differential equation in Example 5.1.5 and
then use this general solution to find the solution of the initial value problem

o = Az, :c(O)ZH, A:[‘;’ ‘g]

SOLUTION: From Example 5.1.5 we know that the general solution of the differential equa-
tion above can be written as

a(t) = o, m ¢ 4 o, H et.

Before imposing the initial condition on this general solution, it is convenient to write this
general solution using a matrix-valued function, X, as follows

2e% et [e,
R e e (O
where we introduced the solution matrix and the constant vector, respectively,
2¢?t et c
X(t) - |:62t 26t:| ) c= |:C2:| .
The initial condition fixes the vector ¢, that is, its components c;, c,, as follows,
2(0) = X(0)e = c=[X(0)] '=0).

Since the solution matrix X at ¢ = 0 has the form,
X(0) = [f ﬂ =[x =4 [_21 ‘21} ,
introducing [X(0)] ~"in the equation for ¢ above we get
12 -11[1 -1 o =-1,
‘T3 [1 2} M - [ 3] - {02:3.
We conclude that the solution to the initial value problem above is given by

() = — m ¢ 13 H et

5.1.5. The Wronskian and Abel’s Theorem. From the proof of Theorem 5.1.8 above
we see that it is convenient to introduce the notion of solution matrix and Wronskian of a
set of n solutions to an n x n linear differential system,

Definition 5.1.10.

<

(a) The solution matriz of any set {1, --- 2™} of solutions to a differential equation
¥ = Az is the n X n matriz-valued function
X(t)=[a'(t), -, z"()] . (5.1.11)
Xis called a fundamental matriz iff the set {x',--- , 2"} is a fundamental set.

(b) The Wronskian of the set {@',--- , "} is the function W (t) = det (X (t)).
Remark: A fundamental matrix provides a more compact way to write down the general
solution of a differential equation. The general solution in Eq. (5.1.10) can be rewritten as
Cy C1
Tgen(t) = 12" (t) + -+ + e (t) = [:vl(t), . ,:c"(t)] Sl =X(t) e, c=

Cn Cn
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This is a more compact notation for the general solution,
Zzen(t) = X (1) c. (5.1.12)
Remark: Consider the case that a linear system is a first order reduction of a second order
linear homogeneous equation, y” + a3’ + aoy = 0, that is,
T = 1y, Th = —QgTy — Ay Ts.

In this case, the Wronskian defined here coincides with the definition given in Sect. 2.1. The
proof is simple. Suppose that y,, 1, are fundamental solutions of the second order equation,
then the vector-valued functions

s = [U] e =[],
Yy Yo

are solutions of the first order reduction system. Then holds,

Y1 Y2
Y Y
ExXAMPLE 5.1.13: Find two fundamental matrices for the linear homogeneous system in
Example 5.1.10.

W = det([az(l), :c(z)]) = = Wy, yp-

SOLUTION: One fundamental matrix is simple to find, is it constructed with the solutions
given in Example 5.1.10, that is,

X:[m(l),w@)] = X(t)=| _o 4t

fe—2t At
e e

A second fundamental matrix can be obtained multiplying by any non-zero constant each
solution above. For example, another fundamental matrix is

'2672t 3e4t:|

X = [2:1:(1),3$(2)] = X(f) = [9e—2t 3t

<

ExaMpPLE 5.1.14: Compute the Wronskian of the vector-valued functions given in Exam-

ple 5.1.10, that is, () = B] e~2 and 2 = [_11} e*t.

SOLUTION: The Wronskian is the determinant of the solution matrix, with the vectors
placed in any order. For example, we can choose the order [:1:(1), :1:(2)]. If we choose the
order [93(2), a:(l)]7 this second Wronskian is the negative of the first one. Choosing the first
order we get,

=2t it

6—275 e4t

We conclude that W (t) = 2¢2. <

W(t) = det ([, z?]) = 2 Aty =2t AL

3t —t
ExampLE 5.1.15: Show that the set of functions {m(l) = |:2663t:| , €@ = {_6 }} is

linearly independent for all ¢t € R.

e3t e—t

SOLUTION: We compute the determinant of the matrix X (t) = [263t _9pt

} , that is,

631‘, e—t

w(t) = 903t _9p—t

=22 -2 = w(t)=—4e*#£0 tecR.
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We now generalize Abel’s Theorem 2.1.14 from a single equation to an n X n linear system.

Theorem 5.1.11 (Abel). The Wronskian function W = det(X(t)) of a solution matriz
X(t) = [z9,-- 2] of the linear system @ = A(t)z, where A is an n X n continuous
matriz-valued function on a domain I C R, is given by

W) = W(ts)e®®,  a(t) = / tr (A(r)) dr.

to

where tr (A) is the trace of A and t, is any point in I.

Remarks:

(a) In the case of a constant matrix A, the equation above for the Wronskian reduces to
W (t) = Wi(to) e (A (t=to),

(b) The Wronskian function vanishes at a single point iff it vanishes identically for all ¢ € I.
(¢) A consequence of (b): n solutions to the system @ = A(t)x are linearly independent at
the initial time ¢, iff they are linearly independent for every time ¢t € I.

Proof of Theorem 5.1.11: The proof is based in an identity satisfied by the determinant
of certain matrix-valued functions. The proof of this identity is quite involved, so we do
not provide it here. The identity is the following: Every n x n, differentiable, invertible,
matrix-valued function Z, with values Z(t) for ¢ € R, satisfies the identity:

d d
= det(2) = det(2) tr (Z gz).

We use this identity with any fundamental matrix X = [:1:(1), e ,w(")} of the linear homo-
geneous differential system @ = Ax. Recalling that the Wronskian w(t) = det(X(t)), the
identity above says,

W/(t) =W(t)tr [X ' (t) X'(t)].
We now compute the derivative of the fundamental matrix,

X' = [:B(l)',"' 7:1;(71)/] _ [A:B(l)7'-' ,A:L'(")} = AX,

where the equation on the far right comes from the definition of matrix multiplication.
Replacing this equation in the Wronskian equation we get

W(t)=W(t)tr (X TAX) = W(t) tr (X X" A4) = W(t) tr (A),

where in the second equation above we used a property of the trace of three matrices:
tr (ABC) = tr (CAB) = tr (BCA). Therefore, we have seen that the Wronskian satisfies
the equation

W'(t) = tr [A(t)] W(2). (5.1.13)
This is a linear differential equation of a single function W : R — R. We integrate it using
the integrating factor method from Section 1.2. The result is

W(t) =Wi(t)e®®,  at)= / tr [A(7)] dr.

to

This establishes the Theorem. O

EXAMPLE 5.1.16: Show that the Wronskian of the fundamental matrix constructed with
the solutions given in Example 5.1.3 satisfies Eq. (5.1.13) above.
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SOLUTION: In Example 5.1.5 we have shown that the vector-valued functions z(*) = [2} et

1
and 2 = B] e~ are solutions to the system ' = Az, where A = B :;
202t ot
X(t) - |:62t 2€—t:|

] . The matrix

is a fundamental matrix of the system, since its Wronskian is non-zero,
2€2t e—t
eZt 26715
We need to compute the right-hand side and the left-hand side of Eq. (5.1.13) and verify
that they coincide. We start with the left-hand side,

W' (t) =3¢ = W(t).

W(t) = =del —e' = W(t) = 3e.

The right-hand side is
tr (A)W(t) = (3—-2)W(t) = W(t).
Therefore, we have shown that W (t) = tr (A) W(t). <
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5.1.6. Exercises.

5.1.1.- . 5.1.2.- .
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5.2. CONSTANT COEFFICIENTS DIAGONALIZABLE SYSTEMS

Explicit formulas for the solutions of linear differential systems can be found for constant
coefficient systems. We find such solution formulas for diagonalizable systems. In this case
we transform the originally coupled system into a decoupled system. We then solve the
decoupled system and transform back to the original variables. We then arrive at a solution
of the original system written in terms of the eigenvalues and eigenvectors of the system
coefficient matrix.

5.2.1. Decoupling the systems. The equations in a system of differential equations are
usually coupled. In the 2 x 2 system in Example 5.2.1 below, one must know the function x4
in order to integrate the first equation to obtain the function z;. Similarly, one has to know
function z; to integrate the second equation to get function x5. The system is coupled; one
cannot integrate one equation at a time. One must integrate the whole system together.
However, certain coupled differential systems can be decoupled. Such systems are called
diagonalizable, and the example below is one of these.

EXAMPLE 5.2.1: Find functions x,, x, solutions of the first order, 2 x 2, constant coefficients,
homogeneous differential system

!/
:El =Ty — Tq,

Ty = —y + Zp.

SOLUTION: The main idea to solve this system comes from the following observation. If we
add up the two equations equations, and if we subtract the second equation from the first,
we obtain, respectively,

(21 +2,) =0, (xy — @) = 2(xy — 22).

To understand the consequences of what we have done, let us introduce the new unknowns
v = x; + Xy, and w = x; — T,, and re-write the equations above with these new unknowns,

v =0, w' = 2uw.

We have decoupled the original system. The equations for x; and x5 are coupled, but we
have found a linear combination of the equations such that the equations for v and w are
not coupled. We now solve each equation independently of the other.

V=0 = v=gc,
w=2w = w=ced,
with ¢y, ¢, € R. Having obtained the solutions for the decoupled system, we now transform
back the solutions to the original unknown functions. From the definitions of v and w we
see that

1 1
11:§(U+w)7 x2:§(v—w).

We conclude that for all ¢;, ¢, € R the functions x;, x, below are solutions of the 2 x 2

differential system in the example, namely,
1 . 1

r1(1) = = (c C€2t7 z,(t) = = (¢ — ce?).

() 2(1+2 ) 2(t) 2(1 2e7") 4

Let us review what we did in the example above. The equations for x; and x, are coupled,

so we found an appropriate linear combination of the equations and the unknowns such

that the equations for the new unknown functions, v and v, are decoupled. We integrated

each equation independently of the other, and we finally transformed back to the original

unknowns x; and x,. The key step is to find the transformation from the z,, z, into the u, v.
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For general systems this transformation may not exists. It exists, however, for a particular
type of systems, called diagonalizable. We start reviewing the concept of a diagonalizable
matrix.

Definition 5.2.1. Ann xn matriz A is called diagonalizable iff there exists an invertible
matriz P and a diagonal matriz D such that

A=PDP".
Remark: This and other concepts of linear algebra can be reviewed in Chapter 8.

EXAMPLE 5.2.2: Show that matrix A = B ﬂ is diagonalizable, where

1 -1 4 0
P—L 1} and D—{O _2}.

SOLUTION: That matrix P is invertible can be verified by computing its determinant,
det(P) = 1 — (—1) = 2. Since the determinant is non-zero, P is invertible. Using lin-

1 1
. J . Now we
only need to verify that PDP~! is indeed A. A straightforward calculation shows

[t =14 o]l 1 1
pPOP = 1[0 —2]2[-1 1

ear algebra methods one can find out that the inverse matrix is P! = % [

<

1
Remark: Not every matrix is diagonalizable. For example the matrix B = 3 [_31 é]
is not diagonalizable. The following result tells us how to find out whether a matrix is
diagonalizable or not, and in the former case, how to compute matrices P and D. See
Chapter 8 for a proof.

Theorem 5.2.2 (Diagonalizable matrices). An n x n matriz A is diagonalizable iff this

matriz A has a linearly independent set of n eigenvectors. Furthermore, the decomposition
A = PDP~' holds for matrices P and D given by

P:[’l)17'~~,’l)n], D:diag[)\la"'v)\n:la

where A\;, v, fori=1,---,n, are eigenvalue-eigenvector pairs of matriz A.
EXAMPLE 5.2.3: Show that matrix A = E ﬂ is diagonalizable.

SOLUTION: We need to find the eigenvalues of matrix A. They are the roots of the charac-
teristic polynomial p(A) = det(A — AI). So we first compute

A—)\I:B ‘;’]—/\[(1) ﬂ:[; ﬂ_[é ﬂ:[(lgA) (1EA)].
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Then we compute its determinant,

p(\) = det(A — \I) = (1;” (13/\) =(A-1)2-9
The roots of the characteristic polynomial are the eigenvalues of matrix A,
A =4,
PN =A-1)2-9=0 = {)\_2.

We have obtained two eigenvalues, so now we compute their associated eigenvectors. The
eigenvector v" associated with the eigenvalue A, is a solution of the equation

AvV = 0" & (A-ANDv =0
So we first compute matrix A — A*I for A, = 4, that is,
1-4 3 -3 3
A“{:& 1—4]{3 —3}
Then we solve for v* the equation
. -3 3] |vi| |0
w0+ [ 3l

The solution can be found using Gauss elimination operations, as follows,

=3 3] 1 -] 1 —1 ] = vy,
3 -3 3 -3 0 O vy, free.
Al solutions to the equation above are then given by

v+*U;*1 , = 'v+*1
AN R

where we have chosen v; = 1. A similar calculation provides the eigenvector v~ associated

with the eigenvalue \. = —2, that is, first compute the matrix
3 3
A+42] = {3 3]

then we solve for v~ the equation

weme=o « [ 9 [9=[.

The solution can be found using Gauss elimination operations, as follows,
3.3 1 1] 11 vp = U,
3 3 3 3 0 0 v, free.
Al solutions to the equation above are then given by
v = o) _ |l v, = v = -
I O N S 1y

where we have chosen v, = 1. We therefore conclude that the eigenvalues and eigenvectors
of the matrix A above are given by

.1 o -1
A =4, v{l}, A= —2, 0{1]

With these eigenvalues and eigenvectors we construct matrices P and D as in Theorem 5.2.2,

P=[v,v] = P:E _ﬂ;
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0 -2
We have already shown in Example 5.1.7 that P is invertible and that A = PDP~!, <

D =diag[h, 2] = D:[4 0].

5.2.2. Eigenvector solution formulas. Explicit formulas for the solution of linear differ-
ential system can be obtained in the case that the system coefficient matrix is diagonalizable.

Definition 5.2.3. A diagonalizable differential system is a differential equation of the
form @ = Ax+ g, where the coefficient matriz A is diagonalizable.

For diagonalizable differential systems there is an explicit formula for the solution of the
differential equation. The formula includes the eigenvalues and eigenvectors of the coefficient
matrix.

Theorem 5.2.4 (Eigenpairs expression). If the nxn constant matriz A is diagonalizable,
with a set of linearly independent eigenvectors {1)1, e ,'u"} and corresponding eigenvalues
{A1," -+, An}, then, the system @ = A x has a set of fundamental solutions given by

{2'(t) = v'eM!, - 2" (t) = Ve ) (5.2.1)

Furthermore, every initial value problem o (t) = A x(t), with x(t;) = 4, has a unique for
every initial condition x, € R",

x(t) = c,vteM - 4 et (5.2.2)
where the constants ¢y, -+ ,c, are solution of the algebraic linear system
Ty = cyvteMio 4 v eMto, (5.2.3)

Remarks:

(a) We show two proofs of this Theorem. The first one is short but uses Theorem 5.1.8.
The second proof is constructive, longer than the first proof, and it makes no use of
Theorem 5.1.8.

(b) The second proof follows the same idea presented to solve Example 5.2.1. We decouple
the system, we solve the uncoupled system, and we transform back to the original
unknowns. The differential system is decoupled when written in the basis of eigenvectors
of the coefficient matrix.

First proof of Theorem 5.2.4: Each function @ = v'eM?t, for i = 1,--- ,n, is solution of
the system # = A x, because

' = No'eMt, Ax = Avi et = \vlett,
hence @’ = Aa'. Since A is diagonalizable, the set {@'(t) = v'eM’ .- @"(t) = v"e '} is

a fundamental set of the system. Therefore, Theorem 5.1.8 says that teh general solution
to the system is

x(t) = cvteMt 4+ 4 et
The constants ¢y, - - - , ¢, are computed by evaluating the equation above at ¢, and recalling
the initial condition x(t,) = @,. The result is Eq. (5.2.3). This establishes the Theorem. [

Remark: The proof above does not say how one can find out that a function of the form
o' = v'eMi? is a solution in the first place. The second proof below constructs the solutions
and shows that the solutions are indeed the ones in the first proof.

Second proof of Theorem 5.2.4: Since the coefficient matrix A is diagonalizable, there
exist an n x n invertible matrix P and an n x n diagonal matrix D such that A = PDP~!,
Introduce that into the differential equation and multiplying the whole equation by P~!,

Pla(t) =P~ (PDP") af(t).
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Since matrix A is constant, so is P and D. In particular P~1a = (Pflm)/, hence
(P~'w) =D (P " x).
Define the unknown function y = (Pflm). The differential equation is now given by
Y (t) =Dy(t).
Since matrix D is diagonal, the system above is a decoupled for the unknown y. Transform

the initial condition too, that is, P~'z(t,) = P~1a,. Introduce the notation y, = P~ 'z, so
the initial condition is
y(to)

Solve the decoupled initial value problem /(¢ ) ( ),

y1(t) = Ay (b), yi(t) = cq eMt
: = = yit)= :
Ant
y’:z(t) =M yn(t)a yn(t) = Cn eA"tv Cn €
Once y is found, we transform back to =,
cy eMit
a(t) = Py(t) = [v',--- , "] : = veM 4 e, v
cp et
This is Eq. (5.2.2). Evaluating it at ¢, we obtain Eq. (5.2.3). This establishes the Theorem.

O

ExaMpLE 5.2.4: Find the vector-valued function @ solution to the differential system
;) 13 12
¥ =Az, a:(O)—[2 , A= ik

SOLUTION: First we need to find out whether the coefficient matrix A is diagonalizable or
not. Theorem 5.2.2 says that a 2 x 2 matrix is diagonalizable iff there exists a linearly
independent set of two eigenvectors. So we start computing the matrix eigenvalues, which
are the roots of the characteristic polynomial

1-) 2
2 (1-))

The roots of the characteristic polynomial are
A=1)2=4 & M=1+2 & X\=3 \=-1

The eigenvectors corresponding to the eigenvalue A, = 3 are the solutions v* of the linear
system (A — 3I3)v" = 0. To find them, we perform Gauss operations on the matrix

A—3Ig=[_22 22}—>[(1) _01] = v=v; = ’U+=|:£|.

The eigenvectors corresponding to the eigenvalue A. = —1 are the solutions v~ of the linear
system (A + Iy)v” = 0. To find them, we perform Gauss operations on the matrix

2 2 1 1 -1
A—i—Ig:[Q 2}—){0 O] = v =-v; = v':[l}.

Summarizing, the eigenvalues and eigenvectors of matrix A are following,

., |1 _ N
A =3, v—L], and A= —1, v—{l}.

p(A) = det(A — M) =

’:(1—/\)2—4.
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Once we have the eigenvalues and eigenvectors of the coefficient matrix, Eq. (5.2.2) gives us

the general solution
| st -1
:B(t)—a[l}e +c-[1}e )

where the coefficients ¢, and c. are solutions of the initial condition equation

1+ -1 (3 1—1c+_3:>c+_}113
“ly T T2 1 1] e~ |2 el T2 -1 12|
We conclude that ¢, = 5/2 and ¢. = —1/2, hence

=

oft) = 3 m e” *% {_ﬂ el e at) = %

EXAMPLE 5.2.5: Find the general solution to the 2 x 2 differential system

;_ |13
T = Ax, A_[g J.

SOLUTION: We start finding the eigenvalues and eigenvectors of the coefficient matrix A.
This part of the work was already done in Example 5.2.3. We have found that A has two
linearly independent eigenvectors, more precisely,

_ + 1 + _ 1 4t
A =4, v —[1] = w(t)—{l} e,

_ o[-t o[
A= -2, v{l] = a:(t){l}e .
Therefore, the general solution of the differential equation is

z(t) = . {ﬂ et +c [ﬂ e 2, ce,c- €R.

<

5.2.3. Alternative solution formulas. There are several ways to write down the solution
found in Theorem 5.2.4. The formula in Eq. (5.2.2) is useful to write down the general
solution to the equation = A z when A diagonalizable. It is a formula easy to remember,
you just add all terms of the form v'e? where \;, v' is any eigenpair of A. But this
formula is not the best one to write down solutions to initial value problems. As you can
see in Theorem 5.2.4, I did not provide a formula for that. I only said that the constants
¢y, , ¢ are the solutions of the algebraic linear system in (5.2.3). But I did not write
down the solution for the ¢’s. It is too complicated in this notation, though it is not difficult
to do on a particular example, as near the end of Example 5.2.2.

A fundamental matrix, introduced in Eq. (5.1.11), provides a more compact form for the
solution of an initial value problem. We have seen this compact notation in Eq. (5.1.12),

z(t) = X(t) ¢,
where we used the fundamental matrix constructed with the fundamental solutions in (5.2.1),
and we collected all the ¢’s in a vector,
Cy
X(t) = [vle/\it, e v”e*“t] , c=

Cn
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The equation from the initial condition is now
T =x(ty) = X(to) e = = X(t,) 'ax,

which makes sense, since X (¢) is an invertible matrix for all ¢ where it is defined. Using this
formula for the constant vector ¢ we get,

z(t) = X (1) X (to) ™" x.
We summarize this result in a statement.

Theorem 5.2.5 (Fundamental matrix expression). If the n x n constant matriz A is

diagonalizable, with a set of linearly independent eigenvectors {vl, e ,'v"} and correspond-
ing eigenvalues {\;, -+, \p}, then, the initial value problem o = A x with x(t,) = x, has a
unique solution given by

a(t) = X (1) X (to) "' @ (5.2.4)
where X (t) = ['uie’\lt, e ,v”e’\"t] is a fundamental matriz of the system.

Remark: Eq. (5.2.4) also holds in the case that the coefficient matrix A is not diagonaliz-
able. In such case the fundamental matrix X is not given by the expression provided in the
Theorem. But with an appropriate fundamental matrix, Eq. (5.2.4) still holds.

ExaMpLE 5.2.6: Find a fundamental matrix for the system below and use it to write down
the general solution to the system, where

;L 12
r=Ax, A_L 1].

SOLUTION: One way to find a fundamental matrix of a system is to start computing the
eigenvalues and eigenvectors of the coefficient matrix. The differential equation in this
Example is the same as the one given in Example 5.2.2. In that Example we found out that
the eigenvalues and eigenvectors of the coefficient matrix were,

, |1 _ -1
A =3, U—L], and A\ = —1, ’U_{l}'

We see that the coefficient matrix is diagonalizable, so with the information above we can
construct a fundamental set of solutions,

From here we construct a fundamental matrix
e3t et
X (f) = [6315 —t |-
Then we have the general solution
et —e? Cy Cy
Tgen(t) = X(t)e = Zgen(t) = |:63t —t , €= .
<

ExAMPLE 5.2.7: Use the fundamental matrix found in Example 5.2.6 to write down the
solution to the initial value problem

d=Ag, m(O):[ilggg], A:B ﬂ
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SOLUTION: In Example 5.2.6 we found the general solution to the differential equation,
3t —t
e —e N
Tgen(t) = [eSt ot } L_}
The initial condition has the form

o) =0 =xoe= |1 ] [7]

We need to compute the inverse of matrix X (0),
1 1
-1 1’

1
X0 =3 [
so we compute the constant vector c,

1=zl )

c.| 2|1 1] |z(0)]"
So the solution to the initial value problem is,

) /Bt o /ft 1
o) = XOXO'a0) & o= | |55 1| [0

If we compute the matrix on the last equation, explicitly, we get,

OB e L :

ExXAMPLE 5.2.8: Use a fundamental matrix to write the solution to the initial value problem
;o 2 |13
* = Az, :1:(0)—[4 , A= E

SOLUTION: We known from Example 77 that the general solution to the differential equation
above is given by

x(t) = c. H et 4 e [_ﬂ e 2, ciyc- ER.

Equivalently, introducing the fundamental matrix X and the vector ¢ as in Example 77,
4t —2t
e —e e
X(t) = [e‘“ e—2t:| ; c= LJ )

so the general solution can be written as
4t —2t

a(t) = X(e = a(t) = {it _e_%} ﬂ.

e e C,

The initial condition is an equation for the constant vector c,

xoe-s0 = [ 2 []-[)

The solution of the linear system above can be expressed in terms of the inverse matrix

as follows,



G. NAGY - ODE Avucusr 16, 2015 219

So, the solution to the initial value problem in vector form is given by
1 -1 _
z(t) =3 [J et + { 1} e 2,
and using the fundamental matrix above we get
4t —2t 4t _ -2t
e —e 3 Je* —e
o(t) = Lzu €2L:| [1} = at) = [3e4t + e—2t:| :
<
We saw that the solution to the initial value problem @' = Az with z(t,) = @, can be
written using a fundamental matrix X,
z(t) = X ()X (to) ™" x.

There is an alternative expression to write the solution of the initial value problem above.
It makes use of the exponential of a the coefficient matrix.

Theorem 5.2.6 (Exponential expression). The initial value problem for an n X n ho-
mogeneous, constant coefficients, linear differential system

Z=Auz, z(t,) = T
has a unique solution x for every t, € R and every n-vector x,, given by
a(t) = et gy, (5.2.5)

Remarks:

(a) The Theorem holds as it is written, for any constant n x n matrix A, whether it is
diagonalizable or not. But in this Section we provide a proof of the Theorem only in
the case that A is diagonalizable.

(b) Eq. 5.2.5 is a nice generalization of the solutions for a single linear homogeneous equa-
tions we found in Section 1.1.

Proof of Theorem 5.2.6 for a diagonalizable matrix A: We start with the formula
for the fundamental matrix given in Theorem 5.2.5,

X(t): [vle)‘it,-~- ,'v"e)‘"t] — [’Ul,"' ’,Un] ,
O e e)‘nt
The diagonal matrix on the last equation above is the exponential of the diagonal matrix
Dt = diag[Ait, -+, Ant].
This is the case, since by the definitions in Chapter 8 we have,

P (D) s ()" o~ (At)”
¢’ :Z(nt') :dlag[z(nt!) ’”.’Z( nf) ]

n=0 n=0 n=0

which gives us the expression for the exponential of a diagonal matrix,
ePt = diag [e’\lt, . ,e’\"t].
One more thing, let us denote P = [’Ul, e ,v”], as we did in Chapter 8. If we use these
two expressions into the formula for X above, we get
X(t) = Pelt.
Using properties of invertible matrices, given in Chapter 8 we get the following,

X(to) ™! = (PeP) ! = e~ Plop-L,



220 G. NAGY - ODE aucusr 16, 2015

where we used that (e” to)_l = ¢~ Pt These manipulations lead us to the formula

X()X (to) "t = PePle™Plop=t = X(1)X(t,) "' = PePt-t0) p~L,

The last step of the argument is to relate the equation above with e4A(t=%)  Since A is
diagonalizable, A = PDP~!, for the matrices P and D defined above. Then,
_ LAYt —t)" = (PDPH™(t —t,)" D™t —to)™ .
At—to) _ o) _ o) _ 0 1
c ’ _Z n! _Z n! _P(Z n! )P ’
n=0 n=0 n=0
and by the calculation we did in the first part of this proof we get,
eA(tfto) _ PeD(tfto)Pfl
We conclude that X (t)X (t,) ™' = eA*~%)  which gives us to the formula
o(t) = eAlt0) g
This establishes the Theorem. O

Let us take another look at the problem in the Example 5.2.4.

EXAMPLE 5.2.9: Compute the exponential function e

valued function @ solution to the initial value problem

d= Az a(0) = Bigﬂ A= B ﬂ .

and use it to express the vector-

SOLUTION: In Example 5.2.6 we found that a fundamental matrix for this system was

o3t ot
xo - 5
From the proof of the Theorem above we see that

X ()X (t,)~" = PePltto) p=1 — gAlt—to),

In this Example t, = 0 and
1 -1 3 0
e LI B T}
so we get X (1) X (0)~! = PePtP~! = At that is,
1 —1]Je3* 011 1
At _ p Dtp—1 _ -
SRl (| PR

so we conclude that

e |

The solution to the initial value problem above is,

oft) = e = 3 (60 T2 e | 1]
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5.2.4. Non-homogeneous systems. We continue our study of diagonalizable linear dif-
ferential systems with the case of non-homogeneous, continuous sources. The solution of
an initial value problem in this case involves again the exponential of the coefficient ma-
trix. The solution for these systems is a generalization of the solution formula for single
scalar equations, which is given by Eq. (1.2.8), in the case that the coefficient function a is
constant.

Theorem 5.2.7 (Exponential expression). If the n x n constant matriz A is diagonal-
izable and the n-vector-valued function g is constant, then the initial value problem

Z(t) = Az(t) + g, z(ty) = To.

has a unique solution for every initial condition x, € R™ given by

x(t) = eAlt—t0) [mo + / t e~ AlT=to) g(7) dr] (5.2.6)

to
Remark: In the case of an homogeneous system, g = 0, and we reobtain Eq. (5.2.5). In
the case that the coeflicient matrix A is invertible and the source function g is constant, the
integral in Eq. (5.2.6) can be computed explicitly and the result is

x(t) = eAll=t0) (2, — A7 'g)—A'g.
The expression above is the generalizations for systems of Eq. (1.1.11) for scalar equations.

Proof of Theorem 5.2.7: Since the coefficient matrix A is diagonalizable, there exist an
nxn invertible matrix P and an nxn diagonal matrix D such that A = PDP~!. Introducing
this information into the differential equation in Eq. (1.1.11), and then multiplying the whole
equation by P!, we obtain,

Pl (t) =P (PDP ") o(t) + P~ g(t).
Since matrix A is constant, so is P and D. In particular P~'a = (Pflm)/. Therefore,
(P'z) =D (P 'z)+ (P 'g).

-1

Introduce the new unknown function y = (P_I:B) and the new source function h = (P g)7

then the equation above has the form
Y (t) = D y(t) + h(t).
Now transform the initial condition too, that is, P~1#®(t,) = P~1x,. Introducing the nota-
tion y, = P!z, we get the initial condition
Y(to) = Yo
Since the coefficient matrix D is diagonal, the initial value problem above for the unknown
y is decoupled. That is, expressing D = diag[A1, -, A\n], b= [hi], Yy = [Yoi], and y = [yi],
then for i = 1,--- ,n holds that the initial value problem above has the form
yi(t) = Niwi(t) + hi(t), Yi(to) = Yoi-
The solution of each initial value problem above can be found using Eq. (1.2.8), that is,
t
yz(t) — rilt—to) [yoi +/ e*Ai(Tfto)hi(T) dT}_

to

We rewrite the equations above in vector notation as follows,

t
) =Pyt [ PO Oh(r) ar],

to
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where we recall that eP(¢=%0) = diag[e*(*=10) ... e*(!=10)]  We now multiply the whole
equation by the constant matrix P and we recall that P~'P = I,,, then

Py(t) = pePli=to) [(P*lp)yﬁ (P~'P) / te*D“*to)(P*lp)h(T) dr|.

to

Recalling that Py = x, Py, = %, Ph = g, and e** = PeP*P~! we obtain

t
a(t) = eAlt=t0) [mo+ / e~ ATl g(7) dT].

to
This establishes the Theorem. O
We said it in the homogenoeus equation and we now say it again. Although the expression
for the solution given in Eq. (?7?) looks simple, the exponentials of the coefficient matrix are
actually not that simple to compute. We show this in the following example.

ExaMpLE 5.2.10: Find the vector-valued solution « to the differential system

d=Ax+g, m(o)zm, A:B ﬂ g:H.

SOLUTION: In Example 5.2.4 we have found the eigenvalues and eigenvectors of the coeffi-
cient matrix, and the result is

A =3, oY= H ,oand N =-1, ov® = {_ﬂ .

With this information and Theorem 5.2.2 we obtain that

_ 1 |1 -1 13 0
A=PDP™ ", P = L nE D = 0 —1|
and also that .
At _ Dt 71 _ 1 _1 e 0 } 1 ].
cr=renh L 1[0 et|2|-1 1)

so we conclude that

a 1{(63t+et) (eiﬂtet)] _ eAt:H(eiMet) (ezﬁtet)}

= i (e3t o eft) (6315 + 6*15) (67315 o et) (67315 + et)

The solution to the initial value problem above is,

t
a(t) = e, + eAt/ e~ gdr.
0
Since

)

at L Lf(e¥4et) (H—et)][3] 1 [5e¥ et
T =3 (€3t —e7t) (e +e )| |2] 2 |5ed —et

in a similar way

g ] {<e—3f +er) (e - ef>] H ! [36“” - } .

- § (6737 o GT) (6737 + 67) 2 36737' 4 eT

Integrating the last expresion above, we get
t -
1 [—e 3t —¢t 1
— AT _ =
/06 ng_2[—e3t—|—et ol
Therefore, we get

o) L [563t 4 e:t} 1 [(e3t Lty (e - e_t)] [; [:e—3t _ et} . [1“

5 5e3t —e t 9 (€3t _e—t) (€3t +e—t)
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Multiplying the matrix-vector product on the second term of the left-hand side above,
1 [5e3t 4 e~ 1], 1[(e+e7)
x(t) = 3 {5e3t —et| T ol T 2 (3t — e )|
We conclude that the solution to the initial value problem above is

33t et —1
z(t) = { 363t _ ot .
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5.2.5. Exercises.

5.2.1.- . 5.2.2.- .
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5.3. TwWO-BY-TwO CONSTANT COEFFICIENTS SYSTEMS

2 x 2 linear systems are important not only by themselves but as approximations of more
complicated nonlinear systems. They are important by themselves because 2 x 2 systems
are simple enough so their solutions can be computed and classified. But they are non-
trivial enough so their solutions describe several situations including exponential decays
and oscillations. In this Section we study 2 x 2 systems in detail and we classify them
according the eigenvalues of the coefficient matrix. In a later Chapter we will use them as
approximations of more complicated systems.

5.3.1. The diagonalizable case. Consider a 2 x 2 constant coefficient, homogeneous linear
differential system,
x = Az, A— |:a11 a12:| 7
Aoy Ao

where we assume that all matrix coeflicents are real constants. The characteristic polynomial
of the coefficient matrix is p(A) = det(A — AI). This is a polynomial degree two with real
coefficients. Hence it may have two distinct roots—real or complex—or one repeated real
root. In the case that the roots are distinct the coefficient matrix is diagonalizable, see
Chapter 8. In the case that the root is repeated, the coefficient matrix may or may not be
diagonalizable. Theorem 5.2.4 holds for a diagonalizable 2 x 2 coefficient matrix and it is
reproduce below in the notation we use for 2 x 2 systems. One last statement is added to
the Theorem, to address the non-diagonalizable case.

Theorem 5.3.1. If the 2 x 2 constant matrix A is diagonalizable with eigenvalues Ay and
corresponding eigenvectors vt , then the general solution to the linear system ® = Az is

Tgen(t) = cov'e™M! + cveM. (5.3.1)

We classify the 2 x 2 linear systems by the eigenvalues of their coefficient matrix:
(A) The eigenvalues \,, A_ are real and distinct;
(B) The eigenvalues A+ = a & 33 are distinct and complex, with A\, = \_;
(C) The eigenvalues A, = A\_ = )\, is repeated and real.
We now provide a few examples of systems on each of the cases above, starting with an
example of case (A).

EXAMPLE 5.3.1: Find the general solution of the 2 x 2 linear system

;o |13
r =Ax, A—[3 1].

SOLUTION: We have computed in Example 5.2.3 the eigenvalues and eigenvectors of the
coefficient matrix,

., |1 _ N
A =4, ’U—|:1:|, and A\ = —2, v—{l}.

This coefficient matrix has distinct real eigenvalues, so the general solution to the differential
equation is

1 -1 _
Zeen(t) = c. L} et 4 e { 1} e 2, )

We now focus on case (B). The coefficient matrix is real-valued with the complex-valued
eigenvalues. In this case each eigenvalue is the complex conjugate of the other. A similar
result is true for nxn real-valued matrices. When such nxn matrix has a complex eigenvalue
\, there is another eigenvalue A. A similar result holds for the respective eigenvectors.
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Theorem 5.3.2 (Conjugate pairs). If an n X n real-valued matriz A has a complex
etgenvalue eigenvector pair \, v, then the complex conjugate pair \, U is an eigenvalue
eigenvector pair of matriz A.

Proof of Theorem 5.3.2: Complex conjugate the eigenvalue eigenvector equation for A
and v, and recall that matrix A is real-valued, hence A = A. We obtain,

Av=X v & Av=)\7,
This establishes the Theorem. O
Complex eigenvalues of a matrix with real coefficients are always complex conjugate pairs.

Same it’s true for their respective eigenvectors. So they can be written in terms of their real
and imaginary parts as follows,

Ar =a£if, v = a+ib, (5.3.2)

where «, 8 € R and a, b € R™.

The general solution formula in Eq. (5.3.1) still holds in the case that A has complex
eigenvalues and eigenvectors. The main drawback of this formula is similar to what we
found in Chapter 2. It is difficult to separate real-valued from complex-valued solutions.
The fix to that problem is also similar to the one found in Chapter 2: Find a real-valued
fundamental set of solutions. The following result holds for n x n systems.

Theorem 5.3.3 (Complex and real solutions). If Ay = a £ if are eigenvalues of an
n X n constant matriz A with eigenvectors v'¥) = a + ib, where o, § € R and a, b € R",
and n > 2, then a linearly independent set of two complex-valued solutions to ¥ = Ax is

{a(t) = v eM, @ (t) = v e, ] (5.3.3)
Furthermore, a linearly independent set of two real-valued solutions to € = A x is given by

{«'(t) = (a cos(Bt) — bsin(Bt)) e*, 2*(t) = (@ sin(Bt) + b cos(Bt)) e }. (5.3.4)

Proof of Theorem 5.3.3: Theorem 5.2.4 implies the the set in (5.3.3) is a linearly inde-
pendent set. The new information in Theorem 5.3.3 above is the real-valued solutions in
Eq. (5.3.4). They are obtained from Eq. (5.3.3) as follows:

xzt = (a£ib) eloatib)t
=e*(a+ib) etibt
e*(a=+ib) (cos(Bt) + isin(Bt))
= ¢ (a cos(Bt) — b sin(Bt)) +ie® (a sin(Bt) + b cos(St)).

Since the differential equation & = Az is linear, the functions below are also solutions,

2= 3+ 2) = (o cos(30) ~ b sn(5) e,

= l(:v+ — ') = (asin(Bt) + b cos(Bt)) ™.

2i
This establishes the Theorem. O
EXAMPLE 5.3.2: Find a real-valued set of fundamental solutions to the differential equation
2 3
* = Az, A= {3 2} . (5.3.5)

SOLUTION: Fist find the eigenvalues of matrix A above,

2-x 3

0=1"_3" -y

‘:()\_2)2+9 = A =243
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Then find the respective eigenvectors. The one corresponding to A4 is the solution of the
homogeneous linear system with coefficients given by

2—(2+3i) 3 -3 3 . —i 1 . 1 i . I
-3 2—(2+43)  |-3 -3 -1 —i -1 —i 0 0]
Therefore the eigenvector v* = [zi] is given by
2

+ .+ + + . + 77’ .
v, =—v, = v,=1 v =-i, = v:{l}, Av =2+ 3i.

The second eigenvector is the complex conjugate of the eigenvector found above, that is,

v = m =2 - 3.

+) _ |0 —1| .
=[]+ o]
Then, the real and imaginary parts of the eigenvalues and of the eigenvectors are given by
0 [—1
a =2, B =3, a—L], b—_O}
So a real-valued expression for a fundamental set of solutions is given by
., /|0 1 ) ot . [sin(3t)] o
T = ([1 cos(3t) 0 sin(3t) ) e = z'= cos(31) e,

@ = ([ simen + || eostan) e == o)

Notice that

<

We end with case (C). There are no many possibilities left for a 2 x 2 real matrix that
both is diagonalizable and has a repeated eigenvalue. Such matrix must be proportional to
the identity matrix.

Theorem 5.3.4. FEvery 2 x 2 diagonalizable matriz with repeated eigenvalue A\ has the form
A= NI

Proof of Theorem 5.3.4: Since matrix A diagonalizable, there exists a matrix P invertible
such that A= PDP~'. Since A is 2 X 2 with a repeated eigenvalue Aj;.ero, then

A0
D - |:O >\:| - )\0 Iz.
Put these two fatcs together,

A=PNIP ' =)\PP ' =\l

|
Remark: The general solution @z, for & = Al x is simple to write. Since any non-zero
2-vector is an eigenvector of \,I,, we choos the linearly independent set

{r=[o] == 1]}

Using these eigenvectors we can write the general solution,

1
mgen(t) = Civie)\ot + szze)\ot =G {O] €>‘°t te |:(1):| 6/\0t = mgen(t) = |:21:| e)\t'
2
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5.3.2. Non-diagonalizable systems. A 2 X 2 linear systems might not be diagonalizable.
This can happen only when the coefficient matrix has a repeated eigenvalue and all eigen-
vectors are proportional to each other. If we denote by A the repeated eigenvalue of a 2 x 2
matrix A, and by v an associated eigenvector, then one solution to the differential system
¥ =Azxis
z(t) = ve.

Every other eigenvector v associated with A is proportional to v. So any solution of the form
ve? is proportional to the solution above. The next result provides a linearly independent
set of two solutions to the system o = Ax associated with the repeated eigenvalue \.

Theorem 5.3.5 (Repeated eigenvalue). If an 2 X 2 matriz A has a repeated eigenvalue
A with only one associated eigen-direction, given by the eigenvector v, then the differential
system @ (t) = Ax(t) has a linearly independent set of solutions

{2'(t) = veM, 2(t) = (vt+w) e},
where the vector w is one of infinitely many solutions of the algebraic linear system
(A= X)w=w. (5.3.6)
Remark: The eigenvalue X is the precise number that makes matrix (A—AI) not invertible,
that is, det(A — AI) = 0. This implies that an algebraic linear system with coefficient
matrix (A — AI) is not consistent for every source. Nevertheless, the Theorem above says

that Eq. (5.3.6) has solutions. The fact that the source vector in that equation is v, an
eigenvector of A, is crucial to show that this system is consistent.

Proof of Theorem 5.3.5: One solution to the differential system is #'(t) = ve*!. Inspired
by the reduction order method we look for a second solution of the form

22 (t) = u(t) eM.
Inserting this function into the differential equation @ = A & we get
W+Aldu=Au = (A-N)u=1.
We now introduce a power series expansion of the vector-valued function w,
w(t) = uo 4+ wst + upt? + -+ |
into the differential equation above,
(A= X)(uo + ugt + upt? + -+ ) = (uy + 2upt + -+ +).

If we evaluate the equation above at ¢ = 0, and then its derivative at ¢ = 0, and so on, we
get the following infinite set of linear algebraic equations

(A= ADuy = uy,
(A=A u, = 2u,,
(A—A)u, = 3u,

Here is where we use Cayley-Hamilton’s Theorem. Recall that the characteristic polynomial
p(A) = det(A — M) has the form

p(A) = A% — tr (A) X + det(A).
Cayley-Hamilton Theorem says that the matrix-valued polynomial p(A) = 0, that is,
A? —tr (A) A+ det(A) I =0.
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Since in the case we are interested in matrix A has a repeated root A, then

p(N)=A=N2=22 —2XA+ A2
Therefore, Cayley-Hamilton Theorem for the matrix in this Theorem has the form

0=A2-20A+ X1 = (A-X)?=
This last equation is the one we need to solve the system for the vector-valued u. Multiply
the first equation in the system by (A — AI) and use that (A — A\I)? = 0, then we get
=(A-ADu=(A-N)w, = (A-X)u, =0.

This implies that u, is an eigenvector of A with eigenvalue A\. We can denote it as u, = v.
Using this information in the rest of the system we get

(A= Ay, =

(A-XHv=2w, = u,=0,
(A= XDu, =3u; = u3=20,

We conclude that all terms u, = us = --- = 0. Denoting 4, = w we obtain the following
system of algebraic equations,

(A= AHw=

(A=XHv=0

For vectors v and w solution of the system above we get u(t) = w+ tv. This means that
the second solution to the differential equation is

() = (tv+ w) e
This establishes the Theorem. O

ExAMPLE 5.3.3: Find the fundamental solutions of the differential equation

;L 1 (-6 4
r = Ax, A_i 1 9l

SOLUTION: As usual, we start finding the eigenvalues and eigenvectors of matrix A. The
former are the solutions of the characteristic equation

3
_3 _ )\) 1 3 1 1
0= |(=3 :(A 7)(,\ 7) o= A4 DF1=(\+1
T R s
Therefore, there solution is the repeated eigenvalue A = —1. The associated eigenvectors
are the vectors v solution to the linear system (A + I)v 0,

U RE TR N e

Choosing v, = 1, then v; = 2, and we obtain

-]

Any other eigenvector associated to A = —1 is proportional to the eigenvector above. The
matrix A above is not diagonalizable. So. we follow Theorem 5.3.5 and we solve for a vector
w the linear system (A + I)w = v. The augmented matrix for this system is given by,

f% 2_>1f2 f4_>1f2 —4
—1 1 1 -2 —4 0 0 0

} =  w; = 2w, — 4.

o= =
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We have obtained infinitely many solutions given by

e[l

As one could have imagined, given any solution w, the cv + w is also a solution for any
c € R. We choose the simplest solution given by

w= [(ﬂ .

Therefore, a fundamental set of solutions to the differential equation above is formed by

2 () = m et () = (m [+ {(ﬂ)w (5.3.7)

<
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5.3.3. Exercises.

5.3.1.- . 5.3.2.- .
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5.4. TWO-BY-TwWO PHASE PORTRAITS

Figures are easier to understand than words. Words are easier to understand than equa-
tions. The qualitative behavior of a function is often simpler to visualize from a graph than
from an explicit or implicit expression of the function.

Take, for example, the differential equation

Y
/ I
/(1) = sin(y(1)). ”
This equation is separable and the solution can \
be obtained using the techniques in Section 1.3. I —

They lead to the following implicit expression for |
the solution y, /

— In|esc(y) + cot(y)‘ =t+ec 0 \ t
Although this is an exact expression for the so- T

lution of the differential equation, the qualitative |
behavior of the solution is not so simple to un- /
derstand from this formula. The graph of the so- —27
lution, however, given on the right, provides us

with a clear picture of the solution behavior. In

this particular case the graph of the solution can

be computed from the equation itself, without the

need to solve the equation.

FIGURE 25. Several so-
lutions of the equation

y' = sin(y)

In the case of 2 x 2 systems the solution vector has the form

_ [z(?)
x(t) = [%(t)} .
Two functions define the solution vector. In this case one usually graphs each component
of the solution vector, x; and x,, as functions of ¢. There is, however, another way to graph
a 2-vector-valued function: plot the whole vector z(t) at ¢ on the plane z;, z,. Each vector
x(t) is represented by its end point, while the whole solution @ represents a line with arrows
pointing in the direction of increasing ¢. Such a figure is called a phase diagram or phase
portrait.

In the case that the solution vector x(t) is interpreted as the position function of a particle
moving in a plane at the time ¢, the curve given in the phase portrait is the trajectory of
the particle. The arrows added to this trajectory indicate the motion of the particle as time
increases.

In this Section we say how to plot phase portraits. We focus on solutions to the systems
studied in the previous Section 5.3-2 x 2 homogeneous, constant coefficient linear systems

2 (t) = Ax(t). (5.4.1)

Theorem 5.3.1 spells out the general solution in the case the coefficient matrix is diagonal-
izable with eigenpairs A4+, v*. The general solution is given by

Tyen(t) = cov'e™M! + cve. (5.4.2)

Solutions with real distinct eigenvalues are essentially different from solutions with complex
eigenvalues. Those differences can be seen in their phase portraits. Both solution types are
essentially different from solutions with a repeated eigenvalue. We now study each case.
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5.4.1. Real distinct eigenvalues. We study the system in (5.4.1) in the case that matrix
A has two real eigenvalues A, # A.. The case where one eigenvalues vanishes is left one
of the exercises at the end of the Section. We study the case where both eigenvalues are
non-zero. Two non-zero eigenvalues belong to one of hte following cases:

(i) A > A > 0, both eigenvalues positive;
(ii) A+ > 0 > A_, one eigenvalue negative and the other positive;
(iii) 0 > A, > A, both eigenvalues negative.

In a phase portrait the solution vector x(t) at t is displayed on the plane x,,x,. The
whole vector is shown, only the end point of the vector is shown for ¢t € (—oo0,00). The
result is a curve in the x, z, plane. One usually adds arrows to determine the direction of
increasing ¢t. A phase portrait contains several curves, each one corresponding to a solution
given in Eq. (5.4.2) for particular choice of constants ¢, and c.. A phase diagram can be
sketched by following these few steps:

(a) Plot the eigenvectors v" and v~ corresponding to the eigenvalues A, and ..

(b) Draw the whole lines parallel to these vectors and passing through the origin. These
straight lines correspond to solutions with either ¢, or c. zero.

(¢) Draw arrows on these lines to indicate how the solution changes as the variable ¢ in-
creases. If ¢ is interpreted as time, the arrows indicate how the solution changes into
the future. The arrows point towards the origin if the corresponding eigenvalue \ is
negative, and they point away form the origin if the eigenvalue is positive.

(d) Find the non-straight curves correspond to solutions with both coefficient ¢, and c.
non-zero. Again, arrows on these curves indicate the how the solution moves into the
future.

Case A\, > A\ > 0.

EXAMPLE 5.4.1: Sketch the phase diagram of the solutions to the differential equation

- 1113
* = Az, A—z I (5.4.3)

SOLUTION: The characteristic equation for this matrix A is given by
A =3,

det(A—M)=X2—5A+6=0 = {A .y

One can show that the corresponding eigenvectors are given by

o — 3 o = —2]
) 2]
So the general solution to the differential equation above is given by

[ —2
z(t) = c.veM e vet o at) = :ﬂ e+ c. { 2] e’

In Fig. 26 we have sketched four curves, each representing a solution x corresponding to a
particular choice of the constants ¢, and c.. These curves actually represent eight different
solutions, for eight different choices of the constants ¢, and c_, as is described below. The
arrows on these curves represent the change in the solution as the variable ¢ grows. Since
both eigenvalues are positive, the length of the solution vector always increases as t increases.
The straight lines correspond to the following four solutions:

c,=1,¢c=0; ¢.=0,cc=1; ¢c,=-1,¢c.=0; ¢ =0, c. =—1.
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The curved lines on each quadrant correspond to the following four solutions:

a=1Lc=1 c=1c=-1; co=—-1,c =1, c.=-1c =-1.

FIGURE 26. Eight solutions to Eq. (5.4.3), where A, > A_ > 0. The trivial
solution & = 0 is called an unstable point.

<
Case A\, > 0> ..
EXAMPLE 5.4.2: Sketch the phase diagram of the solutions to the differential equation
1 3
o = Az, A= {3 J . (5.4.4)

SoOLUTION: In Example 5.2.3 we computed the eigenvalues and eigenvectors of the coefficient
matrix, and the result was

A=4, v = [1} and A=-2, v = [1] .

In that Example we also computed the general solution to the differential equation above,

z(t) = c.veM e vet o at) = B} et +c. {_11] e 2t

In Fig. 27 we have sketched four curves, each representing a solution x corresponding to a
particular choice of the constants ¢, and c.. These curves actually represent eight different
solutions, for eight different choices of the constants ¢, and c_, as is described below. The
arrows on these curves represent the change in the solution as the variable ¢ grows. The
part of the solution with positive eigenvalue increases exponentially when ¢ grows, while the
part of the solution with negative eigenvalue decreases exponentially when ¢ grows. The
straight lines correspond to the following four solutions:

c.=1,¢c=0; ¢c¢.=0,cc=1; c.=—-1,¢c.=0; ¢ =0,c.=-1.
The curved lines on each quadrant correspond to the following four solutions:

co=1c=1, co=1,c.=-1; co=-1,c.=1; c.=-1, cc=—-1.
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ce=1,¢c-=0

ce=—1,¢c-=0 e =0, o =—1

FIGURE 27. Several solutions to Eq. (5.4.4), A, > 0 > A_. The trivial
solution & = 0 is called a saddle point.

Case 0 > A\, > M.

ExaMpLE 5.4.3: Sketch the phase diagram of the solutions to the differential equation

;o _1{-9 3
* = Ax, A_Z 1 1l (5.4.5)

SOLUTION: The characteristic equation for this matrix A is given by
9 A= =2
det(A—AD) = A2 45A+6=0 = {A__g

One can show that the corresponding eigenvectors are given by

fl e[

So the general solution to the differential equation above is given by

z(t) =c,veM e verd o x(t) =c E’] e 4 c {_22] e ot

In Fig. 28 we have sketched four curves, each representing a solution x corresponding to a
particular choice of the constants ¢, and c.. These curves actually represent eight differ-
ent solutions, for eight different choices of the constants ¢, and c_, as is described below.
The arrows on these curves represent the change in the solution as the variable ¢ grows.
Since both eigenvalues are negative, the length of the solution vector always decreases as t
grows and the solution vector always approaches zero. The straight lines correspond to the
following four solutions:

co=1,c=0 c=0c=1 c=-1,c¢c=0 ¢c¢=0c=-1
The curved lines on each quadrant correspond to the following four solutions:

c=1c=1, co=1c.=-1;, co=-1,c.=1; c.=-1, cc=—-1.
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A ce=1,c-=1

* ‘\ ce =0, c- =—1

ce =—1,c-=-—1

FIGURE 28. Several solutions to Eq. (5.4.5), where 0 > A, > A_. The trivial
solution & = 0 is called a stable point.

5.4.2. Complex eigenvalues. A real-valued matrix may have complex-valued eigenvalues.
These complex eigenvalues come in pairs, because the matrix is real-valued. If A is one of
these complex eigenvalues, then \ is also an eigenvalue. A usual notation is Ay = o =+ if3,
with o, 8 € R. The same happens with their eigenvectors, which are written as v+ = a+ib,
with a, b € R", in the case of an n X n matrix. When the matrix is the coefficient matrix
of a differential equation,

¥ =Axz,

+ A+t A-t

the solutions z'(t) = v'e™* and @ (t) = ve™? are complex-valued. In the previous Sec-
tion we presented Theorem 5.3.3, which provided real-valued solutions for the differential
equation. They are the real part and the imaginary part of the solution «*, given by

z'(t) = (a cos(Bt) — bsin(Bt)) e, 2 (t) = (a sin(Bt) + b cos(Bt)) e**. (5.4.6)
These real-valued solutions are used to draw phase portraits. We start with an example.

EXAMPLE 5.4.4: Find a real-valued set of fundamental solutions to the differential equation
below and sketch a phase portrait, where

;_ 12 3
T = Az, A_{_?) 2}.

SOLUTION: We have found in Example 5.3.2 that the eigenvalues and eigenvectors of the
coefficient matrix are

Ap =243i, ot = hﬂ

Writing them in real and imaginary parts, A+ = a4 and v* = a+ib, we get

a =2, 8 =3, a= ﬁ], b:{_oll

These eigenvalues and eigenvectors imply the following real-valued fundamental solutions,

{a(t) = [igﬁiﬂ ¢, 2 (t) = {‘bfﬁ(s?ff)t)] e}, (5.4.7)
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The phase diagram of these two fundamental solutions is given in Fig. 29 below. There is
also a circle given in that diagram, corresponding to the trajectory of the vectors

wo- ] o= [5E)]

The phase portrait of these functions is a circle, since they are unit vector-valued functions—
they have length one. <

FIGURE 29. The graph of the fundamental solutions ) and ® in Eq. (5.4.7).

Suppose that the coefficient matris of a 2 x 2 differential equation © = A x has complex
eigenvalues and eigenvectors

At = a+1f, vt =a+tib.
We have said that real-valued fundamental solutions are given by
@' (t) = (a cos(Bt) — bsin(Bt)) e, 2*(t) = (asin(Bt) + b cos(Bt)) ™.

We now sketch phase portraits of these solutions for a few choices of a, @ and b. We start
fixing the vectors a, b and plotting phase diagrams for solutions having a > 0, a = 0,
and o < 0. The result can be seen in Fig. 30. For a > 0 the solutions spiral outward as ¢
increases, and for av < 0 the solutions spiral inwards to the origin as ¢ increases. The rotation
direction is from vector b towards vector a. The solution vector 0, is called unstable for
«a > 0 and stable for a < 0.

We now change the direction of vector b, and we repeat the three phase portraits given
above; for @« > 0, « = 0, and o < 0. The result is given in Fig. 31. Comparing Figs. 30
and 31 shows that the relative directions of the vectors a and b determines the rotation
direction of the solutions as ¢ increases.
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FIGURE 30. Fundamental solutions &' and #? in Eq. (5.4.6) for a > 0,
a = 0, and @ < 0. The relative positions of a and b determines the
rotation direction. Compare with Fig. 31.

FIGURE 31. Fundamental solutions ' and «? in Eq. (5.4.6) for o > 0,
a = 0, and a < 0. The relative positions of a and b determines the
rotation direction. Compare with Fig. 30.

5.4.3. Repeated eigenvalues. A matrix with repeated eigenvalues may or may not be
diagonalizable. If a 2 x 2 matrix A is diagonalizable with repeated eigenvalues, then by
Theorem 5.3.4 this matrix is proportional to the identity matrix, A = AoI, with A, the
repeated eigenvalue. We saw in Section 5.3 that the general solution of a differential system
with such coefficient matrix is

Co

n(t) = | 2] .

Phase portraits of these solutions are just straight lines, starting from the origin for A\, > 0,
or ending at the origin for A, < 0.

Non-diagonalizable 2 x 2 differential systems are more interesting. If @ = A x is such a
system, it has fundamental solutions

z'(t) = vetol, 2 (t) = (vt + w) e, (5.4.8)

where ), is the repeated eigenvalue of A with eigenvector v, and vector w is any solution of
the linear algebraic system

(A= XD)w=w.
The phase portrait of these fundamental solutions is given in Fig 32. To construct this

figure start drawing the vectors v and w. The solution ' is simpler to draw than 22, since
the former is a straight semi-line starting at the origin and parallel to w.
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T2 4 Ao >0

239

FIGure 32. Functions &', #* in Eq. (5.4.8) for the cases A\, > 0 and X\, < 0.

The solution #? is more difficult to draw. One way is to first draw the trajectory of the

time-dependent vector
T = vt + w.

This is a straight line parallel to v passing through w, one of the black dashed lines in
Fig. 32, the one passing through w. The solution #? differs from Z* by the multiplicative
factor e*of. Consider the case A, > 0. For ¢t > 0 we have a?(t) > #*(t), and the opposite
happens for ¢ < 0. In the limit ¢ — —oo the solution values #?(t) approach the origin,
since the exponential factor e** decreases faster than the linear factor ¢ increases. The
result is the purple line in the first picture of Fig. 32. The other picture, for A, < 0 can be

constructed following similar ideas.
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5.4.4. Exercises.

5.4.1.- . 5.4.2.- .
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5.5. NON-DIAGONALIZABLE SYSTEMS

Coming up.
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CHAPTER 6. AUTONOMOUS SYSTEMS AND STABILITY

By the end of the seventeenth century Newton had invented differential equations, discov-
ered his laws of motion and the law of universal gravitation. He combined all of them to
explain Kepler laws of planetary motion. Newton solved what now is called the two-body
problem. Kepler laws correspond to the case of one planet orbiting the Sun. People then
started to study the three-body problem. For example the movement of Earth, Moon, and
Sun. This problem turned out to be far more difficult than the two-body problem and no
solution was ever found. Around the end of the nineteenth century Henri Poincaré proved
a breakthrough result. The solutions of the three body problem could not be found explic-
itly in terms of elementary functions, such as combinations of polynomials, trigonometric
functions, exponential, and logarithms. This led him to invent the so-called Qualitative
Theory of Differential Equations. In this theory one studies the geometric properties of
solutions—whether they show periodic behavior, tend to fixed points, tend to infinity, etc.
This approach evolved into the modern field of dynamics. In this chapter we introduce a
few basic concepts and we use them to find qualitative information of a particular type of
differential equations, called autonomous equations.

Unstable

Stable

Unstable

Stable

Unstable
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6.1. FLOwS ON THE LINE

This whole chapter is dedicated to study the qualitative behavior of solutions to differential
equations without actually computing the explicit expression of these solutions. In this
section we concentrate on first order differential equations in one unknown function. We
already have studied these equations in Chapter 1, § 1.1-1.4, and we have found formulas
for their solutions. In this section we use these equations to present a new method to study
qualitative properties of their solutions. Knowing the exact solution to the equation will
help us understand how this new method works. In the next section we generalize this
method to systems of two equations for two unknown functions.

6.1.1. Autonomous Equations. In this section we study, one more time, first order non-
linear differential equations. In § 1.3 we learned how to solve these equations. We integrated
on both sides of the equation. We then got an implicit expression for the solution in terms of
the antiderivative of the equation coefficients. In this section we concentrate on a particular
type of separable equations, called autonomous, where the independent variable does not
appear explicitly in the equation. For these systems we find a few qualitative properties
of their solutions without actually computing the solution. We find these properties of the
solutions by studying the equation itself.

Definition 6.1.1. An autonomous equation is a first order differential equation for the
unknown function y and independent variable t given by

y' = fy), (6.1.1)

that is the independent variable t does not appear explicitly in the equation.

Remarks: The equation in (6.1.1) is separable, since it has the form

h(y)y' = g(t),
as in Def. 1.3.1, with h(y) = 1/f(y) and g(¢) = 1.

The autonomous equations we study in this section are a particular type of the separable
equations we studied in § 1.3, as we can see in the following examples.

ExAMPLE 6.1.1: The following first order separable equations are autonomous:
(a) ¥ =2y +3.
(b) y' =sin(y).

() y =ry (1 - %)

The independent variable ¢t does not appear explicitly in these equations. The following
equations are not autonomous.

(a) v =2y + 3t.
(b) 3 = t?sin(y).

(c) y’=ty(1—%). q

Sometimes an autonomous equation is simple to solve, explicitly. Even more, the solutions
are simple to understand. For example the graph of the solution is simple to do. Here is a
well known example.

ExAMPLE 6.1.2: Find all solutions of the first order autonomous system

y =ay+b, a, b>0.
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SOLUTION:

Y A
This is a linear, constant coefficients equation, / >0
so it could be solved using the integrating fac- ‘
tor method. But this is also a separable equa-
tion, so we solve it as follows,
dy 1 > t
= [ dt = = 1In(a b)=t+c B -0
/ ay+b / a (ay +0) te a ‘
so we get,
aerb — eateaco
and denoting ¢ = e /a, we get the expression e 0
b
y(t) = ce™ — —. (6.1.2)
a
This is the expression for the solution we got FIGURE 33. A few solutions
in Theorem 1.1.2. g to Eq. (6.1.2) for different c.

However, the solutions of an autonomous equation are sometimes not so simple to un-
derstand. Even in the case that we can solve the differential equation.

ExaMPLE 6.1.3: Sketch a qualitative graph of solutions to 3y’ = sin(y), for different initial
data conditions y(0) = y,.

SoLUTION: We first find the exact solutions and then we see if we can graph them. The
equation is separable, then

O O
sin(y(t))_l = /Osin(y(t)) dt=t.

Use the usual substitution u = y(t), so du = y'(t) dt, so we get

/y(t) du _
v sin(u)

In an integration table we can find that
[ S0y ) g ) ],
1+ cos(u) 1+ cos(y) 1+ cos(yo)
We can rewrite the expression above in terms of one single logarithm,
ln[ sin(y)  (1+ cos(yo))} _
(1+cos(y))  sin(yo) ’

If we compute the exponential on both sides of the equation above we get an implicit
expression of the solution,

Yo

sin(y) _ sin(yo) ot (6.13)
(1 + cos(y)) (1 + cos(yo))
Although we have the solution, in this case in implicit form, it is not simple to graph that

solution without the help of a computer. So, we do not sketch the graph right now. <

Sometimes the exact expression for the solution of a differential equation is difficult to
interpret. For example, take the solution in (6.1.3), in Example 6.1.3. It is not so easy to
see, for an arbitrary initial condition y,, what is the behavior of the solution values y(t) as
t — oo. To be able to answer questions like this one is that we introduce a new approach,
a geometric approach.
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6.1.2. A Geometric Analysis. The idea is to obtain qualitative information about solu-
tions to an autonomous equation using the equation itself, without solving it. We now use
the equation of Example 6.1.3 to show how this can be done.

ExaMPLE 6.1.4: Sketch a qualitative graph of solutions to 3y’ = sin(y), for different initial
data conditions y(0).

SoLUTION: The differential equation has the form ¢y’ = f(y), where f(y) = sin(y). The first
step in the graphical approach is to graph the function f.

! fy) = sin(y)

FIGURE 34. Graph of the function f(y) = sin(y).

The second step is to identify all the zeros of the function f. In this case,
fly) =sin(y) =0 = y,=nm, where n=---,-2-1,0,1,2,---.

It is important to realize that these constants ¥, are solutions of the differential equation.
On the one hand, they are constants, ¢-independent, so y/, = 0. On the other hand, these
constants y,, are zeros of f, hence f(y,) = 0. So y,, are solutions of the differential equation

0=y, = f(yn) = 0.

These t-independent solutions, y,, are called stationary solutions. They are also called
equilibrium solutions, or fixed points, or critical points.

The third step is to identify the regions on the line where f is positive, and where f is
negative. These regions are bounded by the critical points. Now, in an interval where f > 0
write a right arrow, and in the intervals where f < 0 write a left arrow, as shown below.

fa f(y) = sin(y)

FIGURE 35. Critical points and increase/decrease information added to Fig. 34.

It is important to notice that in the regions where f > 0 a solution y is increasing. And in
the regions where f < 0 a solution y is decreasing. The reason for this claim is, of course,
the differential equation, f(y) = y'.

The fourth step is to find the regions where the curvature of a solution is concave up or
concave down. That information is given by y”. But the differential equation relates 3" to
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f(y) and f'(y). By the chain rule,

e . 10 - A A N

So the regions where f(y) f/(y) > 0 a solution is concave up (CU), and the regions where
f(y) f'(y) < 0 a solution is concave down (CD).

f'(y) = cos(y) f(y) = sin(y)

FIGURE 36. Concavity information on the solution y added to Fig. 35.

This is all the information we need to sketch a qualitative graph of solutions to the
differential equation. So, the last step is to put all this information on a yt-plane. The
horizontal axis above is now the vertical axis, and we now plot soltuions y of the differential
equation. The result is given below.

Unstable

Stable

Unstable R
t

Stable

Unstable

FIGURE 37. Qualitative graphs of solutions y for different initial conditions.
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The picture above contains the graph of several solutions y for different choices of initial
data y(0). Stationary solutions are in blue, t-dependent solutions in green. The stationary

solutions are separated in two types. The stable solutions y., = —m, y; = m, are pictured
with solid blue lines. The unstable solutions y., = —27, y, = 0, y, = 27, are pictured with
dashed blue lines. b

Remark: A qualitative graph of the solutions does not provide all the possible information
about the solution. For example, we know from the graph above that for some initial
conditions the corresponding solutions have inflection points at some ¢ > 0. But we cannot
know the exact value of ¢ where the inflection point occurs. Such information could be
useful to have, since |y’| has its maximum value at those points.

The geometric approach used in Example 6.1.3 suggests the following definitions.

Definition 6.1.2.

(i) A constant y. is a critical point of the equation y' = f(y) iff holds f(y.) = 0.

(i) A critical point y. is stable iff f(y) > 0 for every y # y. in a neighborhood of y..

i critical point y. is unstable i y) < 0 for every y # y. in a neighborhood of y..

iii) A critical point y. 1 table i 0 j ighborhood

w critical point y. is semistable iff the point is stable on one side of the critical poin

(iv) A critical point y. i istable iff th int is stabl ide of the critical point
and unstable on the other side.

Remarks:

(a) Critical points are also called fixed points, stationary solutions, equilibrium solutions,
critical solutions. We may use all these names in this notes. Stable points are also called
attractors or sinks. Unstable points are also called repellers or sources. Semistable
points are also called neutral points.

(b) That a critical point is stable means that for initial data close enough to the critical
point all solutions approach the critical point as ¢ — oo.

In Example 6.1.3 the critical points are y,, = nw. In the second graph of that example
wee only marked —2m, —m, 0, m, and 27. Filled dots represent stable critical points, and
white dots represent unstable or semistable critical points. In this example all white points
are unstable points.

In that second graph one can see that stable critical points have green arrows directed
to them on both sides, and unstable points have arrows directed away from them on both
sides. This is always the case for stable and unstable critical points. A semistable point
would have one arrow pointing to the point on one side, and the other arrow pointing away
from the point on the other side.

In terms of the differential equation critical points represent stationary solutions, also
called t-independent solutions, or equilibrium solutions, or steady solutions. We will usually
mention critical points as stationary solutions when we describe them in a yt-plane, and we
reserve the name critical point when we describe them in a y-line.

On the last graph in Example 6.1.3 we have pictured the stationary solutions that are
stable with a solid line, and those that are unstable with a dashed line. Semistable stationary
solutions are also pictured with dashed lines. An equilibrium solutions is defined to be stable
if all sufficiently small disturbances away from it damp out in time. An equilibrium solution
is defined to be unstable if all sufficiently disturbances away from it grow in time.

EXAMPLE 6.1.5: Find all the critical points of the first order linear system
v =ay.

Study the stability of the critical points both for @ > 0 and for a < 0. Sketch qualitative
graphs of solutions close to the critical points.
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SoruTION: This is an equation of the form y' = f(y) for f(y) = ay. The critical points
are the constants y. such that 0 = f(y.) = ay., so y. = 0. We could now use the graphical
method to study the stability of the critical point y. = 0, but we do not need to do it.
This equation is the particular case b = 0 of the equation solved in Example 6.1.2. So the
solution for arbitrary initial data y(0) = y, is

y(t) = yoe.
We use this expression to graph the solutions near a critical point. The result is shown
below.

Y

A A

Yo >0 Yo >0

Unstable ¥ Stable
a>0 t 0 f a<0 t

Yo < 0 Yo <0

ZIN

FIGURE 38. The graph of the functions y(t) = y(0) e for a > 0 and a < 0.

We conclude that the critical point y. = 0 is stable for a < 0 and is unstable for a > 0. <

Remark: The stability of the critical point y. = 0 of the linear system y = ay will be
important when we study the linearization of a nonlinear autonomous system. For that
reason we highlighted these stability results in Example 6.1.5.

6.1.3. Population Growth Models. The simplest model for the population growth of an
organism is N’ = rN where N(¢) is the population at time ¢t and r > 0 is the growth rate.
This model predicts exponential population growth N(t) = Nye™, where N, = N(0). We
studied this model in § 1.5. Among other things, this model assumes that the organisms
have unlimited food supply. This assumption implies that the per capita growth N'/N = r
is constant.

A more realistic model assumes that the per capita growth decreases linearly with IV,
starting with a positive value, r, and going down to zero for a critical population N = K > 0.
So when we consider the per capita growth N'/N as a function of N, it must be given by
the formula N'/N = —(r/K)N + r. This equation, when thought as a differential equation
for N is called the logistic equation model for population growth.

Definition 6.1.3. The logistic equation describes the organisms population function N
in time as the solution of the autonomous differential equation
N
N' =rN (1 _ g),
where the initial growth rate constant r and the carrying capacity constant K are positive.

We now use the graphical method to carry out a stability analysis of the logistic popu-
lation growth model. Later on we find the explicit solution of the differential equation. We
can then compare the two approaches to study the solutions of the model.

ExXAMPLE 6.1.6: Sketch a qualitative graph of solutions for different initial data conditions
y(0) = yo to the logistic equation below, where r and K are given positive constants,

y=r(1- L),
y=r(i-2
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SOLUTION: /

The logistic differential equation for 1 Fly) = ry (1 Y )
population growth can be written rK K
y = f(y), where function f is the 4

polynomial

Y

fo) =ry(1-%)-
The first step in the graphical ap-
proach is to graph the function f. 0 K K \
The result is in Fig. 39. 2
The second step is to identify all crit-
ical points of the equation. The crit- FiGURE 39. The graph of f.
ical points are the zeros of the func- s
tion f. In this case, f(y) = 0 implies t

Y
< 4

Yo =10, y =K. rK

The third step is to find out whether
the critical points are stable or un-
stable. Where function f is posi-
tive, a solution will be increasing,
and where function f is negative a /[ o % :K\ < >
solution will be decreasing. These e}

regions are bounded by the critical
points. Now, in an interval where
f > 0 write a right arrow, and in
the intervals where f < 0 write a left 7,
arrow, as shown in Fig. 40.

The fourth step is to find the re-
gions where the curvature of a solu-
tion is concave up or concave down.
That information is given by y”. But
the differential equation relates "
to f(y) and f'(y). We have shown
in Example 6.1.4 that the chain rule
and the differential equation imply,

v = f(y) fy)

So the regions where f(y) f'(y) > 0
a solution is concave up (CU), and
the regions where f(y) f'(y) < 0 a
solution is concave down (CD). The
result is in Fig. 41.

A

FI1GURE 40. Critical points added.

A

CU

F1GURE 41. Concavity information added.

This is all the information we need to sketch a qualitative graph of solutions to the
differential equation. So, the last step is to put all this information on a yt-plane. The
horizontal axis above is now the vertical axis, and we now plot solutions y of the differential
equation. The result is given in Fig. 42.
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Stable

Unstable R
0 t

CD"\

FIGURE 42. Qualitative graphs of solutions y for different initial conditions.

The picture above contains the graph of several solutions y for different choices of initial
data y(0). Stationary solutions are in blue, t-dependent solutions in green. The stationary
solution y, = 0 is unstable and pictured with a dashed blue line. The stationary solution
y; = K is stable and pictured with a solid blue line. <

In Examples 6.1.4 and 6.1.6 we have used that the second derivative of the solution
function is related to f and f’. This is a result that we remark here in its own statement.

Theorem 6.1.4. If y is a solution of the autonomous system y' = f(y), then
y' =) )

Remark: This result has been used to find out the curvature of the solution y of an
autonomous system y’ = f(y). The graph of y has positive curvature iff f'(y) f(y) > 0 and
negative curvature iff f'(y) f(y) <0.

Proof:
d (dy d df dy
m_ L2y _ & H) = 2L 29 - n_ gt .
v'=g(G) = gl =g 3 y' =1 W)
|
Remark: The logistic equation is, of course, a separable equation, so it can be solved using
the method from § 1.3. We solve it below, so you can compare the qualitative graphs from
Example 6.1.6 with the exact solution below.
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ExaMpPLE 6.1.7: Find the exact expression for the solution to the logistic equation for
population growth

M:ryﬁgj%) y(0) = v, 0 <y < K.

SoLuTIiON: This is a separable equation,

E/ﬂ_tﬂ
r ) (K—y)y -

The usual substitution u = y(¢), so du = ¢’ dt, implies

e R et
r ) (K—uwu o

We use a partial fraction decomposition on the left-hand side,

K 1 1 1

T/K{(K—u)+u} du =t + co.
So each term can be integrated,

[—In(|K —y]) + In(|y])] = rt + rc.
We reorder the terms on the right-hand side,

|| y
ln(7> =rt+re, = ‘
K —y] ’ K~y
The analysis done in Example 6.1.4 says that for initial data 0 < y, < K we can discard the
absolute values in the expression above for the solution. Now the initial condition fixes the

value of the constant ¢,

‘ =ce™, c=¢".

Yo _ c
K — vy,
Then, reordering terms we get the expression

_ Ky,
Yo + (K —yo) e~

y(t)
<

Remark: The expression above provides all solutions to the logistic equation with initial
data on the interval (0, K). But a stability analysis of the equation critical points is quite
involved if we use that expression for the solutions. It is in this case that the geometrical
analysis in Example 6.1.6 is quite useful.

6.1.4. Linear Stability Analysis. The geometrical analysis described above is useful to
get a quick qualitative picture of solutions to an autonomous differential system. But it is
always nice to complement geometric methods with analytic methods. For example, one
would like an analytic way to determine the stability of a critical point. One would also like
a quantitative measure of a solution decay rate to a stationary solution. A linear stability
analysis can provide this type of information.

One can get information about a solution of a nonlinear equation near a critical point
by studying an appropriate linear equation. More precisely, the solutions to a nonlinear
differential equation that are close to a stationary solution can be approximated by the
solutions of an appropriate linear differential equation. This linear equation is called the
linearization of the nonlinear equation computed at the stationary solution.
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Definition 6.1.5. The linearization of the autonomous system y' = f(y) at the critical
point y. is the linear differential system for the unknown function & given by

gl = f/(yc) 3

Remark: The prime notation above means, £’ = d¢/dt, and f' = df /dy.

ExAaMPLE 6.1.8: Find the linearization of the equation y’ = sin(y) at the critical point
yn = nm. Write the particular cases for n = 0,1 and solve the linear equations for arbitrary
initial data.

SoLuTION: If we write the nonlinear system as y' = f(y), then f(y) = sin(y). We then
compute its y derivative, f'(y) = cos(y). We evaluate this expression at the critical points,
f'(yn) = cos(nm) = (—1)". The linearization at y, of the nonlinear equation above is the
linear equation for the unknown function &, given by

éiz =(-1)"&.
The particular cases n = 0 and n = 1 are given by
L=&  &=-&.

It is simple to find solutions to first order linear homogeneous equations with constant
coefficients. The result, for each equation above, is

&o(t) = &(0) €', &(t) = &(0)e™,
From this last expression we can see that for n = 0 the critical solution £, = 0 is unstable,
while for n = 1 the critical solution & = 0 is stable. The stability of the trivial solution

& = x; = 0 of the linearized systems coincides with the stability of the critical points y, = 0,
y; = 7 for the nonlinear equation. <

In the example above we have used a result that we highlight in the following statement.
Theorem 6.1.6. The trivial solution & = 0 of the constant coefficients equation
§'=af
is stable iff a < 0, and it is unstable iff a > 0.

Proof of Theorem 6.1.6: The stability analysis follows from the explicit solutions to the
differential equation, £(t) = £(0) e®t. For a > 0 the solutions diverge to 400 as t — oo, and
for a < 0 the solutions approach to zero as t — oo. O

EXAMPLE 6.1.9: Find the linearization of the logistic equation 3 = ry (1 — %) at the
critical points y, = 0 and y; = K. Solve the linear equations for arbitrary initial data.

T
SOLUTION: If we write the nonlinear system as y' = f(y), then f(y) = ry — 7 y?. Then,

2
flly)=r— ?T y. For the critical point y, = 0 we get the linearized system
Gt)=r& = &) =5&(0)e™

For the critical point y; = K we get the linearized system

Gt)=—r& = &) =&(0)e .
From this last expression we can see that for y, = 0 the critical solution &, = 0 is unstable,
while for y, = K the critical solution & = 0 is stable. The stability of the trivial solution
& = & = 0 of the linearized system coincides with the stability of the critical points y, = 0,
y; = K for the nonlinear equation. <
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Remark: In the Examples 6.1.8 and 6.1.9 we have seen that the stability of a critical point
Yo to a nonlinear differential equation y’ = f(y) is the same as the stability of the trivial
solution ¢ = 0 of the linearized equation ¢ = f’(y.)&. This is a general result, which we
state below.

Theorem 6.1.7. Let y. be a critical point of the autonomous system y' = f(y).
(a) The critical point y. is stable iff f'(y.) <O0.
(b) The critical point y. is unstable iff f'(y.) > 0.

Furthermore, If the initial data y(0) =~ y., is close enough to the critial point y., then the
solution with that initial data of the equation y' = f(y) are close enough to y. in the sense

y(t) ~ ye +£(1),

where & is the solution to the linearized equation at the critical point y.,
§=Ffy)&  £0)=y0)—ye.
Remark: The proof of this result can be found in § 43 in Simmons’ textbook [10].

Remark: The first part of Theorem 6.1.7 highlights the importance of the sign fo the
coefficient f’(y.), which determines the stability of the critical point y.. The furthermore
part of the Theorem highlights how stable is a critical point. The value |f'(y.)| plays
a role of an exponential growth or a exponential decay rate. Its reciprocal, 1/|f'(y.)| is
a characteristic scale. It determines the value of ¢ required for the solution y to vary
significantly in a neighborhood of the critical point ..

Notes
This section follows a few parts of Chapter 2 in Steven Strogatz’s book on Nonlinear
Dynamics and Chaos, [12], and also § 2.5 in Boyce DiPrima classic textbook [3].
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6.1.5. Exercises.

6.1.1.- . 6.1.2.- .
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6.2. FLOWS ON THE PLANE
Coming up.
6.3. LINEAR STABILITY

Coming up.
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CHAPTER 7. BOUNDARY VALUE PROBLEMS

7.1. EIGENVALUE-EIGENFUNCTION PROBLEMS

In this Section we consider second order, linear, ordinary differential equations. In the
first half of the Section we study boundary value problems for these equations and in the
second half we focus on a particular type of boundary value problems, called the eigenvalue-
eigenfunction problem for these equations.

7.1.1. Comparison: IVP and BVP. Given real constants a, and a,, consider the second
order, linear, homogeneous, constant coefficients, ordinary differential equation

Y' +ay +aoy =0, (7.1.1)

We now review the initial boundary value problem for the equation above, which was dis-
cussed in Sect. 7?7, where we showed in Theorem ?? that this initial value problem always
has a unique solution.

Definition 7.1.1 (IVP). Given the constants to, yo and y,, find a solution y of Eq. (7.1.1)
satisfying the initial conditions

y(to) = vo, ' (to) = us. (7.1.2)

There are other problems associated to the differential equation above. The following
one is called a boundary value problem.

Definition 7.1.2 (BVP). Given the constants t, # ti, yo and y,, find a solution y of
Eq. (7.1.1) satisfying the boundary conditions

y(to) =90, y(ts) = yi. (7.1.3)

One could say that the origins of the names “initial value problem” and “boundary value
problem” originates in physics. Newton’s second law of motion for a point particle was
the differential equation to solve in an initial value problem; the unknown function y was
interpreted as the position of the point particle; the independent variable ¢ was interpreted
as time; and the additional conditions in Eq. (7.1.2) were interpreted as specifying the
position and velocity of the particle at an initial time. In a boundary value problem, the
differential equation was any equation describing a physical property of the system under
study, for example the temperature of a solid bar; the unknown function y represented any
physical property of the system, for example the temperature; the independent variable ¢
represented position in space, and it is usually denoted by x; and the additional conditions
given in Eq. (7.1.3) represent conditions on the physical quantity y at two different positions
in space given by t, and t;, which are usually the boundaries of the system under study, for
example the temperature at the boundaries of the bar. This originates the name “boundary
value problem”.

We mentioned above that the initial value problem for Eq. (7.1.1) always has a unique
solution for every constants y, and y;, result presented in Theorem ??. The case of the
boundary value problem for Eq. (7.1.1) is more complicated. A boundary value problem
may have a unique solution, or may have infinitely many solutions, or may have no solution,
depending on the boundary conditions. This result is stated in a precise way below.

Theorem 7.1.3 (BVP). Fix real constants ay, ay, and let r+ be the roots of the charac-
teristic polynomial p(r) = r? + a;r + a.
(i) If the roots r+ € R, then the boundary value problem given by Egs. (7.1.1) and (7.1.3)
has a unique solution for all y,, y, € R.
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(i) If the roots r+ form a complex conjugate pair, that is, r+ = a+ B, with o, 8 € R, then
the solution of the boundary value problem given by Egqs. (7.1.1) and (7.1.3) belongs
to only one of the following three possibilities:

(a) There ezists a unique solution;
(b) There exists infinitely many solutions;
(c) There exists no solution.

Before presenting the proof of Theorem 7.1.3 concerning boundary value problem, let
us review part of the proof of Theorem 7?7 concerning initial value problems using matrix
notation to highlight the crucial part of the calculations. For the simplicity of this review,
we only consider the case r. # r_. In this case the general solution of Eq. (7.1.1) can be
expressed as follows,

y(t) =cre"t + et ¢, €R.
The initial conditions in Eq. (7.1.2) determine the values of the constants ¢, and ¢, as follows:

Y1 =y (to) = crr- €™ 0 4 cory ™0 roetto et e, Yi]

The linear system above has a unique solution ¢, and ¢, for every constants y, and y, iff the
determinant of the coefficient matrix Z is non-zero, where
e’ to et to
Z= |:,,,_ er- to r, et to:|
A simple calculation shows
det(Z) — (7’+ _ 7"_) e(r++r—) to 7§ 0 o r, 7& r.

Since r, # r_, the matrix Z is invertible and so the initial value problem above a unique
solution for every choice of the constants y, and y,. The proof of Theorem 7.1.3 for the
boundary value problem follows the same steps we described above: First find the general
solution to the differential equation, second find whether the matrix Z above is invertible
or not.
Proof of Theorem 7.1.3:

Part (i): Assume that ry are real numbers. We have two cases, r, # r. and r, = r_. In
the former case the general solution to Eq. (7.1.1) is given by

y(t) = cre’” ftepe™, ¢, e €R. (7.1.4)
The boundary conditions in Eq. (7.1.3) determine the values of the constants ¢;, ¢,, since
Yo = y(to) = Cler- to —+ Czeh to er-to er+to ¢ Yo )
Y = y(tl) — Cle’r— t1 4 Cger+ t1 = e'f‘— 11 e'r‘+ tq o - s . (7 5)

The linear system above has a unique solution ¢, and ¢, for every constants y, and y, iff the
determinant of the coefficient matrix Z is non-zero, where

r-t T+t
Z:[6 e O] (7.1.6)

e’ t1 e+ t1

A straightforward calculation shows

det(Z) — €T+ t1 67‘— to __ e’l‘+ toef‘— tq — 6T‘+ toe’r’- to |:e’l"+ (tlfto) _ er- (tlfto)] . (71.7)
So it is simple to verify that
det(Z) #0 & er(timto) Ler-(imto) oy Ly (7.1.8)

Therefore, in the case r, # r_ the matrix Z is invertible and so the boundary value problem
above has a unique solution for every choice of the constants y, and y;. In the case that
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r. = 7. =T, then we have to start over, since the general solution of Eq. (7.1.1) is not given
by Eq. (7.1.4) but by the following expression

y(t) = (ci +et) €™, ¢, €R.

Again, the boundary conditions in Eq. (7.1.3) determine the values of the constants ¢; and

¢, as follows:

Yo = y(to) = c et Cgtoeroto eroto ¢ eroto] e, Yo

Yy = y(t1) — clerotl 4 cztlerotl 67“0151 tleroh Cy - n .
The linear system above has a unique solution ¢; and ¢, for every constants y, and y, iff the
determinant of the coefficient matrix Z is non-zero, where

P eroto toeroto
T |erott t167'0t1

A simple calculation shows
det(2) = tlero(t1+to) _ toero(tﬁrto) =(t; — to)eTo(Htho) £0 & £t

Therefore, in the case r, = r. = r, the matrix Z is again invertible and so the boundary
value problem above has a unique solution for every choice of the constants y, and y,. This
establishes part (i) of the Theorem.

Part (ii): Assume that the roots of the characteristic polynomial have the form ry = a4
with 8 # 0. In this case the general solution to Eq. (7.1.1) is still given by Eq. (7.1.4), and
the boundary condition of the problem are still given by Eq. (7.1.5). The determinant of
matrix Z introduced in Eq. (7.1.6) is still given by Eq. (7.1.7). However, the claim given
in Eq. (7.1.8) is true only in the case that 3 are real numbers, and it does not hold in the
case that r1 are complex numbers. The reason is the following calculation: Let us start
with Eq. (7.1.7) and then introduce that r+ = o £ 8;

det(Z) _ 6(r++'r—)to [en (t1—to) _ e’ (tlfto)]
— 2ato ga(ti—to) [eiﬁ(tl—to) _ e—i,B(tl—to)]
= 2i e(titto) gip [B(t, —to)].
We then conclude that
det(Z) =0 <& sin[B(t;—t)] =0 & p=

nw
(ts = to)’
where n = 1,2,--- and we are using that ¢, # t,. This last equation in (7.1.9) is the key
to obtain all three cases in part (ii) of this Theorem, as can be seen from the following
argument:

Part (iia): If the coefficients a4, a; in Eq. (7.1.1) and the numbers ¢, t, in the boundary
conditions in (7.1.3) are such that Eq. (7.1.9) does not hold, that is,

B#

(7.1.9)

nw
(t: —to)’

then det(Z) # 0 and so the boundary value problem for Eq. (7.1.1) has a unique solution
for all constants y, and y;. This establishes part (iia).

Part (iib) and Part (iic): If the coefficients ay, a, in Eq. (7.1.1) and the numbers t,, t,
in the boundary conditions in (7.1.3) are such that Eq. (7.1.9) holds, then det(Z) = 0, and
so the system of linear equation given in (7.1.5) may or may not have solutions, depending
on the values of the constants y, and y,. In the case that there exists a solution, then there
are infinitely many solutions, since det(Z) = 0. This establishes part (iib). The remaining
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case, when y, and y, are such that Eq. (7.1.5) has no solution is the case in part (iic). This
establishes the Theorem. ]
Our first example is a boundary value problem with a unique solution. This corresponds
to case (ila) in Theorem 7.1.3. The matrix Z defined in the proof of that Theorem is
invertible and the boundary value problem has a unique solution for every y, and y;.

ExaMPLE 7.1.1: Find the solution y(z) to the boundary value problem
v +ay =0,  y(0)=1, y(r/4)=-1

SOLUTION: We first find the general solution to the differential equation above. We know
that we have to look for solutions of the form y(z) = €"®, with the constant r being solutions
of the characteristic equation

rPHd4=0 < ry=+2i.

We know that in this case we can express the general solution to the differential equation
above as follows,
y(x) = ¢; cos(2x) + ¢, sin(2x).

The boundary conditions imply the following system of linear equation for ¢; and ¢,

1=y(0) =c L o]0
—1=y(r/4) =c, 0 1 |e| — |-1]"
The linear system above has the unique solution ¢; = 1 and ¢, = —1. Hence, the boundary

value problem above has the unique solution

y(x) = cos(2x) — sin(2x). 4

The following example is a small variation of the previous one, we change the value
of the constant t,, which is the place where we impose the second boundary condition,
from /4 to w/2. This is enough to have a boundary value problem with infinitely many
solutions, corresponding to case (iib) in Theorem 7.1.3. The matrix Z in the proof of this
Theorem 7.1.3 is not invertible in this case, and the values of the constants to, ¢, Yo, ¥1, 01
and a, are such that there are infinitely many solutions.

EXAMPLE 7.1.2: Find the solution y(z) to the boundary value problem
y'+4y=0,  y0)=1, y(r/2)=-L

SOLUTION: The general solution is the same as in Example 7.1.1 above, that is,
y(x) = ¢ cos(2x) + ¢, 5in(2x).

The boundary conditions imply the following system of linear equation for ¢; and ¢,
1=y(0) =c [ 0] _[1
—1 = y(ﬂ'/2) = —c -1 0 Co =1l
The linear system above has infinitely many solution, as can be seen from the following:
1 0 | 1 10| 1 a =1
%
-1 0 | -1 00 1] O c, free.

Hence, the boundary value problem above has infinitely many solutions given by

y(x) = cos(2x) + ¢, sin(2x), ¢ €R.
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The following example again is a small variation of the previous one, this time we change
the value of the constant y, from —1 to 1. This is enough to have a boundary value problem
with no solutions, corresponding to case (iic) in Theorem 7.1.3. The matrix Z in the proof
of this Theorem 7.1.3 is still not invertible, and the values of the constants t,, 1, ¥o, ¥1, G4
and a, are such that there is not solution.

ExaMpLE 7.1.3: Find the solution y to the boundary value problem

y'(x) +4y(z) =0,  y(0)=1, y(r/2)=1

SOLUTION: The general solution is the same as in Examples 7.1.1 and 7.1.2 above, that is,
y(x) = ¢; cos(2x) + ¢, sin(2x).
The boundary conditions imply the following system of linear equation for ¢; and ¢,
1=y(0) =c
l=yr/2)=—¢

From the equations above we see that there is no solution for ¢;, hence there is no solution
for the boundary value problem above.
REMARK: We now use matrix notation, in order to follow the same steps we did in the

proof of Theorem 7.1.3:
1 0] [ea] 1
=1 0 |e] [1]°

The linear system above has infinitely many solutions, as can be seen from the following
Gauss elimination operations

1 0 1-_>10 1_>10 1
-1 0 1] 0 0 2 0 0 1

Hence, there are no solutions to the linear system above. <

7.1.2. Eigenvalue-eigenfunction problems. A particular type of boundary value prob-
lems are called eigenvalue-eigenfunction problems. The main example we study in this
Section is the following: Find all the numbers A and the non-zero functions with values y(x)
solutions of the homogeneous boundary value problem

y" = Ay, y(0)=0, y() =0, £>0. (7.1.10)

This problem is analogous to the eigenvalue-eigenvector problem studied in Sect. 8.3, that is,
given an n X n matrix A find all numbers A and non-zero vectors v solution of the algebraic
linear system Av = Av. The role of matrix A is played by d?/dz?, the role of the vector
space R" is played by the vector space of all infinitely differentiable functions f with domain
[0, 4] C R satistying f(0) = f(¢) = 0. We mentioned in Sect. 8.3 that given any n x n matrix
A there exist at most n eigenvalues and eigenvectors. In the case of the boundary value
problem in Eq. (7.1.10) there exist infinitely many solutions A and y(x), as can be seen in
the following result.

Theorem 7.1.4 (Eigenvalues-eigenfunctions). The homogeneous boundary value prob-
lem in Eq. (7.1.10) has the infinitely many solutions, labeled by a subindex n € N,

TL27T2 nmwx

)\n = _672’ yn(l‘) = 511’1(7)
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Proof of Theorem 7.1.4: We first look for solutions having eigenvalue A\ = 0. In such a
case the general solution to the differential equation in (7.1.10) is given by

y(z) = ¢ + oo, 1, ¢ €R.

The boundary conditions imply the following conditions on ¢; and ¢,

0 = y(O) = Cy,
0=y(l) =c, + ¢t

¢ =c, =0.

Since the only solution in this case is y = 0, there are no non-zero solutions.

We now look for solutions having eigenvalue A > 0. In this case we redefine the eigenvalue
as A = p?, with g1 > 0. The general solution to the differential equation in (7.1.10) is given
by

y(z) = c1e™ M 4 cet”,
where we used that the roots of the characteristic polynomial r?2 — p? = 0 are given by
r+ = +u. The boundary conditions imply the following conditions on ¢; and ¢,

0=1y(0) = ¢ +cs, N 1 1 c| |0
0=y(0) = cie " + cpe emmt ert] e 0]

1 1
Z = |:e—u€ e/t€:|

det(Z)=et —e ™ #£0 & pu#0.
Hence the matrix Z is invertible, and then we conclude that the linear system above for c,,
¢, has a unique solution given by ¢; = ¢, = 0, and so y = 0. Therefore there are no non-zero
solutions y in the case that A > 0.
We now study the last case, when the eigenvalue A\ < 0. In this case we redefine the
eigenvalue as A\ = —pu?, with g > 0, and the general solution to the differential equation
in (7.1.10) is given by

Denoting by

we see that

y() = G 4 e,
where we used that the roots of the characteristic polynomial r2 + p? = 0 are given by
r+ = *iu. In a case like this one, when the roots of the characteristic polynomial are
complex, it is convenient to express the general solution above as a linear combination of
real-valued functions,

y(x) = ¢y cos(ux) + ¢, sin(px).
The boundary conditions imply the following conditions on ¢, and c,,
0 = y(o) = Cla

0=y(l) = ¢, cos(pl) + ¢, sin(,ug)} = cysin(pl) = 0.

Since we are interested in non-zero solutions y, we look for solutions with ¢, # 0. This
implies that p cannot be arbitrary but must satisfy the equation
sin(ul) =0 & upl =nm, neN.

We therefore conclude that the eigenvalues and eigenfunctions are given by
2,2

nem . NTT

7R yn(z) = cp sm(—e )

Choosing the free constants ¢, = 1 we establish the Theorem. O

A = —
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ExaMPLE 7.1.4: Find the numbers A and the non-zero functions with values y(x) solutions
of the following homogeneous boundary value problem

y' =Xy, y(0)=0, y(7)=0.

SorLuTION: This is also an eigenvalue-eigenfunction problem, the only difference with the
case studied in Theorem 7.1.4 is that the second boundary condition here involves the
derivative of the unknown function y. The solution is obtained following exactly the same
steps performed in the proof of Theorem 7.1.4.

We first look for solutions having eigenvalue A = 0. In such a case the general solution
to the differential equation is given by

y(‘r> = + G, Ci,Cy € R.
The boundary conditions imply the following conditions on ¢, and c,,
0=y(0) =c, 0=y (1) =c,.

Since the only solution in this case is y = 0, there are no non-zero solutions with A = 0.
We now look for solutions having eigenvalue A > 0. In this case we redefine the eigenvalue
as A = p?, with p > 0. The general solution to the differential equation is given by

y(x) = cre™H 4 el

where we used that the roots of the characteristic polynomial 72 — p? = 0 are given by
r+ = +pu. The boundary conditions imply the following conditions on ¢; and ¢,

0=1y(0)=c, + ¢, N [ 1 1 } {ﬂ_m
0=y (7) = —pcie "™ + pc,eh™ —pe P petT| eyl |0

Denoting by
1 1
7= [ue‘” u@“"]

det(Z) = p(e'™ + e #7) £ 0.
Hence the matrix Z is invertible, and then we conclude that the linear system above for ¢,
¢, has a unique solution given by ¢; = ¢, = 0, and so y = 0. Therefore there are no non-zero
solutions y in the case that A > 0.
We now study the last case, when the eigenvalue A < 0. In this case we redefine the
eigenvalue as A = —pu?, with g > 0, and the general solution to the differential equation
in (7.1.10) is given by

we see that

y(x) = ée” M 4 G,
where we used that the roots of the characteristic polynomial r? + p? = 0 are given by
r+ = +ip. As we did in the proof of Theorem 7.1.4, it is convenient to express the general
solution above as a linear combination of real-valued functions,
y(x) = ¢y cos(ux) + ¢, sin(puzx).

The boundary conditions imply the following conditions on ¢, and c,,

0 = y(O) = Cyq, ( ) 0

= cycos(um) =0.
0 =19 (7) = —pcy sin(um) + pc, cos(um) 2 COSUH

Since we are interested in non-zero solutions y, we look for solutions with ¢, # 0. This
implies that u cannot be arbitrary but must satisfy the equation

0
5

5 n € N.

cos(pum) =0 <  p,m=(2n+1)
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We therefore conclude that the eigenvalues and eigenfunctions are given by

(2n +1)2 (2n + 1).%‘}

An = —
' 1 2

yn(x) = cp sin[ n € N.

<

ExaMPLE 7.1.5: Find the numbers A and the non-zero functions with values y(x) solutions
of the homogeneous boundary value problem

2y —zy =Xy,  y(1)=0, y)=0, £>1.

SOLUTION: This is also an eigenvalue-eigenfunction problem, the only difference with the
case studied in Theorem 7.1.4 is that the differential equation is now the Euler equation,
studied in Sect. 3.2, instead of a constant coefficient equation. Nevertheless, the solution is
obtained following exactly the same steps performed in the proof of Theorem 7.1.4.
Writing the differential equation above in the standard form of an Euler equation,

2y —zy — My =0,

we know that the general solution to the Euler equation is given by
y(z) = [e1 + ¢ In(z)] 2™

in the case that the constants r, = r. = r,, where r4 are the solutions of the Euler charac-
teristic equation

rr=1)—r—=A=0 = re=1+VIFA
In the case that r, # r_, then the general solution to the Euler equation has the form
y(x) = 1™ + ™.

Let us start with the first case, when the roots of the Euler characteristic polynomial are
repeated r, = r_ = ro. In our case this happens if 1 + A = 0. In such a case r, = 1, and the
general solution to the Euler equation is

y(z) = [cy + ¢ In(z)] 2.
The boundary conditions imply the following conditions on ¢; and ¢,
0=y(1l) =c,
0=y{) = [01 + e, ln(é)}ﬁ
hence ¢, = 0. We conclude that the linear system above for ¢;, ¢, has a unique solution
given by ¢; = ¢, =0, and so y = 0. Therefore there are no non-zero solutions y in the case
that 1+ A = 0.
We now look for solutions having eigenvalue A satisfying the condition 1+ A > 0. In this

case we redefine the eigenvalue as 1 + X\ = u2, with ¢ > 0. Then, r4+ = 1+ y, and so the
general solution to the differential equation is given by

} = clIln(¢) =0,

y(x) = cyxH 4 ()

The boundary conditions imply the following conditions on ¢, and c,,

0=y(l)=c1+ o, 1 1 c| |0
0= y(l) = b1 1 eyt [ 7 e g ] e, = o]

Denoting by

1 1
Z= [g(l—u) g(1+#)}
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we see that

det(Z) = E(E“ — E*“) #0 & (#+£1.
Hence the matrix Z is invertible, and then we conclude that the linear system above for ¢,
¢, has a unique solution given by ¢; = ¢, = 0, and so y = 0. Therefore there are no non-zero
solutions y in the case that 1 + A > 0.

We now study the second case, when the eigenvalue satisfies that 1 + A < 0. In this case
we redefine the eigenvalue as 1+ A = —p?, with g > 0. Then r4 = 1 4 iy, and the general
solution to the differential equation is given by

y(z) = Gy (1) g g, (IFin)

As we did in the proof of Theorem 7.1.4, it is convenient to express the general solution
above as a linear combination of real-valued functions,

y(z) = z[c; cos(pln(z)) + ¢, sin(pIn(z))].
The boundary conditions imply the following conditions on ¢, and c,,
0=y(1) = ¢,
0 =y(0) = cilcos[pIn(l)] + colsin[(pnIn(l)]

Since we are interested in non-zero solutions y, we look for solutions with ¢, # 0. This
implies that p cannot be arbitrary but must satisfy the equation

} = c/lsin[pln(0)] =0.

sin[pln(f)] =0 & p,In(l) = nm, n € N.
We therefore conclude that the eigenvalues and eigenfunctions are given by
n?m?

)\'n, =—1———,
In?(0)’

v In(:
Ln(r)} —

In(0)

yn() = cpx sin{
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7.1.3. Exercises.

7.1.1.- . 7.1.2.- .
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7.2. OVERVIEW OF FOURIER SERIES

This Section is a brief introduction to the Fourier series expansions of periodic functions.
We first recall the origins of this type of series expansions. We then review basic few notions
of linear algebra that are satisfied by the set of infinitely differentiable functions. One crucial
concept is the orthogonality of the sine and cosine functions. We then introduce the Fourier
series of periodic functions, and we end this Section with the study two particular cases:
The Fourier series of odd and of even functions, which are called sine and cosine series,
respectively.

7.2.1. Origins of Fourier series. The
study of solutions to the wave equation in ult, z)
one space dimension by Daniel Bernoulli in
the 1750s is a possible starting point to de- /\
scribe the origins of the Fourier series. The

physical system is a vibrating elastic string 0 L Z
with fixed ends, the unknown function with

values u(t, x) represents the vertical displace-
ment of a point in the string at the time ¢ and
position z, as can be seen in the sketch given

in Fig. 43. A constant ¢ > 0 characterizes
the material that form the string.

FIGURE 43. Vibrating string
moving on the vertical direc-
tion with fixed ends.

The mathematical problem to solve is the following initial-boundary value problem: Given
a function with values f(x) defined in the interval [0, ] C R satisfying f(0) = f(¢) =0, find
a function with values u(t, x) solution of the wave equation
Q2u(t,z) = 2 O%u(t, x),
u(t,0) =0, wu(t,f) =0,
w(0,2) = f(z), Owu(0,z)=0.
The equations on the second line are called boundary conditions, since they are conditions
at the boundary of the vibrating string for all times. The equations on the third line are
called initial conditions, since they are equation that hold at the initial time only. The first

equation says that the initial position of the string is given by the function f, while the
second equation says that the initial velocity of the string vanishes. Bernoulli found that

the functions
(t,z) = cos ( cmrt) sin ( nre )
Un T, = Y
/ {

are particular solutions to the problem above in the case that the initial position function
is given by

nﬂx)

fulx) = sin(T .

He also found that the function

u(t,x) = i Cn cos(cngrt) sin

(nwm)
4
is also a solution to the problem above with initial condition

flx)= gcn Sin(n—z-x). (7.2.1)
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Is the set of initial functions f given in Eq. (7.2.1) big enough to include all continuous
functions satisfying the compatibility conditions f(0) = f(¢) = 0?7 Bernoulli said the answer
was yes, and his argument was that with infinitely many coefficients ¢, one can compute
every function f satisfying the compatibility conditions. Unfortunately this argument does
not prove Bernoulli’s claim. A proof would be a formula to compute the coefficients ¢,, in
terms of the function f. However, Bernoulli could not find such a formula.

A formula was obtained by Joseph Fourier in the 1800s while studying a different prob-
lem. He was looking for solutions to the following initial-boundary value problem: Given a
function with values f(x) defined in the interval [0,¢] C R satisfying f(0) = f(¢) = 0, and
given a positive constant k, find a function with values wu(t,z) solution of the differential
equation

Owu(t, ) = k0%u(t,z),
u(t,0) =0, wu(t,l) =0,
u(0,z) = f(x).
The values of the unknown function wu(t,z) are interpreted as the temperature of a solid
body at the time ¢ and position x. The temperature in this problem does not depend on the
y and z coordinates. The partial differential equation on the first line above is called the
heat equation, and describes the variation of the body temperature. The thermal properties
of the body material are specified by the positive constant k, called the thermal diffusivity.
The main difference with the wave equation above is that only first time derivatives appear
in the equation. The boundary conditions on the second line say that both borders of the

body are held at constant temperature. The initial condition on the third line provides the
initial temperature of the body. Fourier found that the functions

up(t, r) = e~ (F) ke sin(—m;x)

are particular solutions to the problem above in the case that the initial position function
is given by

Fourier also found that the function

) = —(2E)e (mrx)
u(t, ) nz::lcne sin { ——

is also a solution to the problem above with initial condition
= nwx
= in{ — ). 7.2.2
fla) =3 sin(“7°) (7.2.2)

Fourier was able to show that any continuous function f defined on the domain [0,¢] C R
satisfying the conditions f(0) = f(¢) = 0 can be written as the series given in Eq. (7.2.2),
where the coeflicients ¢,, can be computed with the formula

Cn = % /OZ f(z) sin (Lgx) dz.

This formula for the coefficients ¢,,, together with few other formulas that we will study
later on in this Section, was an important reason to name after Fourier instead of Bernoulli
the series containing those given in Eq. (7.2.2).
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7.2.2. Fourier series. Every continuous 7-periodic function f can be expressed as an infi-
nite linear combination of sine and cosine functions. Before we present this result in a precise
form we need to introduce few definitions and to recall few concepts from linear algebra.
We start defining a peridic function saying that it is invariant under certain translations.

Definition 7.2.1. A function f : R — R is called T-periodic iff for all x € R holds
fle=7)=f(x), 7>0.

The number 7 is called the period of f, and the definition says that a function 7-periodic iff
it is invariant under translations by 7 and so, under translations by any multiple of 7.

ExaMPLE 7.2.1: The following functions are periodic, with period T,

f(x) = sin(x), T =2m,
f(x) = cos(z), T =2m,
f(z) = tan(z), T=m,
f(x) = sin(ax), T= 21
a
The following function is also periodic and its graph is given in Fig. 44,
fl)=¢"  z€l0,2), flz-2)=f() (72.3)
f
. ft)
-2 0 2 4 t

FIGURE 44. The graph of the function given in Eq. (7.2.3).

EXAMPLE 7.2.2: Show that the following functions are T-periodic for all n € N|

fulx) = cos(

2mne ) 27rnx)

gn(z) = sin(
SOLUTION: The following calculation shows that f, is T-periodic,

folz+7)= cos(M),

2mnx
= cos( + 27m),

= fn(x) = fn(IT) = fn(T)

A similar calculation shows that g,, is 7-periodic. <
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It is simple to see that a linear combination of T-periodic functions is also 7T-periodic.

Indeed, let f and g be 7-periodic function, that is, f(z — 7) = f(x) and g(x — 7) = g(z).
Then, given any constants a, b holds

af(x—7)+bglx—7)=af(z)+bg(x).
A simple application of this result is given in the following example.

EXAMPLE 7.2.3: Show that the following function is 7-periodic,

flz) = % + ni_o:l[an cos(zﬂfx),—l—bn sin(zﬂzmﬂ.

SOLUTION: f is T-periodic, since it is a linear combination of 7-periodic functions. <

The set of infinitely many differentiable functions f : [-¢,¢/] C R — R, with ¢ > 0,
together with the operation of linear combination of functions define a vector space. The
main difference between this vector space and R", for any n > 1, is that the space of
functions is infinite dimensional. An inner product in a vector space is an operation that
associates to every pair of vectors a real number, and this operation is positive definite,

symmetric and bilinear. An inner product in the vector space of functions is defined as
follows: Given any two functions f and g, define its inner product, denoted by (f, g), as the

following number,
£
g)=/£f($)gw dx

This is an inner product since it is positive definite,

:/_ifZ(a:)dx>O, with {(f,f):o & fZO};

it is symmetric,

¢ 4
:/ f(x)g(x)de/ 9(z) f(z) dz = (g, f);
"y —L

and bilinear since it is symmetric and linear,

(f. lag + bh]) = / f(x) [ag(x) + bh(z)] da

/ F(z) g(z) dz +b €L, f(o) h(z) da
=a(f,g)+b(f h).

An inner product provides the notion of angle in a vector space, and so the notion of
orthogonality of vectors. The idea of perpendicular vectors in the three dimensional space
is indeed a notion that belongs to a vector space with an inner product, hence it can be
generalized to the space of functions. The following result states that certain sine and cosine
functions can be perpendicular to each oder.
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Theorem 7.2.2 (Orthogonality). The following relations hold for allm, m € N,

/Z COS(@) cos(mﬂx>dx: 2 Z?——éZ;&O
- ! ¢ 20 n:m:():

[y (= {220
) = 5
/Z cos(?) Sin(%) dr = 0.

—

REMARK: The proof of this result is based in the following trigonometric identities:
1
cos(0) cos(¢) = 3 [cos(6 + ) + cos(0 — ¢)],
1
sin(f) sin(¢) = 3 [cos( — @) — cos(0 + ¢)],

sin(6) cos() = %[Sin(ﬁ +6) +sin(0 — ¢)].

Proof of Theorem 7.2.2: We show the proof of the first equation in Theorem 7.2.2, the
proof of the other two equations is similar. So, From the trigonometric identities above we
obtain

¢ ¢

/Zcos(T) cos(mzm) do = ;/ECOS{W} dx + % /4 cos[%} dz.

Now, consider the case that at least one of n or m is strictly greater than zero. In this case
it holds the first term always vanishes, since

¢ n+m)m . [(n+m)rz
o [ o[ e = g ] =0

while the remaining term is zero in the sub-case n # m, due to the same argument as above,

¢ n—m)mx CT(n—m)mx|¢
5 oo e = e [ <o

while in the sub-case that n = m # 0 we have that

1/6 (n—m)mx 1/[
- cos| ——|dr = = dr = /4.
5 ) el

Finally, in the case that both n = m = 0 is simple to see that

/2 cos(?) cos(?) dx = /2 dx = 2/.

This establishes the first equation in Theorem 7.2.2. The remaining equations are proven
in a similar way. O

The main result of this Section is that any twice continuously differentiable function
defined on an interval [—¢,¢] C R, with ¢ > 0, admits a Fourier series expansion.

Theorem 7.2.3 (Fourier Series). Given ¢ > 0, assume that the functions f, f' and
" [—4, €] C R — R are continuous. Then, [ can be expressed as an infinite series

flz) = % + i [an cos(ntg) + by, sin(?)} (7.2.4)
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with the constants a, and b, given by

an =5 / flx cos ) dz, n =0, (7.2.5)

by = z/4]"(55) sm("%) dr, n>1. (7.2.6)

Furthermore, the Fourier series in Eq. (7.2.4) provides a 2{-periodic extension of f from
the domain [—£,¢] C R to R.

REMARK: The Fourier series given in Eq. (7.2.4) also exists for functions f which are only
piecewise continuous, although the proof of the Theorem for such functions is more involved
than in the case where f and its first two derivatives are continuous. In this notes we present
the simpler proof.

Proof of Theorem 7.2.3: We split the proof in two parts: First, we show that if f admits
an infinite series of the form given in Eq. (7.2.4), then the coefficients a, and b, must
be given by Eqgs. (7.2.5)-(7.2.6); second, we show that the functions fy approaches f as

N — oo, where
—|— Z[an cos( ) + b, Sm(m;x)}

Regarding the first part, assume that f can be expressed by a series as given in Eq. (7.2.4).
Then, multiply both sides of this equation by a cosine function and integrate as follows,

/_2 f(x) cos(m;-x> dx = % /_2 cos(%) dx
—&—Z{an/ cos( ;rx) cos(n—zx) dzr
+bn/ cos(?) sin(?) dx}.
—¢

In the case that m = 0 only the first term on the right-hand side above is nonzero, and
Theorem 7.2.2 implies that

/f = aoz/ef(x)dz

which agrees with Eq. (7.2.5) for n = 0. In the case m > 1 Theorem 7.2.2 implies that

/_; f(x) COS(m;Tx

which again agrees with Eq. (7.2.5). Instead of multiplying by a cosine one multiplies the
nmTT

equation above by Sln( 7 ) then one obtains Eq. (7.2.6). The second part of the proof is
similar and it is left as an exercise. This establishes the Theorem. O

) dxr = anp/,

EXAMPLE 7.2.4: Find the Fourier series expansion of the function

Fa) = {1+x x € [-1,0),

l—z z€][0,1].
SoLuTION: The Fourier series expansion is given by

f(x) = % + Z [an cos(nmz) + by, sin(nmz)],

n=1
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where the coefficients a,,, b, are given in Theorem 7.2.3. We start computing ag, that is,

ao/llf(x)dl’
:/j(l—l—x)dm—}—/ol(l—x)dx

=@+ DL -,
:(1—%)+(1—%) = ap=1.

Similarly,
1

ap, = /_1 f(z) cos(nmzx) dx
s

x) cos(nmx) dx + /1(1 —x) cos(nmx) dx.
-1 0

Recalling the integrals

1
d = — §i s
/cos(mrx) z=— sin(nmx)
x
; dor = — si + —— cos(nmx),
/33 cos(nmx) dx e sin(nmx) 33 cos(nmx)

it is not difficult to see that

) 0 r 1 0
an = — sm(mrx)‘_l + [E sin(nmax) + 33 cos(mrx)} ’_1
1 1 x 1
+— sin(mrx)’ - [— sin(nmz) + cos(mmc)] }
nm o Llnm 0
1 1 1
= [ - — Cos(—mr)} - {m cos(—nm) —

n2m2
n2n2  n2g2 n2m2 ] ’
we then conclude that

ap = [1— cos(—nm)].

n2m2
Finally, we must find the coefficients b,,. The calculation is similar to the one done above
for a,, and it is left as an exercise: Show that b, = 0. Then, the Fourier series of f is

flx) = % + Z # [1— cos(—nm)| cos(nrz).
n=1
<

7.2.3. Even and odd functions. There exist particular classes of functions with simple
Fourier series expansions. Simple means that either the b, or the a, coefficients vanish.
These functions are called even or odd, respectively.

Definition 7.2.4. Given any £ > 0, a function f:[—{,{] — R is called even iff holds
f(=x) = f(x), forall ze[-L1].

A function f:[—€,0] — R is called odd iff holds
f(=x)=—f(z), forall zel-01].
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EXAMPLE 7.2.5: Even functions are the following:

f(z) = cos(z), fz) =22, f(z) = 32* — 72 + cos(3x).
Odd functions are the following:

f(z) = sin(z), fx) = a3, f(z) = 32> — Tz + sin(3z).
There exist functions that are neither even nor odd:

flz) =€, f(z) =2 +22 1.

Notice that the product of two odd functions is even: For example f(z) = zsin(x) is even,
while both z and sin(z) are odd functions. Also notice that the product of an odd function
with an even function is again an odd function. <

The Fourier series of a function which is either even or odd is simple to find.

Theorem 7.2.5 (Cosine and sine series). Consider the Fourier series of the function
fi[=¢0 — R, that is,

f(z) = % + i {an cos(?) + b, sin(?)]

n=1

(a) The function f is even iff the coefficients b, =0 for all n > 1. In this case the Fourier
series is called a cosine series.

(b) The function f is odd iff the coefficients a, = 0 for all n > 0. In this case the Fourier
series is called a sine series.

Proof of Theorem 7.2.5:
Part (a): Suppose that f is even, that is, f(—z) = f(x), and compute the coefficients b,,,

b, = /Z f(x) sin(#) dx
= /Ef(—y) sin M) (=dy), y=-—z, dy=—dz,
/ f— (g y))dy,
/ f(y) sin —y) dy,

= b,=0.
Part (b): The proof is similar. This establishes the Theorem. ]
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7.2.4. Exercises.

7.2.1.- . 7.2.2.- .
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7.3. THE HEAT EQUATION

We now solve our first partial differential equation, the heat equation, which describes the
temperature of a material as function of time and space. The equation contains partial
derivatives of both time and space variables. We solve this equation using the separation of
variables method, which transforms the partial differential equation into a set of infinitely
many ordinary differential equations.

7.3.1. The Initial-Boundary Value Problem. Consider a solid bar as the one sketched
in Fig. 45. Let u be the temperature in that bar. Assume that u depends on time ¢ and
only one space coordinate x, so the temperature is a function with values w(¢,x). This
assumption simplifies the mathematical problem we are about to solve. This is not an
unreal assumption, this situation exists in the real world. One needs to thermally insulate
all horizontal surfaces of the bar and provide initial and boundary conditions that do not
depend on neither y or z. Anyway, besides assuming that v depends only on t and x, we
also assume that the temperature of the bar is held constant on the surfaces x = 0 and
x = ¢, with values u(t,0) = 0 and u(t,£) = 0. See Fig. 45.

Yy
Insulation
| w(t, ) =0
u(t,0)=0 | | ult,6)
. I
.70 J4
z Insulation

FIGURE 45. A solid bar thermally insulated on all surfaces except the x = 0
and x = ¢ surfaces, which are held at temperatures Ty and Ty, respectively.
The temperature u of the bar is a function of the coordinate x only.

The one-space dimensional heat equation for the temperature function w is the partial

differential equation
owu(t,x) = k0?ul(t, x),

where 0 denotes partial derivative and k is a positive constant called the thermal diffusivity
of the material. This equation has infinitely many solutions. The temperature of the bar is
given by a uniquely defined function u because this function satisfies a few extra conditions.
We mentioned the boundary conditions at z = 0 and z = ¢. We also need to specify the
initial temeperature of the bar. The partial differential equation and these extra conditions
define an initial-boundary value problem, which we now summarize.

Definition 7.3.1. The Initial-Boundary Value Problem for the one-space dimensional

heat equation with homogeneous boundary conditions is the following: Given positive con-

stants £ and k, and a function f :[0,£] — R satisfying f(0) = f(¢) = 0, find a function
u: [0,00) X [0,4] — R, with values u(t, ), solution of

Opu(t, ) = k0%u(t,z), (7.3.1)

u(0,x) = f(z), (7.3.2)

u(t,0) =0, u(t, ) = 0. (7.3.3)
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The requirement in Eq. (7.3.2) is called an initial condition, while the equations in (7.3.3)
are called the boundary conditions of the problem. The latter conditions are actually homo-
geneous boundary conditions. A sketch on the tx plane is useful to understand this type of
problems, as can be seen in Fig. 46. This figure helps us realize that the boundary conditions
u(t,0) = u(t,£) = 0 hold for all times ¢ > 0. And this figure also helps understand why the
initial condition function f must satisfy the compatibility conditions f(0) = f(¢) = 0.

t
u(t,0) =0 Ou =k 0%u u(t,£) =0
0 uw(0,2) = f(x) 14 z

FI1GURE 46. A sketch on the tx plane of an initial-boundary value problem
for the heat equation.

I think it was Richard Feynman who said that one should never start a calculation
without knowing the answer. Following that advice we now try to understand the qualitative
behavior of a solution to the heat equation. Suppose that the boundary conditions are
u(t,0) = T, = 0 and u(t,£) = T; > 0. Suppose that at a fixed time ¢ > 0 the graph of the
temperature function w is as in Fig. 47. Then a qualitative idea of how a solution of the
heat equation behaves can be obtained from the arrows in that figure. The heat equation
relates the time variation of the temperature, d;u, to the curvature of the function v in the
x variable, 9?u. In the regions where the function u is concave up, hence 9?u > 0, the
heat equation says that the tempreature must increase d;u > 0. In the regions where the
function u is concave down, hence 92u < 0, the heat equation says that the tempreature
must decrease dyu < 0. So the heat equation tries to make the temperature along the
material to vary the least possible that is consistent with the boundary condition. In the
case of the Figure, the temperature will try to get to the dashed line.

u
u(t, x)

iy O <0 .

T, ’/,/ Ou >0

0 t fixed / z

FIGURE 47. Qualitative behavior of a solution to the heat equation.

We now summarize the main result about the initial-boundary value problem.
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Theorem 7.3.2. If the initial data function f is continuous, then the initial boundary value
problem given in Def. 7.3.1 has a unique solution u given by

o0

u(t,x) = ch e~ () sin(?), (7.3.4)

n=1

where the coefficients ¢, are given in terms of the initial data

Cn = ?/Oe flx) sin(nlg) dx.

Remarks:

(a) The theorem considers only homogeneous boundary conditions. The analysis given
in Fig. 47 predicts that the temperature will drop to zero, to match the boundary
values. This is what we see in the solution formula in Eq. (7.3.4), which says that the
temperature approaches zero exponentially in time.

(b) Each term in the infinite sum in Eq. (7.3.4) satisfies the boundary conditions, because
of the factor with the sine function.

(¢) The solution formula evaluated at ¢ = 0 is the Sine Fourier series expansion of the initial
data function f, as can be seen by the formula for the coefficient c,,.

(d) The proof of this theorem is based in the separation of variables method and is presented
in the next subsection.

7.3.2. The Separation of Variables. We present two versions of the same proof of The-
orem 7.3.2. They differ only in the emphasis on different parts of the argument.
First Proof of Theorem 7.3.2: The separation of variables method it is usually presented
in the literature as follows. First look for particular type of solutions to the heat equation
of the form
u(t,x) = v(t) w(z).

Introducing this particular function in the heat equation we get

. 1o() w'(x)

o) w(z) =kv(®)w’ () = Z—~=

() =ketw') = LU=

where we used the notation © = dv/dt and w’ = dw/dxz. These equations are the reason
the method is called separation of variables. The left hand side in the last equation above
depends only on t and the right hand side depends only on . The only possible solution is
that both sides are equal the same constant, call it —\. So we end up with two equations

Lot) w” (x)

ko) 7 w(z)
The first equation leads to an initial value problem for v once initial conditions are provided.
The second equation leads to an eigenvalue-eigenfunction problem for w once boundary
conditions are provided. The choice of these inital and boundary conditions is inspired from
the analogous conditions in Def. 7.3.1. Usually in the literature these conditions are

v(0) =1, and w(0)=w(()=0.

The boundary conditions on w are clearly coming from the boundary conditions in Def 7.3.1,
but the initial condition on v is clearly not. We now solve the eigenvalue-eigenfunction
problem for w, and we know from § 7.1 that the solution is

)‘”:(%f’ wdw)zsin(%), n=12---.
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The solution for the initial value problem is
v(t) = e*k(%)%,

so we got a particular solution

nx nwT
Up(t,z) = eh(F) sin<7>,
where n = 1,2,---. Then any linear combination of these solutions is also a solution of the

heat equation, so the function
o0
nx nwx
w(t,z) =Y ¢ e_k(T)ztsin(—)
(t, @) n; n ;

is solution of the heat equation and satisfies the homogeneous boundary conditions because
each term in that sum does. We now want that the function u be solution of the initial-
boundary value problem in Def. 7.3.1. Then at t = 0 we get the equation

f(z) = gcn sin(nlﬂ).

This is the Sine Fourier series expansion of the initial data function, so the orthogonality of

the sine functions implies
9
Cn = Z/o f(z) sin(?) dx.

This establishes the Theorem. O

The second proof emphasises more the vector space aspects of the problem.
Second Proof of Theorem 7.3.2: Consider the vector space

V = {v, differentiable functions on [0, ¢], with v(0) = v({) = 0}.

Introduce in this vector space the following inner product. Given two functions f,g € V,
the inner product of these two functions is defined as

¥4
fog= / f(z) g(x) de.

Let the set {w, }22 ; be a basis of the vector space V. In particular, these functions w, satisfy
the boundary conditions wy,(0) = w,(¢) = 0. At this point we do not know the explicit
expression for this basis. Now, if u is a solution to the initial-boundary value problem for
the heat equation, that solution u at each value of ¢t determines an element in the space V.
So we can write it in terms of the basis vectors,

u(t,z) = Z U () wp (),

where the components of the function u in the basis w,,, the coefficients v,,, are actually
functions of ¢. This function u is solution of the heat equation iff holds

o0

Z [O4(vy wy) — k02 (v, wy)] =0.

n=1
A sufficient condition for the sum above to vanish is that each term vanishes,
O (vnwn) =k 85 (vnwn) .
Since v,, depends only on ¢ and w, depend only on x, we get the equations
L on(t)  wy(x)

B wa(@) =kenun@) = FoH = L@y
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where we used the notation ¢, = dv,/dt and w], = dw,,/dz. As we said in the first proof
above, these equations are the reason the method is called separation of variables. The left
hand side in the last equation above depends only on ¢ and the right hand side depends
only on x. The only possible solution is that both sides are equal the same constant, call it
—An. So we end up with the equations

1ont) _ wy (@)

n j—

kEog(t) ™ w(x) "

Recall that the basis vectors w,, satisfy the boundary conditions wy,(0) = w,(¢) = 0. This
is an eigenvalue-eigenfunction problem, which we solved in § 7.1. The result is

/\n:(%)z, wn(x):sin(nlﬁ), n=1,2---.

Using the value of A, found above, the solution for the fuunction v, is
0(t) = v, (0) e HCF)E

So we have a solution to the heat equation given by
i 2 nmwx
u(t,z) = Z 0, (0) e FCF)E sin(T).
n=1

This solution satisfied the boundary conditions u(t,0) = u(t,£) = 0 because each term
satisfy them. The constants v, (0) are determined from the initial data,

f(z) = ivn(O) sin(?).

Recall now that the sine functions above are mutually orthogonal and that
0 n#m,

/ ¢ . /nTx\ . /MTXL

sm(—) sm(i) dr=14 ¢

0 4 L 2 n=m
2

Then, multiplying the equation for f by a sin(nmz/f) and integrating on [0, ¢] it is not so

difficult to get
2 (! . /nmx
v, (0) = Z/o f(x) sm(—g ) dx.

This establishes the Theorem. O

)

ExaMpLE 7.3.1: Find the solution to the initial-boundary value problem
40 = 0%u, t>0, x€]0,2],
with initial and boundary conditions given by

w(0,z) = 3sin(wz/2), u(t,0) =0, wu(t,2)=0.
SOLUTION: We write the solution as a series expansion
o0
u(t,x) = Z un(t,z), where wu,(t,z)=v,(t)w,(z).
n=1
Then a sufficient condition for w to solve the heat equation is

G0 0G50 > -

= .
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The equations for v,, and w,, are
An
On () + T v (t) =0, wh(z) + Ap wy(z) = 0.

We solve for v, using the integrating factor method, as in § 1.1,

. An An d . x
e thon(t)+ Fe o) =0 = e, ] =0.

Therefore, we get
va(t) = va(0) e 1,
Next we turn to the boundary value problem for w,,. We need to find the solution of
wi(z) + Apwy(z) =0, with  w,(0) = w,(2) =0.

This is an eigenvalue-eigenfunction problem for w, and A,. From § 7.1 we know that
this problem has solutions only for A\, > 0. Following the calculations in that section we
introduce A\, = p2. The characteristic polynomial of the differential equation is

p(r)=r*+u2 =0 = 1,4 =-tu,i.
The general solution of the differential equation is
wp(x) = ¢1 cos(pnx) + co sin(p,x).
The first boundary conditions on w,, implies
0=wn(0)=c1, = wup(x)=cosin(ppz).
The second boundary condition on w,, implies
0=wn(2) =casin(pn2), c2#0, = sin(p,2)=0.
Then, p,2 = nm, that is, u, = % Choosing co = 1, we conclude,

nm\ 2 nmwx

Am = (7) , wnp () :sin(T), n=1,2---.

The expressions for v,, and w, imply that the solution u has the form
o) = 3 a0 i (1),
u(t, x) ;v()e sin| —
The initial condition is -
3 sin(%) = nz::lvn(()) sin(%).
The orthogonality of the sine functions above implies
2 o0 2
3/0 sin(%x) sin(?) dx = nz::lvn(O) /0 sin(%) sin(m;m) dz.
If m # 1, then 0 = v,,,(0) 2, that is, v,,(0) = 0 for m # 1. Therefore we get,
3sin(%x> = v1(0) sin(%) = v1(0)=3.
So the solution of the initial-boundary value problem for the heat equation is

u(t,r) = 3e (D)7 sin<%>.
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7.3.3. Exercises.

7.3.1.- . 7.3.2.- .
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CHAPTER 8. REVIEW OF LINEAR ALGEBRA

8.1. SYSTEMS OF ALGEBRAIC EQUATIONS

We said in the previous Section that one way to solve a linear differential system is to
transform the original system and unknowns into a decoupled system, solve the decoupled
system for the new unknowns, and then transform back the solution to the original un-
knowns. These transformations, to and from, the decoupled system are the key steps to
solve a linear differential system. One way to understand these transformations is using the
ideas and notation from Linear Algebra. This Section is a review of concepts from Linear
Algebra needed to introduce the transformations mentioned above. We start introducing
an algebraic linear system, we then introduce matrices and matrix operations, column vec-
tors and matrix vector products. The transformations on a system of differential equations
mentioned above will be introduced in a later Section, when we study the eigenvalues and
eigenvectors of a square matrix.

8.1.1. Linear algebraic systems. One could say that the set of results we call Linear
Algebra originated with the study of linear systems of algebraic equations. Our review of
elementary concepts from Linear Algebra starts with a study of these type of equations.

Definition 8.1.1. An n x n system of linear algebraic equations is the following:

Given constants a;; and b;, where 1,7 =1--- ,n > 1, find the constants x; solutions of
an®s + -+ a1y = by, (8.1.1)
An1Ty + -+ AppTy — bn~ (812)
The system is called homogeneous iff all sources vanish, that is, by = --- = b, = 0.

ExXAMPLE 8.1.1:

(a) A 2 x 2 linear system on the unknowns z,; and z, is the following:

20, — x5, =0,
—xy + 2z, = 3.

(b) A 3 x 3 linear system on the unknowns x;, =, and s is the following;:

T, + 22, +x3=1,
—3x, + x, + 323 = 24,

Ty — 4.@3 == _].. 4

One way to find a solution to an n x n linear system is by substitution. Compute z;
from the first equation and introduce it into all the other equations. Then compute x, from
this new second equation and introduce it into all the remaining equations. Repeat this
procedure till the last equation, where one finally obtains x,. Then substitute back and
find all the x;, for : = 1,--- ;n — 1. A computational more efficient way to find a solution
is to perform Gauss elimination operations on the augmented matrix of the system. Since
matrix notation will simplify calculations, it is convenient we spend some time on this. We
start with the basic definitions.
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Definition 8.1.2. An m X n matrixz, A, is an array of numbers

air - Qin
m rows,
A= : : R ai; € C,
: : n columns,
Am1 e Amn
where i =1,--- . m, and j =1,--- ;n. An n X n matriz is called a square matriz.

ExamMpLE 8.1.2:

(a) Examples of 2 x 2, 2 x 3, 3 X 2 real-valued matrices, and a 2 x 2 complex-valued matrix:
1 2

1 2 1 2 3 147 2—1

A_[S 4}’ B_[456]’ C=13 41, D_[?) 4i]'

5 6

(b) The coefficients of the algebraic linear systems in Example 8.1.1 can be grouped in

matrices, as follows,
T, + 2z, + x5 =1,

2x1 —x9 =0, 2 1 L2 1
m1+2x23}:>14:{1 2] =32, + x5 + 373 = 24, = A=|-3 1 3
’ T, —4rs = —1. 0 1 -4
<
The particular case of an m x 1 matrix is called an m-vector.
U1
Definition 8.1.3. An m-vector, v, is the array of numbers v = | : |, where the vector
Um

components v; € C, withi=1,--- ,m.
ExXAMPLE 8.1.3: The unknowns of the algebraic linear systems in Example 8.1.1 can be
grouped in vectors, as follows,

$1+2$2+I3 = 1,

2{,171 — X9 = 0, 1 T
} = = |: :| . _3x1 + Ty + 3x3 = 247 = €T = T

—x1 + 229 =3, T2 - dpn — —1 s
2 — a4lz = —1. E

<
Definition 8.1.4. The matrixz-vector product of an n x n matriz A and an n-vector x
is an n-vector given by
air o Qi | [Ty 1121 + -+ aipy

anl e Apn T Ap1%y + -+ A1pZn

The matrix-vector product of an n X n matrix with an n-vector is another n-vector. This
product is useful to express linear systems of algebraic equations in terms of matrices and
vectors.

EXAMPLE 8.1.4: Find the matrix-vector products for the matrices A and vectors x in Ex-
amples 8.1.2(b) and Example 8.1.3, respectively.

SOLUTION: In the 2 x 2 case we get

B 2 -1 Ty| 21‘1—.’E2
Sl R | S e
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In the 3 x 3 case we get,

1 2 1 Xy T + 2.’1:2 + 3
Az=1-3 1 3 To| = | —3x; + 25 + 324
0 1 -4 Ty Ty — 4T,

ExAMPLE 8.1.5: Use the matrix-vector product to express the algebraic linear system below,
2x1 —x9 =0,
—x1 + 21’2 =3.

SOLUTION: Introduce the coefficient matrix A, the unknown vector x, and the source vector

b as follows,
. 2 -1 |71 o 0
amh ] =) el

Since the matrix-vector product Az is given by
. 2 -1 1| 2.’171 — T
Az = |:—1 2:| |:J,‘2:| o |:—.131 +2xo |’
then we conclude that

2(,61 — X9 = 0, 2%1 — o 0
-1 + 21’2 = 3,} < l:—xl + 2(E2il - |:3:| < Az =1b.

<

It is simple to see that the result found in the Example above can be generalized to every
n x n algebraic linear system.

Theorem 8.1.5. Given the algebraic linear system in Eqs. (8.1.1)-(8.1.2), introduce the
coefficient matrix A, the unknown vector x, and the source vector b, as follows,

a; -0 Qip Ty b1
A= Sl e=li] b=
anp1 - Ann T by
Then, the algebraic linear system can be written as

Az =b.

Proof of Theorem 8.1.5: From the definition of the matrix-vector product we have that
a1 Qin T4 a11T1 + -+ A1nTn
Ax=| = .
apl "+ Gpp Ty Ap1%1 + -+ A1pTn
Then, we conclude that

1121 + -+ + A1nTp = by, a1y + -+ anr, b1

An1Te _|_ . + ApnLn = bn’ An1q + -+ A1ndn bn

We introduce one last definition, which will be helpful in the next subsection.

Definition 8.1.6. The augmented matrixz of Ax = b is the n x (n+ 1) matriz [A|b].
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The augmented matrix of an algebraic linear system contains the equation coefficients and
the sources. Therefore, the augmented matrix of a linear system contains the complete
information about the system.

ExaMpLE 8.1.6: Find the augmented matrix of both the linear systems in Example 8.1.1.

SOLUTION: The coefficient matrix and source vector of the first system imply that

2 -1 0] 2 -1 0
A:[_l 2}, b:{s_ = [A|b]:[_1 ; ' 3]
The coefficient matrix and source vector of the second system imply that
1 2 1 1] 1 2 1 1
A=1(-3 1 3], b=124 = [Alb)=1]-3 1 3 24
0 1 —4 -1 0 1 —4 -1

<

Recall that the linear combination of two vectors is defined component-wise, that is, given
any numbers a,b € R and any vectors x, y, their linear combination is the vector given by

ar; + by1 Ty Y1
axr—+ by = : , where x=|:@], y=|:
azy + byn Tn Yn

With this definition of linear combination of vectors it is simple to see that the matrix-vector
product is a linear operation.

Theorem 8.1.7. The matrix-vector product is a linear operation, that is, given an n X n
matriz A, then for all n-vectors x, y and all numbers a,b € R holds

A(az+by) = aAx+ b Ay. (8.1.3)

Proof of Theorem 8.1.7: Just write down the matrix-vector product in components,
ain o0 a1 | [ aw 4+ by arr(axy +bys) + -+ + ain(az, + byy)
Alax+by) = | =
Umi 0 G| |azn 4 byn a1 (azy + by) + -+ 4 ann (@, + byn)

Expand the linear combinations on each component on the far right-hand side above and
re-order terms as follows,

[a(anz: + - 4 an@n) + b (an1ys + - + a1nyn)

A(ax + by) = :
L@ (@n1 @y + -+ Qpp®n) + b (@n1ys + - 4 Gnn¥n)

Separate the right-hand side above,

[(a112: 4+ -+ + a1nzs) (a11y:s + - + a1nyn)
A(ax+by) =a : +b :

(anlxl + -+ annxn) (a'nlyl +--- annyn)

We then conclude that
A(ax + by) = a Ax+ b Ay.
This establishes the Theorem. O
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8.1.2. Gauss elimination operations. We now review three operations that can be per-
formed on an augmented matrix of a linear system. These operations change the augmented
matrix of the system but they do not change the solutions of the system. The Gauss elim-
ination operations were already known in China around 200 BC. We call them after Carl
Friedrich Gauss, since he made them very popular around 1810, when he used them to study
the orbit of the asteroid Pallas, giving a systematic method to solve a 6 x 6 algebraic linear
system.

Definition 8.1.8. The Gauss elimination operations are three operations on a matrix:

(i) Adding to one row a multiple of the another;
(ii) Interchanging two rows;
(iii) Multiplying a row by a non-zero number.

These operations are respectively represented by the symbols given in Fig. 48.

(7) {} a> (i) {] 5 (iii) l} «—a#0

FIGURE 48. A sketch of the Gauss elimination operations.

As we said above, the Gauss elimination operations change the coefficients of the augmented
matrix of a system but do not change its solution. Two systems of linear equations having
the same solutions are called equivalent. It can be shown that there is an algorithm using
these operations that transforms any n x n linear system into an equivalent system where
the solutions are explicitly given.

EXAMPLE 8.1.7: Find the solution to the 2 x 2 linear system given in Example 8.1.1 using
the Gauss elimination operations.

SoLUuTION: Consider the augmented matrix of the 2 x 2 linear system in Example (8.1.1),
and perform the following Gauss elimination operations,

2 -1 O_>271 ()_>271 0_)271 0_)
-1 2 3 -2 4 6 0 3 6 0 1 2

2 0 | 2 10 | 1 T +0=1 2 =1
01 | 2/ 7fo1 | 2 T Yo4m=2[ T \zm=2

ExAMPLE 8.1.8: Find the solution to the 3 x 3 linear system given in Example 8.1.1 using
the Gauss elimination operations

<

SOLUTION: Consider the augmented matrix of the 3 x 3 linear system in Example 8.1.1 and
perform the following Gauss elimination operations,

1 2 1 1 1 2 1 1 1 2 1 1
-3 1 3 241 =10 7 6 27 =+ |10 1 —4 -1,
0 1 -4 -1 0 1 —4 -1 0 7 6 27
1 0 9 3 1 0 9 3 1 00 —6 ¥ = -6,
01 —4 -1 =10 1 -4 -1 =10 1 0 3 = Ty =3,
0 0 34 34 00 1 1 0 0 1 1 x5 = 1.
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In the last augmented matrix on both Examples 8.1.7 and 8.1.8 the solution is given ex-
plicitly. This is not always the case with every augmented matrix. A precise way to define
the final augmented matrix in the Gauss elimination method is captured in the notion of
echelon form and reduced echelon form of a matrix.

Definition 8.1.9. An m X n matriz is in echelon form iff the following conditions hold:

(i) The zero rows are located at the bottom rows of the matriz;
(i) The first non-zero coefficient on a row is always to the right of the first non-zero
coefficient of the row above it.

The pivot coefficient is the first non-zero coefficient on every non-zero row in a matriz in
echelon form.

EXAMPLE 8.1.9: The 6 x 8, 3 x 5 and 3 x 3 matrices given below are in echelon form, where
the * means any non-zero number and pivots are highlighted.

* ok ok ok ok ok x Kk
00 e e e * ok k% % *  x ok
0 0 0 % % * *x x
00000 0 % x| 88;;(’;’ g;:
0 00O0OOOO0OO
0 00O0OOOO0OU <
ExaMPLE 8.1.10: The following matrices are in echelon form, with pivot highlighted.
[1 3] [2 3 2} 2
0 1 0 4 -2 0 0 0
<

Definition 8.1.10. An m X n matriz is in reduced echelon form iff the matriz is in
echelon form and the following two conditions hold:

(i) The pivot coefficient is equal to 1;

(ii) The pivot coefficient is the only non-zero coefficient in that column.
We denote by Ea a reduced echelon form of a matriz A.
ExaMPLE 8.1.11: The 6 x 8, 3 x5 and 3 x 3 matrices given below are in echelon form, where
the * means any non-zero number and pivots are highlighted.

0 0 0

OO O OO ==
OO OO O *
OO O O =
OO O =O
O OO * ¥ ¥
O O * * ¥
OO = OO
O O % ¥ % ¥
O O =
O O ¥
O = O
S % ¥
O * ¥
O O =
O = O
= o O

0 <

ExamMpPLE 8.1.12: And the following matrices are not only in echelon form but also in
reduced echelon form; again, pivot coefficients are highlighted.

[10} [104}328
0 1 015 00 0

Summarizing, the Gauss elimination operations can transform any matrix into reduced
echelon form. Once the augmented matrix of a linear system is written in reduced echelon
form, it is not difficult to decide whether the system has solutions or not.

<
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ExaMmpLE 8.1.13: Use Gauss operations to find the solution of the linear system

2.’£1 — T = 0,
n 1 1
——x1+ Ty = ——.
27T T Ty
SOLUTION: We find the system augmented matrix and perform appropriate Gauss elimina-
tion operations,

[2 -1 ’ 0}_{2 -1 ‘ 0}_}[2 -1 ‘ 0]
-5 i -1 —2 1 -1 0o 0 | 1

From the last augmented matrix above we see that the original linear system has the same
solutions as the linear system given by

2.’1,'1 — X9 = O,
0=1.
Since the latter system has no solutions, the original system has no solutions. <

The situation shown in Example 8.1.13 is true in general. If the augmented matrix [A|b] of
an algebraic linear system is transformed by Gauss operations into the augmented matrix
[A] i)] having a row of the form [0, - - -, 0]1], then the original algebraic linear system Ax = b
has no solution.

ExAMPLE 8.1.14: Find all vectors b such that the system Az = b has solutions, where

1 -2 3 by
A=|-1 1 =2|, b= |b
2 -1 3 bs

SOLUTION: We do not need to write down the algebraic linear system, we only need its
augmented matrix,

1 -2 3 b1 1 -2 3 b1
[A‘b] = |-1 1 -2 bol - |0 —1 1 by +by| —
2 -1 3 bs 2 -1 3 bs
1 -2 3 b1 1 -2 3 b1
0 1 -1 —b1 — b2 — 10 1 -1 —b1 — b2
0 3 -3 bs — 2by 0 O 0 bs + b1 + 3ba
Therefore, the linear system Az = b has solu-
tions < the source vector satisfies the equa- b
tiOIl hOldS b1 + 3b2 + bg = 0 n
That is, every source vector b that lie on the
plane normal to the vector n is a source vec-
tor such that the linear system Az = b has
solution, where
ba
1
n= |3
1 by
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8.1.3. Linearly dependence. We generalize the idea of two vectors lying on the same line,
and three vectors lying on the same plane, to an arbitrary number of vectors.

Definition 8.1.11. A set of vectors {vy, -+ , v}, with k > 1 is called linearly dependent
iff there exists constants c,--- ,cg, with at least one of them non-zero, such that

civ+ -+ e v = 0. (8.1.4)

The set of vectors is called linearly independent iff it is not linearly dependent, that is,
the only constants ¢y, - -+ , ci that satisfy Eq. (8.1.4) are given by ¢; = -+ = ¢ = 0.

In other words, a set of vectors is linearly dependent iff one of the vectors is a linear combi-
nation of the other vectors. When this is not possible, the set is called linearly independent.

ExaMpLE 8.1.15: Show that the following set of vectors is linearly dependent,

1 3 -1
{121 12| | 2|}
3 1 5

and express one of the vectors as a linear combination of the other two.

SOLUTION: We need to find constants c;, ¢,, and c; solutions of the equation

1 3 -1 0 1 3 -1 | 0
21 ci+ |2l o+ | 2] 5= 10 & 2 2 2 c| + 10
3 1 5 0 31 5 Cs 0
The solution to this linear system can be obtained with Gauss elimination operations,

1 3 -1 1 3 -1 1 3 -1 1 0 2 €1 = —2¢s,

22 2|—-|0 -4 4(—-]0 1 -1 —=1|0 1 -1 = Cy = Cs,

31 5 0 -8 8 01 -1 0 0 O ¢, = free.
Since there are non-zero constants c¢;, ¢,, ¢; solutions to the linear system above, the vectors
are linearly dependent. Choosing c¢; = —1 we obtain the third vector as a linear combination
of the other two vectors,

1 3 -1 0 -1 1 3
2 (2] =12 =] 2| =1{0 & 21 =212 -2
3 1 5 0 5 3 1
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8.1.4. Exercises.

8.1.1.- . 8.1.2.- .
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8.2. MATRIX ALGEBRA

The matrix-vector product introduced in Section 8.1 implies that an n x n matrix A is a
function A : R™ — R™. This idea leads to introduce matrix operations, like the operations
introduced for functions f : R — R. These operations include linear combinations of
matrices; the composition of matrices, also called matrix multiplication; the inverse of a
square matrix; and the determinant of a square matrix. These operations will be needed in
later Sections when we study systems of differential equations.

8.2.1. A matrix is a function. The matrix-vector product leads to the interpretation
that an n x n matrix A is a function. If we denote by R" the space of all n-vectors, we see
that the matrix-vector product associates to the m-vector & the unique n-vector y = Ax.
Therefore the matrix A determines a function A : R® — R™.

EXAMPLE 8.2.1: Describe the action on R? of the function given by the 2 x 2 matrix

A= (1) é] . (8.2.1)

SoLUTION: The action of this matrix on an arbitrary element x € R? is given below,

o 1] [z [
Therefore, this matrix interchanges the components z; and x, of the vector x. It can be

seen in the first picture in Fig. 49 that this action can be interpreted as a reflection on the
plane along the line z; = x,. <

) )

FIGURE 49. Geometrical meaning of the function determined by the matrix
in Eq. (8.2.1) and the matrix in Eq. (8.2.2), respectively.

EXAMPLE 8.2.2: Describe the action on R? of the function given by the 2 x 2 matrix

A= [(1) _01] : (8.2.2)

SoLUTION: The action of this matrix on an arbitrary element a € R? is given below,

=l ) )= 1)

In order to understand the action of this matrix, we give the following particular cases:

] 1 R R Y B A R R
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These cases are plotted in the second figure on Fig. 49, and the vectors are called x, y and
z, respectively. We therefore conclude that this matrix produces a ninety degree counter-
clockwise rotation of the plane. <

An example of a scalar-valued function is f : R — R. We have seen here that an n xn matrix
A is a function A : R™ — R". Therefore, one can think an n X n matrix as a generalization
of the concept of function from R to R™, for any positive integer n. It is well-known how to
define several operations on scalar-valued functions, like linear combinations, compositions,
and the inverse function. Therefore, it is reasonable to ask if these operation on scalar-
valued functions can be generalized as well to matrices. The answer is yes, and the study
of these and other operations is the subject of the rest of this Section.

8.2.2. Matrix operations. The linear combination of matrices refers to the addition of two
matrices and the multiplication of a matrix by scalar. Linear combinations of matrices are
defined component by component. For this reason we introduce the component notation
for matrices and vectors. We denote an m x n matrix by A = [A;;], where A;; are the
components of matrix A, with ¢ =1,--- ;m and j = 1,--- ,n. Analogously, an n-vector is
denoted by v = [v;], where v; are the components of the vector v. We also introduce the
notation F = {R, C}, that is, the set F can be the real numbers or the complex numbers.

Definition 8.2.1. Let A = [A;;] and B = [B;;] be m x n matrices in F™" and a, b be
numbers in F. The linear combination of A and B is also and m x n matriz in F™"
denoted as a A+ b B, and given by

CLA+bB = [G,Aij +bB”]

The particular case where a = b = 1 corresponds to the addition of two matrices, and the
particular case of b = 0 corresponds to the multiplication of a matrix by a number, that is,

A+B:[AZJ+BZ]], aA:[aAij].

ExXAMPLE 8.2.3: Find the A 4+ B, where A = E ﬂv B = [g ﬂ

SOLUTION: The addition of two equal size matrices is performed component-wise:

o2l 2 3] _[A+2) 2+3)] _[3 5
A+B_[3 4]*{5 1}_[(3+5) @+0)] = |8 5] <
. 1 2 1 2 3
EXAMPLE 8.2.4: Find the A + B, where A = {3 4}7 B = [4 5 6]'
SOLUTION: The matrices have different sizes, so their addition is not defined. <

ExXAMPLE 8.2.5: Find 24 and A/3, where A = [; i 2]

SOLUTION: The multiplication of a matrix by a number is done component-wise, therefore

1 5
-1 =
oo [l 3 5] _[2 6 10 A _1[1 3 5] |3 3
T2 4 6] |4 8 12 3 31(2 46 |9 4
- 2 92 4
3 3

Since matrices are generalizations of scalar-valued functions, one can define operations
on matrices that, unlike linear combinations, have no analogs on scalar-valued functions.
One of such operations is the transpose of a matrix, which is a new matrix with the rows
and columns interchanged.
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Definition 8.2.2. The transpose of a matriz A = [A;;] € F™™ is the matriz denoted as
AT = [(AT)kl] € F™™  with its components given by (AT)M = Aj.

EXAMPLE 8.2.6: Find the transpose of the 2 x 3 matrix A = [1 3 5] .

2 4 6

SOLUTION: Matrix A has components A;; with ¢ = 1,2 and j = 1,2,3. Therefore, its
transpose has components (A”);; = A;;, that is, A” has three rows and two columns,

1 2
AT =13 4
5 6

<

If a matrix has complex-valued coefficients, then the conjugate of a matrix can be defined
as the conjugate of each component.

Definition 8.2.3. The complex conjugate of a matrix A = [A;;] € F™" is the matric
A= [ZU] e Fmm,

EXAMPLE 8.2.7: A matrix A and its conjugate is given below,
1 2+ N P
A_{—i 3—4¢]’ < A[z 3—1—42}'

EXAMPLE 8.2.8: A matrix A has real coefficients iff A = A; It has purely imaginary coeffi-

<

cients iff A = —A. Here are examples of these two situations:
1 2 — 1 2
AL)) 4] N A[3 éJA,
A — -1 =0
A= {32 41} - A= [32’ 42} =4

Definition 8.2.4. The adjoint of a matrix A € F"™™ is the matriz A* = A" eprm,

Since (Z)T = (AT), the order of the operations does not change the result, that is why there
is no parenthesis in the definition of A*.

EXAMPLE 8.2.9: A matrix A and its adjoint is given below,

1 24 N I T
A_{—z' 3—42’]’ e 4 _[2—1‘ 3+4z}'

<

The transpose, conjugate and adjoint operations are useful to specify certain classes of
matrices with particular symmetries. Here we introduce few of these classes.

Definition 8.2.5. An n x n matriz A is called:

(a) symmetric iff holds A = AT;
(b) skew-symmetric iff holds A = —AT;
(¢) Hermitian iff holds A = A*;
(d) skew-Hermitian iff holds A = —A*.
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ExaMpPLE 8.2.10: We present examples of each of the classes introduced in Def. 8.2.5.
Part (a): Matrices A and B are symmetric. Notice that A is also Hermitian, while B is
not Hermitian,

1 2 3 1 2+3i 3
A=12 7 4| =A", B=|2+43: 7 4i| = BT,
3 4 8 3 43 3
Part (b): Matrix C is skew-symmetric,
0 -2 3 0 2 -3
C=|2 0 -4 = C'=1]-2 0 4|=-C.
-3 4 0 3 -4 0
Notice that the diagonal elements in a skew-symmetric matrix must vanish, since C;; = —C};
in the case ¢ = j means Cj; = —Cj;, that is, Cy; = 0.
Part (¢): Matrix D is Hermitian but is not symmetric:
1 241 3 1 2—1 3
D=|2—-4i 7 441 = D'=|2+i 7 4—i|#D,
3 4—-4¢ 8 3  4+i 8
however,
. 1 2+ 3
D*=D =1|2—-¢ 7 44i| =D.
3 4—-i 8

Notice that the diagonal elements in a Hermitian matrix must be real numbers, since the

condition A;; = Aj; in the case ¢ = j implies A;; = A;;, that is, 2dIm(A;;) = A — Ay = 0.

We can also verify what we said in part (a), matrix A is Hermitian since A* = AT = AT = A
Part (d): The following matrix E is skew-Hermitian:

i 2+1 -3 i —241 3
E=|-2+1 Ti 4+ = FE'=|2+i 7i -4+

3 -4+ 8 -3 4+ 81

therefore,
. -3 —2—1 3
E*=FE |2—¢ -Ti —4—i|=-F.
-3 44— —8i

A skew-Hermitian matrix has purely imaginary elements in its diagonal, and the off diagonal
elements have skew-symmetric real parts with symmetric imaginary parts. <

The trace of a square matrix is a number, the sum of all the diagonal elements of the matrix.

Definition 8.2.6. The trace of a square matriz A = [Aij} € F™»" denoted as tr (A) € F,
is the sum of its diagonal elements, that is, the scalar given by tr (A) = Aj1 + -+ + Ann.

1 2 3
ExaMPLE 8.2.11: Find the trace of the matrix A= |4 5 6/.
7 8 9

SOLUTION: We only have to add up the diagonal elements:

tr(A)=14+54+9 = tr(4) =15
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The operation of matrix multiplication originates in the composition of functions. We
call it matrix multiplication instead of matrix composition because it reduces to the mul-
tiplication of real numbers in the case of 1 x 1 real matrices. Unlike the multiplication of
real numbers, the product of general matrices is not commutative, that is, AB # BA in
the general case. This property reflects the fact that the composition of two functions is a
non-commutative operation.

Definition 8.2.7. The matriz multiplication of the m x n matric A = [A;;] and the
n x ¢ matric B = [Bj], where i =1,--- ,m, j=1,--- nandk =1,--- ¢, is the m x {
matriz AB given by
(AB)k = ZAiijk- (8.2.3)
j=1

The product is not defined for two arbitrary matrices, since the size of the matrices is
important: The numbers of columns in the first matrix must match the numbers of rows in

the second matrix.
A times B defines AB

m X n nx/ m x {
2 -1 3 0
ExaMpLE 8.2.12: Compute AB, where A = 1 9 and B = o _1l-

SOLUTION: The component (AB);; = 4 is obtained from the first row in matrix A and the
first column in matrix B as follows:

[_21 ‘ﬂ B _01}[‘; _12], (2)(3) + (—1)(2) = 4

The component (AB);2 = —1 is obtained as follows:

[_21 ‘21} B 01]=[‘1‘ _12}, (2)(0) + (~1)(1) = ~1s

The component (AB)s; = 1 is obtained as follows:

[_21 ‘21} [‘;’ _ﬂ=[‘1‘ _12], (—1)(3) + (2)(2) = 13

And finally the component (AB)s2 = —2 is obtained as follows:

[—21 _21] B —01]_{41l _12} (=1)(0) +(2)(=1) = -2

<
2 -1 3 0
ExaMPLE 8.2.13: Compute BA, where A = 1 9 and B = o _1l|°
SOLUTION: We find that BA = [g :3] . Notice that in this case AB # BA. <
4 3 1 2 3
EXAMPLE 8.2.14: Compute AB and BA, where A = [2 1} and B = [4 5 6]'

SOLUTION: The product AB is
4 31|11 2 3 16 23 30
2 1114 5 6 6 9 12|°
The product BA is not possible. <

ap-| | = an-|
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8.2.3. The inverse matrix. We now introduce the concept of the inverse of a square
matrix. Not every square matrix is invertible. The inverse of a matrix is useful to compute
solutions to linear systems of algebraic equations.

Definition 8.2.8. The matriz I, € F™" is the identity matriz iff I, x = x for all x € F™.

It is simple to see that the components of the identity matrix are given by
L= A

= [I;;] wit .

n [ Z ] wi Iij =0 3 7& J.

The cases n = 2,3 are given by

10 0
12:{(1) ﬂ L=1]0 1 0
00 1

Definition 8.2.9. A matriz A € F™" is called invertible iff there exists a matriz, denoted
as A7Y, such that (A~Y)A =1, and A(A™') = 1I,,.

ExAaMPLE 8.2.15: Verify that the matrix and its inverse are given by

2 2 13 =2
A_L 3]’ A _4{—1 2}

SOLUTION: We have to compute the products,
iy (22013 =21_114 0 1y
R i R B I R (O 8
It is simple to check that the equation (A_l)A = I5 also holds. <

Theorem 8.2.10. Given a 2 X 2 matriz A introduce the number A as follows,

A—[a b}, A = ad — be.
c d
The matriz A is invertible iff A # 0. Furthermore, if A is invertible, ils inverse is given by
1 | d -b
-1 _
oo L) w2

The number A is called the determinant of A, since it is the number that determines whether
A is invertible or not.

. . 2 2 . .
EXAMPLE 8.2.16: Compute the inverse of matrix A = [1 3} , given in Example 8.2.15.

SOLUTION: Following Theorem 8.2.10 we first compute A = 6 — 4 = 4. Since A # 0, then
A~1 exists and it is given by
A1l { 3 _2} .

4 -1 2

3 6

SoLUTION: Following Theorem 8.2.10 we first compute A =6 — 6 = 0. Since A = 0, then
matrix A is not invertible. <

EXAMPLE 8.2.17: Compute the inverse of matrix A = [1 2} .
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Gauss operations can be used to compute the inverse of a matrix. The reason for this is
simple to understand in the case of 2 X 2 matrices, as can be seen in the following Example.

EXAMPLE 8.2.18: Given any 2 x 2 matrix A, find its inverse matrix, A~!, or show that the
inverse does not exist.

SoLUTION: If the inverse matrix, A~! exists, then denote it as A~1 = [#;, ®2]. The equation

(1) (1)] . This equation is equivalent to solving

wo= [, am-[]

Here is where we can use Gauss elimination operations. We use them on both systems

1 0
0 1

A(A™1) = I, is then equivalent to A [z;, 2] = [

two algebraic linear systems,

A A

)

However, we can solve both systems at the same time if we do Gauss operations on the
bigger augmented matrix

10

01/

Now, perform Gauss operations until we obtain the reduced echelon form for [A|I5]. Then
we can have two different types of results:

A

e If there is no line of the form [0, 0x,*] with any of the star coefficients non-zero,
then matrix A is invertible and the solution vectors x;, x; form the columns of the
inverse matrix, that is, A=! = [z, @»).

e If there is a line of the form [0, 0]x, *] with any of the star coefficients non-zero, then
matrix A is not invertible. <

EXAMPLE 8.2.19: Use Gauss operations to find the inverse of A = E ?J .

SOLUTION: As we said in the Example above, perform Gauss operation on the augmented
matrix [A|5] until the reduced echelon form is obtained, that is,
0 1}
%

2 2 10_>13 01_>13
1 3 0 1 2 2 1 0 0 —4 1 -2

1 3 0 1] 10 3 -1
R I (T B T

That is, matrix A is invertible and the inverse is

~ Ot N
© W

1
ExAMPLE 8.2.20: Use Gauss operations to find the inverse of A = |2
3

SoLUTION: We perform Gauss operations on the augmented matrix [A|I3] until we obtain
its reduced echelon form, that is,

1 2 3 100 1 2 3 1 0 0
2 5 7 01 0|l—=10 1 1 -2 1 0| =
3 79 0 01 010 -3 0 1
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1 0 1 5 =2 0 1 0 1 5 =2 0
0 1 -2 1 0| —=1(0 1 1 -2 1 0
0 0 -1 -1 -1 1] 0 0 1 1 1 —1]
[1 0 1 5 —2 0] [1 0 0 4 -3 1]
0 1 1 -2 1 0Of—10 1 0 -3 0 1
0 0 1 1 1 -1 0 0 1 1 1 -1
We conclude that matrix A is invertible and
4 -3 1
A7'=1-3 0 1
1 1 -1

<

8.2.4. Determinants. A determinant is a scalar computed form a square matrix that gives
important information about the matrix, for example if the matrix is invertible or not. We
now review the definition and properties of the determinant of 2 x 2 and 3 x 3 matrices.

Definition 8.2.11. The determinant of a 2 x 2 matriz A = [all alﬂ s given by

a1 a2
air a2
det(A) = = Q11022 — A12021.
a1 a2
ai; aiz2 ai3
The determinant of a 3 X 3 matrizc A = [as1 a2 as3| is given by

az1 asz ass
ailp a1z ai3

det(A) = |a21 a929 a23| = Q11
azyp az2 ass

a22 A23
asz2 ass

a21 a23
asy ass

a1 a22

+ ais .
az2

— a2

EXAMPLE 8.2.21: The following three examples show that the determinant can be a negative,
zero or positive number.

1 2 2 1 1 2
3 424—6:—2, 3 4‘28—3:57 9 4:4—4:0.
The following is an example shows how to compute the determinant of a 3 x 3 matrix,
s -l 11 2 1 2 1
21 1|=(1 -3 -1
2 0 ] ()‘2 1‘ ‘3 1‘“ )’3 2'
—(1-2)-3(2-3)—(4-3)
=-1+3-1
=1. 4

The absolute value of the determinant of a 2 x 2 matrix A = [a,, a,] has a geometrical
meaning: It is the area of the parallelogram whose sides are given by a, and bia,, that is, by
the columns of the matrix A; see Fig. 50. Analogously, the absolute value of the determinant
of a 3 x 3 matrix A = [ay, a,, as] also has a geometrical meaning: It is the volume of the
parallelepiped whose sides are given by a,, a, and as, that is, by the columns of the matrix
A; see Fig. 50.

The determinant of an n x n matrix A can be defined generalizing the properties that
areas of parallelogram have in two dimensions and volumes of parallelepipeds have in three
dimensions. One of these properties is the following: if one of the column vectors of the
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Ty RQ T3 R3

Xy )

FI1GURE 50. Geometrical meaning of the determinant.

matrix A is a linear combination of the others, then the figure determined by these column
vectors is not n-dimensional but (n—1)-dimensional, so its volume must vanish. We highlight
this property of the determinant of n x n matrices in the following result.

Theorem 8.2.12. The set of n-vectors {vy,--- ,v,}, with n > 1, is linearly dependent iff
det[vy, -+, v,] = 0.

ExXAMPLE 8.2.22: Show whether the set of vectors below linearly independent,

1 3 -3
{ ol , 2], | 2 }
3 1 7
The determinant of the matrix whose column vectors are the vectors above is given by
1 3 -3
2 2 2|=(1)(14-2)—-3(14—-6)+(-3)(2—6)=12—-24+12=0.
3 1 7
Therefore, the set of vectors above is linearly dependent. <

The determinant of a square matrix also determines whether the matrix is invertible or not.

Theorem 8.2.13. An n x n matriz A is invertible iff holds det(A) # 0.

1 2 3
EXAMPLE 8.2.23: Is matrix A= [2 5 7| invertible?
3 79
SOLUTION: We only need to compute the determinant of A.
1 2 3
5 7 2 7 2 5
det(4) =12 5 7_(1)‘7 9‘—(2)’3 9'+(3)‘3 7‘.

3 79
Using the definition of determinant for 2 x 2 matrices we obtain
det(A) = (45— 49) — 2(18 = 21) +3(14 — 15) = =44+ 6 — 3.

Since det(A) = —1, that is, non-zero, matrix A is invertible. <
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8.2.5. Exercises.

8.2.1.- . 8.2.2.- .
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8.3. DIAGONALIZABLE MATRICES

We continue with the review on Linear Algebra we started in Sections 8.1 and 8.2. We
have seen that a square matrix is a function on the space of vectors. The matrix acts on a
vector and the result is another vector. In this section we see that, given an n x n matrix,
there may exist lines in R™ that are left invariant under the action of the matrix. The
matrix acting on a non-zero vectors in such line is proportional to that vector. The vector
is called an eigenvector of the matrix, and the proportionality factor is called an eigenvalue.
If an n x n matrix has a linearly independent set containing n eigenvectors, then we call
that matrix diagonalizable. In the next Section we will study linear differential systems
with constant coefficients having a diagonalizable coefficients matrix. We will see that it is
fairly simple to find solutions to such differential systems. The solutions can be expressed in
terms of the exponential of the coefficient matrix. For that reason we study in this Section
how to compute exponentials of square diagonalizable matrices.

8.3.1. Eigenvalues and eigenvectors. When a square matrix acts on a vector the result
is another vector that, more often than not, points in a different direction from the original
vector. However, there may exist vectors whose direction is not changed by the matrix. We
give these vectors a name.

Definition 8.3.1. A non-zero n-vector v and a number \ are respectively called an eigen-
vector and eigenvalue of an n x n matriz A iff the following equation holds,

Av = Av.
We see that an eigenvector v determines a particular direction in the space R™, given by
(av) for a € R, that remains invariant under the action of the function given by matrix A.

That is, the result of matrix A acting on any vector (av) on the line determined by v is
again a vector on the same line, as the following calculation shows it,

A(av) = a Av = alv = A(av).

ExaMPLE 8.3.1: Verify that the pair \,, v, and the pair \,, v, are eigenvalue and eigenvector
pairs of matrix A given below,

1

A1:4 ’U1Z|::|,

1

A:[l 3}7 1
A= —2 'ugz{_ll

SOLUTION: We just must verify the definition of eigenvalue and eigenvector given above.
We start with the first pair,

1 3] |1 4 1
wo= [ =[] =[] 20 = an-ro

A similar calculation for the second pair implies,

1 3] -1 2 -1
14’(]2 = |:3 1:| |: 1:| = |:2:| = -2 [ 1:| :)\2'[]2 = A'UQ :)\2,02'

ExaAMPLE 8.3.2: Find the eigenvalues and eigenvectors of the matrix A = {(1) (1)] .

SOLUTION: This is the matrix given in Example 8.2.1. The action of this matrix on the
plane is a reflection along the line x; = x,, as it was shown in Fig. 49. Therefore, this line
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Ty = X, is left invariant under the action of this matrix. This property suggests that an
eigenvector is any vector on that line, for example

ol = BIE-0 - o

. . . . 1
So, we have found one eigenvalue-eigenvector pair: \; = 1, with v; = [J We remark that
any non-zero vector proportional to v, is also an eigenvector. Another choice fo eigenvalue-

eigenvector pair is A\, = 1, with v, = It is not so easy to find a second eigenvector

3

3|
which does not belong to the line determined by v;,. One way to find such eigenvector is
noticing that the line perpendicular to the line x, = x, is also left invariant by matrix A.

Therefore, any non-zero vector on that line must be an eigenvector. For example the vector

v, below, since
[? (1)} [_11 = [11} =(=1) [_11] - =1

»=[]

. . . . —1
So, we have found a second eigenvalue-eigenvector pair: A\, = —1, with v, = { 1 } These
two eigenvectors are displayed on Fig. 51. <
o Ty
Ty =1
Ax e ' Ax
/A —
v = v, g T
Uy 2
T
T
Zq Zq
Avy, = —v,

FIGURE 51. The first picture shows the eigenvalues and eigenvectors of
the matrix in Example 8.3.2. The second picture shows that the matrix
in Example 8.3.3 makes a counterclockwise rotation by an angle 6, which
proves that this matrix does not have eigenvalues or eigenvectors.

There exist matrices that do not have eigenvalues and eigenvectors, as it is show in the
example below.

EXAMPLE 8.3.3: Fix any number 6 € (0,27) and define the matrix A = {COS(Q) B sm(@)}

sin(f)  cos(d)
Show that A has no real eigenvalues.

SOLUTION: One can compute the action of matrix A on several vectors and verify that the
action of this matrix on the plane is a rotation counterclockwise by and angle 6, as shown
in Fig. 51. A particular case of this matrix was shown in Example 8.2.2, where § = 7/2.
Since eigenvectors of a matrix determine directions which are left invariant by the action of
the matrix, and a rotation does not have such directions, we conclude that the matrix A
above does not have eigenvectors and so it does not have eigenvalues either. <
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REMARK: We will show that matrix A in Example 8.3.3 has complex-valued eigenvalues.

We now describe a method to find eigenvalue-eigenvector pairs of a matrix, if they exit.
In other words, we are going to solve the eigenvalue-eigenvector problem: Given an n X n
matrix A find, if possible, all its eigenvalues and eigenvectors, that is, all pairs A and v # 0
solutions of the equation

Av = Av.

This problem is more complicated than finding the solution « to a linear system Az = b,
where A and b are known. In the eigenvalue-eigenvector problem above neither A nor v are
known. To solve the eigenvalue-eigenvector problem for a matrix A we proceed as follows:

(a) First, find the eigenvalues \;
(b) Second, for each eigenvalue A find the corresponding eigenvectors v.

The following result summarizes a way to solve the steps above.

Theorem 8.3.2 (Eigenvalues-eigenvectors).
(a) The number X is an eigenvalue of an n x n matriz A iff holds,

det(A — AI) = 0. (8.3.1)

(b) Given an eigenvalue A of an n X n matriz A, the corresponding eigenvectors v are the
non-zero solutions to the homogeneous linear system

(A—\)v=0. (8.3.2)

Proof of Theorem 8.3.2: The number A and the non-zero vector v are an eigenvalue-
eigenvector pair of matrix A iff holds

Av=> v < (A-X)v=0,

where [ is the n x n identity matrix. Since v # 0, the last equation above says that the
columns of the matrix (A — AI) are linearly dependent. This last property is equivalent, by
Theorem 8.2.12, to the equation

det(A — AI) =0,
which is the equation that determines the eigenvalues A. Once this equation is solved,
substitute each solution A back into the original eigenvalue-eigenvector equation

(A= Xv=0.

Since A is known, this is a linear homogeneous system for the eigenvector components. It
always has non-zero solutions, since A is precisely the number that makes the coefficient
matrix (A — AI) not invertible. This establishes the Theorem. O

ExAMPLE 8.3.4: Find the eigenvalues A and eigenvectors v of the matrix A = E ﬂ .

SoLUTION: We first find the eigenvalues as the solutions of the Eq. (8.3.1). Compute
|1 3 1 0 1 3 A0l [(1=X) 3
A_M_[s 1]_)‘[0 1}_[3 1]_[0 /\}_[ 3 (IA)]'

Then we compute its determinant,

(1-Xx 3 ) A =4,
3 (1—/\)‘:(/\_1)_9 = {)\2.

We have obtained two eigenvalues, so now we introduce A, = 4 into Eq. (8.3.2), that is,

1-4 3 -3 3
A_‘”_{?, 1—4]_{3 —3}’

0=det(A—A\)=
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Then we solve for v* the equation

(A-dv=0 & {_:f _33] [Hﬁ}

The solution can be found using Gauss elimination operations, as follows,

=3 3] 1 -] L 1] ] = vy,
3 -3 3 -3 0 0 vy free.
Al solutions to the equation above are then given by

v"*vgflf = 1)**1
S S RN

where we have chosen v; = 1. A similar calculation provides the eigenvector v~ associated

with the eigenvalue \. = —2, that is, first compute the matrix
3 3
weu=lb

then we solve for v~ the equation

wemne-o o [ <[]

The solution can be found using Gauss elimination operations, as follows,

3.3 1 1] 11 v = U,
3 3 3 3 0 0 v, free.
All solutions to the equation above are then given by

<[3-[ - [

where we have chosen v, = 1. We therefore conclude that the eigenvalues and eigenvectors
of the matrix A above are given by

A=4, v*:E, A= -2, v:{1:|,

It is useful to introduce few more concepts, that are common in the literature.

Definition 8.3.3. The characteristic polynomzial of an n x n matriz A is the function
p(A) = det(A — \I).
. . . . 1 3
ExAMPLE 8.3.5: Find the characteristic polynomial of matrix A = 3 1l

SOLUTION: We need to compute the determinant

-\ 3
3 (1-N)

We conclude that the characteristic polynomial is p(\) = A% — 2\ — 8. <

p()\):det(A—)\I):(l =(1-A?*=-9=X -2 \+1-09.

Since the matrix A in this example is 2 x 2, its characteristic polynomial has degree two.
One can show that the characteristic polynomial of an n x n matrix has degree n. The
eigenvalues of the matrix are the roots of the characteristic polynomial. Different matrices
may have different types of roots, so we try to classify these roots in the following definition.
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Definition 8.3.4. Given an n X n matriz A with eigenvalues \;, withi=1,--- 'k < n, it
is always possible to express the matriz characteristic polynomial as

P = (A= A)"™ - (A= Ap)"™.

The number r; is called the algebraic multiplicity of the eigenvalue \;. Furthermore, the
geometric multiplicity of the eigenvalue X\;, denoted as s;, is the mazimum number of
eigenvectors vectors corresponding to that eigenvalue \; forming a linearly independent set.

EXAMPLE 8.3.6: Find the eigenvalues algebraic and geometric multiplicities of the matrix

Ny

SOLUTION: In order to find the algebraic multiplicity of the eigenvalues we need first to find
the eigenvalues. We now that the characteristic polynomial of this matrix is given by

1=y 3
=15 (1- )

The roots of this polynomial are A\; = 4 and A\, = —2, so we know that p(\) can be rewritten
in the following way,

=(A-1)2-09.

pA) =(A=4)A+2).
We conclude that the algebraic multiplicity of the eigenvalues are both one, that is,
AN=4, r,=1, and A=—2, r,=1.

In order to find the geometric multiplicities of matrix eigenvalues we need first to find the
matrix eigenvectors. This part of the work was already done in the Example 8.3.4 above

and the result is
)\1 = 4, ’I)(l) = |:}:| y )\2 = 72, ’U(z) = |:_11:| .

From this expression we conclude that the geometric multiplicities for each eigenvalue are
just one, that is,
A =4, s;,=1, and Mo =-2, s,=1.
<

The following example shows that two matrices can have the same eigenvalues, and so the
same algebraic multiplicities, but different eigenvectors with different geometric multiplici-
ties.

3 01
EXAMPLE 8.3.7: Find the eigenvalues and eigenvectors of the matrix A = |0 3 2|.
0 0 1

SOLUTION: We start finding the eigenvalues, the roots of the characteristic polynomial
3-2X) 0 1
p(A) = 0 3-2X) 2 =—A-1)A=-3?2 = {
0 0 (1-=2x)
We now compute the eigenvector associated with the eigenvalue A; = 1, which is the solution
of the linear system

>\1:]-7 7‘1:1,
=3, 1,=2.

2 0 1 0
A-DvW =0 & |0 2 2| [+{!|=]0
00 0 0
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After the few Gauss elimination operation we obtain the following,

(1)
(1) _ _Ys
2 0 1 10 % Ui =T
0 2 2| —=1(0 1 1 = v(1)__v(1)
00 0 000 2o By
v;l) free.
Therefore, choosing v§1) = 2 we obtain that
-1
oW = [ =21, A=1, ro=1, s, =1.
2

In a similar way we now compute the eigenvectors for the eigenvalue A, = 3, which are all
solutions of the linear system

00 17 [v 0
(A-3DvP =0 < |0 0 2| [+2@] =0
00 —2] |, 0

After the few Gauss elimination operation we obtain the following,

va) free,

00 1 00 1
00 2|=1o0oo0 0 = v free,
00 -2 00 0

v§2) = 0.
Therefore, we obtain two linearly independent solutions, the first one v with the choice
vf2) =1, v§2) =0, and the second one w® with the choice vfz) =0, v2(2) =1, that is
1 0
o = |0], w? = [1], Ay = 3, Ty =2, S, = 2.
0 0

Summarizing, the matrix in this example has three linearly independent eigenvectors. <

3 11
EXAMPLE 8.3.8: Find the eigenvalues and eigenvectors of the matrix A = |0 3 2{.
0 01

SOLUTION: Notice that this matrix has only the coefficient a1, different from the previous
example. Again, we start finding the eigenvalues, which are the roots of the characteristic
polynomial

B-xN 1 1
p(A)=| 0 3—2X) 2 |=—(—1)(A-3?% = {
0 0 (1-)

N=1, r=1,
)\2 == 3, Ty = 2.
So this matrix has the same eigenvalues and algebraic multiplicities as the matrix in the

previous example. We now compute the eigenvector associated with the eigenvalue \; = 1,
which is the solution of the linear system

2 1
A-DvV=0 < |0 2
0 0
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After the few Gauss elimination operation we obtain the following,

1 _
2 1 1 111 10 0 v’ =0,
022 =101 1l=01 1] = 0= _u0
00 0 00 0 000 «

vy’ free.

Therefore, choosing v§1) = 1 we obtain that

0
) = | -1
1

In a similar way we now compute the eigenvectors for the eigenvalue A, = 3. However, in
this case we obtain only one solution, as this calculation shows,

, A =1, r, =1, s, = 1.

01 17 [of 0
(A-3DvP =0 < |0 0 2| [+2@] =0
00 —2] |,@ 0

After the few Gauss elimination operation we obtain the following,

vfz) free,

0 1 1 0 1 0
00 2|00 1] = (=0,
0 0 -2 0 0 0
véz) =0.
Therefore, we obtain only one linearly independent solution, which corresponds to the choice
vf2) =1, that is,

1

v = (o], A\, = 3, =2, $o=1.
0

Summarizing, the matrix in this example has only two linearly independent eigenvectors,
and in the case of the eigenvalue A\, = 3 we have the strict inequality

1:52<7'2:2.
<

8.3.2. Diagonalizable matrices. We first introduce the notion of a diagonal matrix. Later
on we define the idea of a diagonalizable matrix as a matrix that can be transformed into a
diagonal matrix by a simple transformation.
all ... O
Definition 8.3.5. An n x n matriz A is called diagonal iff holds A =
0 e Ann
That is, a matrix is diagonal iff every non-diagonal coefficient vanishes. From now on we
use the following notation for a diagonal matrix A:
a’ll DY O
A = diag [0117 e ,am] =
0 PR ann

This notation says that the matrix is diagonal and shows only the diagonal coefficients,
since any other coefficient vanishes. Diagonal matrices are simple to manipulate since they
share many properties with numbers. For example the product of two diagonal matrices is
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commutative. It is simple to compute power functions of a diagonal matrix. It is also simple
to compute more involved functions of a diagonal matrix, like the exponential function.

EXAMPLE 8.3.9: For every positive integer n find A", where A = [(2) g} .

SOLUTION: We start computing A? as follows,
s . 2012 0] 22 o
AAA[0303032'

ernsf RSB 3

We now compute A3,

0 32|10 3 0 33
L T 2" 0
Using induction, it is simple to see that A" = { 0 3”} . <

Many properties of diagonal matrices are shared by diagonalizable matrices. These are
matrices that can be transformed into a diagonal matrix by a simple transformation.

Definition 8.3.6. Ann xn matriz A is called diagonalizable iff there exists an invertible
matriz P and a diagonal matriz D such that

A=PDP".
Systems of linear differential equations are simple to solve in the case that the coefficient

matrix is diagonalizable. In such case, it is simple to decouple the differential equations.
One solves the decoupled equations, and then transforms back to the original unknowns.

ExAMPLE 8.3.10: We will see later on that matrix A is diagonalizable while B is not, where
1 3 173 1
A‘{g 1}’ B_2{1 5]

There is a deep relation between the eigenvalues and eigenvectors of a matrix and the
property of diagonalizability.

<

Theorem 8.3.7 (Diagonalizable matrices). An n x n matriz A is diagonalizable iff
matriz A has a linearly independent set of n eigenvectors. Furthermore,
A:PDP717 P:[vlv"'avn]v D:diag[)\17"'7)\n}7
where \j, v;, fori=1,--- . n, are eigenvalue-eigenvector pairs of matrix A.
Proof of Theorem 8.3.7:

(=) Since matrix A is diagonalizable, there exist an invertible matrix P and a diagonal
matrix D such that A = PDP~!. Multiply this equation by P! on the left and by P on
the right, we get

D =P AP (8.3.3)
Since n X n matrix D is diagonal, it has a linearly independent set of n eigenvectors, given
by the column vectors of the identity matrix, that is,
De) =due”,  D=diag[di1,  ,dnn], I=[eD,- eM].

So, the pair dj;, el is an eigenvalue-eigenvector pair of D, for i = 1---,n. Using this
information in Eq. (8.3.3) we get

di;e) = Del) = p~1APe) = A(Pe(i)) = dy; (pe(i))7
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where the last equation comes from multiplying the former equation by P on the left. This
last equation says that the vectors v(9 = Pe(® are eigenvectors of A with eigenvalue d;;.
By definition, v(*) is the i-th column of matrix P, that is,

P=[o0,. . o],

Since matrix P is invertible, the eigenvectors set {'u(l), e ,v(")} is linearly independent.
This establishes this part of the Theorem.

(<) Let A;, v be eigenvalue-eigenvector pairs of matrix A, for i = 1,--- ,n. Now use the
eigenvectors to construct matrix P = [v(l), e ,'v(")]. This matrix is invertible, since the
eigenvector set {v(), ... v(™} is linearly independent. We now show that matrix P~*AP
is diagonal. We start computing the product

AP = A[o®, - o™] = [Av®, - Av™] = [\o® - A,o™] .

that is,
P7YAP = P71 Ao, A 0™ = [N\ Pl X P

At this point it is useful to recall that P! is the inverse of P,
I:P_lp = I:e(l)’... 7e(n)jl :P_l [v(1)7... ,'v(n)] = I:P_lv(l)7... 7P_lfv(n):l .

We conclude that e(® = P19 for i =1--. n. Using these equations in the equation for
P~1AP we get

PlAP = [/\16(1), e ,)\ne(")] = diag [)\1, e ,)\n] .
Denoting D = diag [)\1, e ,)\n] we conlude that P~'AP = D, or equivalently
A=pPDP™',  P=[vW ... o™]  D=diag [\, -, A\].

This means that A is diagonalizable. This establishes the Theorem. O

EXAMPLE 8.3.11: Show that matrix A = [:1)) ﬂ is diagonalizable.

SOLUTION: We know that the eigenvalue eigenvector pairs are

)\1 = 4, v = |:}:| and )\2 = —2, Vo = |:_11:| .

Introduce P and D as follows,
|1 -1 4111 14 0
e Y 1 R e
We must show that A = PDP~!. This is indeed the case, since
T e O I e A
pPDP _[1 1110 =22 (-1 1|°

o4 27101 1] 2 1)1 o1
PDF _[4 —2]2—11_2—1 -1 1
13

We conclude, PDP~! = [3 ]

} = PDP~!' = A, that is, A is diagonalizable. <



310 G. NAGY - ODE Aaucusr 16, 2015

1
ExAMPLE 8.3.12: Show that matrix B = 3 [_31 ﬂ is not diagonalizable.
SOLUTION: We first compute the matrix eigenvalues. The characteristic polynomial is
3 1
(\) = G-% 3 —(§—A)(§—A)+1—A2—4A+4
PA=171 (?_A)_ 2 2 1 '
2 2

The roots of the characteristic polynomial are computed in the usual way,

1
A=[£VIE—16] = A=2  r=2

We have obtained a single eigenvalue with algebraic multiplicity » = 2. The associated
eigenvectors are computed as the solutions to the equation (A — 2I)v = 0. Then,
G-n 1|2
5~ 9 1 -1 1
—_ — [ \2 2 = = =
2 2 5 3

We conclude that the biggest linearly independent set of eigenvalues for the 2 x 2 matrix B
contains only one vector, insted of two. Therefore, matrix B is not diagonalizable. <

Because of Theorem 8.3.7 it is important in applications to know whether an n x n matrix
has a linearly independent set of n eigenvectors. More often than not there is no simple way
to check this property other than to compute all the matrix eigenvectors. However, there is
a simple particular case: When the n x n matrix has n different eigenvalues. In such case
we do not need to compute the eigenvectors. The following result says that such matrix
always have a linearly independent set of n eigenvectors, and so, by Theorem 8.3.7, will be
diagonalizable.

Theorem 8.3.8 (Different eigenvalues). If an n x n matriz has n different eigenvalues,
then this matriz has a linearly independent set of n eigenvectors.

Proof of Theorem 8.3.8: Let Ay,---, )\, be the eigenvalues of an n X n matrix A,
all different from each other. Let v(!),... v(™ the corresponding eigenvectors, that is,
Av®D = \o) | with i = 1,--- ,n. We have to show that the set {v("),-..  »(™} is linearly
independent. We assume that the opposite is true and we obtain a contradiction. Let us
assume that the set above is linearly dependent, that is, there exists constants c;,--- , cp,
not all zero, such that,

eood 4t oo™ = 0, (8.3.4)

Let us name the eigenvalues and eigenvectors such that ¢; # 0. Now, multiply the equation
above by the matrix A, the result is,

et 4 e 0™ =0
Multiply Eq. (8.3.4) by the eigenvalue A, the result is,
v 4 e A0 = 0.

Subtract the second from the first of the equations above, then the last term on the right-
hand sides cancels out, and we obtain,

e = A) v e (A — Ao TY = 0. (8.3.5)
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Repeat the whole procedure starting with Eq. (8.3.5), that is, multiply this later equation
by matrix A and also by A, _1, then subtract the second from the first, the result is,

C1(>\1 - )\n)()n - /\n—l)'v(l) +ee Cn—2(/\n—2 - /\n)(/\n—Q - An—l)v(niﬂ =0.
Repeat the whole procedure a total of n — 1 times, in the last step we obtain the equation
M = A) s = A1) - (A = M) = 0.

Since all the eigenvalues are different, we conclude that ¢; = 0, however this contradicts our
assumption that ¢, # 0. Therefore, the set of n eigenvectors must be linearly independent.
O

EXAMPLE 8.3.13: Is matrix A = E ﬂ diagonalizable?

SOLUTION: We compute the matrix eigenvalues, starting with the characteristic polynomial,

1-x 1
PA=1" 1 1oy

The roots of the characteristic polynomial are the matrix eigenvalues,

)\1:07 )\2:2

=(1-XN2=-1=X-2x = p\)=AxX-2).

The eigenvalues are different, so by Theorem 8.3.8, matrix A is diagonalizable. <

8.3.3. The exponential of a matrix. Functions of a diagonalizable matrix are simple
to compute in the case that the function admits a Taylor series expansion. One of such
functions is the exponential function. In this Section we compute the exponential of a
diagonalizable matrix. However, we emphasize that this method can be trivially extended
to any function admitting a Taylor series expansion. A key result needed to compute the
Taylor series expansion of a matrix is the n-power of the matrix.

Theorem 8.3.9. If the n x n matriz A is diagonalizable, with invertible matriz P and
diagonal matriz D satisfying A = PDP™Y, then for every integer n > 1 holds

A" = pp"P~t. (8.3.6)

Proof of Theorem 8.3.9: It is not difficult to generalize the calculation done in Exam-
ple 8.3.9 to obtain the n-th power of a diagonal matrix D = diag [dl, ceey dn} , and the result
is another diagonal matrix given by

D" = diag [d’f, e ,dﬁ] .
We use this result and induction in n to prove Eq.(8.3.6). Since the case n = 1 is trivially
true, we start computing the case n = 2. We get

A2 = (PDPY)? = (PDP V) (PDP~') = PDDP™' = A2=PD?P!,
that is, Eq. (8.3.6) holds for n = 2. Now, assuming that this Equation holds for n, we show
that it also holds for n + 1. Indeed,
A = A" A = (PD"P~Y)(PDP™') = PD"P~'PDP~' = PD"DP .
We conclude that A"+1) = PD(™+1 P=1_ This establishes the Theorem. O
The exponential function f(x) = €® is usually defined as the inverse of the natural

logarithm function g(z) = In(z), which in turns is defined as the area under the graph of
the function h(z) = 1/z from 1 to z, that is,

In(x) :/ 1 dy, x € (0, 00).
1Y
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It is not clear how to extend to matrices this way of defining the exponential function on
real numbers. However, the exponential function on real numbers satisfies several identities
that can be used as definition for the exponential on matrices. One of these identities is the
Taylor series expansion

>k 2 3

e N T
e _Zk! =ltot+rrgrte

k=0

This identity is the key to generalize the exponential function to diagonalizable matrices.

Definition 8.3.10. The exponential of a square matriz A is defined as the infinite sum

aA_\ A
et =>" — (8.3.7)
n=0
Omne must show that the definition makes sense, that is, that the infinite sum in Eq. (8.3.7)
converges. We show in these notes that this is the case when matrix A is diagonal and when
matrix A is diagonalizable. The case of non-diagonalizable matrix is more difficult to prove,

and we do not do it in these notes.
Theorem 8.3.11. If D = diag [dl, e ,dn] , then holds e = diag [ed1,~ . ,ed“} .

Proof of Theorem 8.3.11: It is simple to see that the infinite sum in Eq (8.3.7) converges
for diagonal matrices. Start computing

e = kz H(dlag [dy, - adn])k - kz Hdlag [(d0)*, -+ ()]
=0 =0

Since each matrix in the sum on the far right above is diagonal, then holds

b ) e dlk o dnk
Ol S

k=0
. . . . - (dz)k ds
Now, each sum in the diagonal of matrix above satisfies Z =€ ¢, Therefore, we
k=0
arrive to the equation e = diag [e®,--- ,e?"]. This establishes the Theorem. O
A 20
ExXAMPLE 8.3.14: Compute e, where A = 0 7l
. . A 62 0
SOLUTION: Theorem 8.3.11 implies that e® = 0 <

The case of diagonalizable matrices is more involved and is summarized below.

Theorem 8.3.12. If the n x n matrix A is diagonalizable, with invertible matriz P and
diagonal matriz D satisfying A = PDP~!, then the exponential of matriz A is given by

et = peP Pl (8.3.8)

The formula above says that to find the exponential of a diagonalizable matrix there is no
need to compute the infinite sum in Definition 8.3.10. To compute the exponential of a
diagonalizable matrix it is only needed to compute the product of three matrices. It also
says that to compute the exponential of a diagonalizable matrix we need to compute the
eigenvalues and eigenvectors of the matrix.
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Proof of Theorem 8.3.12: We again start with Eq. (8.3.7),

[e'e] 1 . [e'e] 1 . [e'e] 1 .
eA:ZEA :ZH(PDP 1) :ZE(PD P,
k=0 " k=0 k=0 "

where the last step comes from Theorem 8.3.9. Now, in the expression on the far right we
can take common factor P on the left and P~! on the right, that is,

1
A = nn -1
A =pP(> =D )P
k=0
The terms between brackets sum up to the exponential of the diagonal matrix D, that is,
et = peP Pt

Since the exponential of a diagonal matrix is computed in Theorem 8.3.11, this establishes
the Theorem. O

ExAMPLE 8.3.15: Compute e?, where A = B i’]

SOLUTION: To compute the exponential of matrix A above we need the decomposition
A = PDP~'. Matrices P and D are constructed with the eigenvectors and eigenvalues of
matrix A, respectively. From Example 8.3.4 we know that
1 -1
)\1:4, v = |:1:| and )\2:—2, Vo = |: 1:|

Introduce P and D as follows,

1 -1 4111 |14 0
N s IR B
Then, the exponential function is given by
1 —1] [e* o111 1
At _ p, Dt p—1 _ -
¢ =Penl _[1 1H0 2|3 |-1 1|°
Usually one leaves the function in this form. If we multiply the three matrices out we get

oAt — 1[(e* +e2) (e —e2)
> (€4t _ 6—216) (€4t + 6_2t)

2
<

The exponential of an n x n matrix A can be used to define the matrix-valued function
with values e?. In the case that the matrix A is diagonalizable we obtain

€At — PeDtP_l,
where eP! = diag [e®1?, -+, e?!] and D = diag [dy,- - ,dy]. It is not difficult to show that

deAt

dt
This exponential function will be useful to express solutions of a linear homogeneous differ-
ential system @ = Az. This is the subject of the next Section.

= Aeft = A A
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8.3.4. Exercises.

8.3.1.- . 8.3.2.- .
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APPENDIX B. REVIEW OF POWER SERIES

We summarize a few results on power series that we will need to find solutions to differential
equations. A more detailed presentation of these ideas can be found in standard calculus
textbooks, [1, 2, 11, 13]. We start with the definition of analytic functions, which are
functions that can be written as a power series expansion on an appropriate domain.

Definition B.1. A function y is analytic on an interval (z,— p, xo+ p) iff it can be written
as the power series expansion below, convergent for |z — zo| < p,

y(z) = Z an, (x — xo)".
n=0

ExaMpPLE B.1: We show a few examples of analytic functions on appropriate domains.

1
(a) The function y(z) = 1 is analytic on the interval (—1,1), because it has the power
-z
series expansion centered at x, = 0, convergent for |z| < 1,
1

1—2x

oo
:Zx":1+z+1'2+x3+~~ .

n=0
It is clear that this series diverges for x > 1, but it is not obvious that this series
converges if and only if |z < 1.

(b) The function y(x) = €® is analytic on R, and can be written as the power series
x ,.n 2 3
e _NF _ LT
e *Z:On! =ldotrt gt
n=

(¢) A function y having at z, both infinitely many continuous derivatives and a convergent
power series is analytic where the series converges. The Taylor expansion centered at
x, of such a function is

(0 (2,
sy =3 gy
n=0 :

and this means

ylll (‘,L,O)
3!

yll(l,o)
2!

y(x) = y(xo) + y/(ifo) (.’E - 1’0) + (LC — (Eo)2 + (x — x0)3 R

<

The Taylor series can be very useful to find the power series expansions of function having
infinitely many continuous derivatives.

ExAMPLE B.2: Find the Taylor series of y(z) = sin(z) centered at z, = 0.

SOLUTION: We need to compute the derivatives of the function y and evaluate these deriva-
tives at the point we center the expansion, in this case z, = 0.

y(x) = sin(x) = y(0)=0,  y'(z)=cos(z) = y(0)=1,
Yy’ (x) = —sin(z) = ¢y"(0)=0, ¢"(x)=—cos(z) = ¢ (0)=-1.

One more derivative gives y®*) (t) = sin(¢), so y™® =y, the cycle repeats itself. It is not
difficult to see that the Taylor’s formula implies,

sin(z) =z — v + A = sin(z) = i =D (3t
3! 5l B — (2n+1)! '
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Remark: The Taylor series at x, = 0 for y(x) = cos(x) is computed in a similar way,

S (_l)n 2n
cos(x) :7;) Gn)! 2,

Elementary functions like quotient of polynomials, trigonometric functions, exponential
and logarithms can be written as power series. But the power series of any of these functions
may not be defined on the whole domain of the function. The following example shows a
function with this property.

EXAMPLE B.3: Find the Taylor series for y(x) = 1 centered at x, = 0.
-z

y
SOLUTION: Notice that this function is well E y(x) = a"
defined for every x € R — {1}. The func- . n=0
tion graph can be seen in Fig. ??. To find !
the Taylor series we need to compute the n- !
derivative, y(™(0). Tt simple to check that, |
M () = ™ () =nt. T ~ :
y (x)_(]__x)n+1’ Soy ()—TL 1 :1 P ¢
1 oo : 'l"
W lude that: y(x) = = " L
e conclude that: y(x) T ;Jx "
1 1
One can prove that this power series con-
verges if and only if |z| < 1. < FIGURE 52. The graph of
1
Ty
o0
Remark: The power series y(x) = Z 2™ does not converge on (—oo, —1]U[1, 00). But there
n=0

are different power series that converge to y(z) = T on intervals inside that domain.
x

For example the Taylor series about x, = 2 converges for |z — 2| < 1, that is 1 < = < 3.

n! n! >

y(")(x):m = y(”)(2):m = yla) =) ()" (z-2)"
n=0

Later on we might need the notion of convergence of an infinite series in absolute value.

(o)
Definition B.2. The power series y(z) = Z an (x — )" converges in absolute value
n=0

o0
iff the series Z lan| |z — zo|™ converges.

n=0

Remark: If a series converges in absolute value, it converges. The converse is not true.
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(oo}

—1)"
ExaMPLE B.4: One can show that the series s = Z u converges, but this series does
n
- n=1
. .
not, converge absolutely, since Z — diverges. See [11, 13]. <
n
n=1

Since power series expansions of functions might not converge on the same domain where
the function is defined, it is useful to introduce the region where the power series converges.

Definition B.3. The radius of convergence of a power series y(x Z an, (x — )"

is the number p > 0 satisfying both the series converges absolutely for |z — x0| < p and the
series diverges for |x — xo| > p.

Remark: The radius of convergence defines the size of the biggest open interval where the
power series converges. This interval is symmetric around the series center point x,.

diverges converges \ diverges

(
To ~ P To T 4 P T
FiGURE 53. Example of the radius of convergence.

EXAMPLE B.5: We state the radius of convergence of few power series. See [11, 13].

1 oo
(1) The series 7 = Z 2" has radius of convergence p = 1.
-z

n=0
oo :L‘n
(2) The series e* = Z ] has radius of convergence p = oo
n=0
oo
(3) The series sin(x Z on + 22" has radius of convergence p = oo
n= O
o0
(4) The series cos(x 2™ has radius of convergence p = oc.
n=
- 1
(5) The series sinh(z) = Z @n+ 1) 22" has radius of convergence p = oo
n=0
o0

1 .
(6) The series cosh(x) = Z ( 2™ has radius of convergence p = oo

“ (2n)!

One of the most used tests for the convergence of a power series is the ratio test.

Theorem B.4 (Ratio Test). Given the power series y(z Zan x — x9)", introduce

the number L = lim |1
n—o00 |a,n|

. Then, the following statements hold:

(1) The power series converges in the domain |x — xo|L < 1.
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(2) The power series diverges in the domain |x — xo|L > 1.
(8) The power series may or may not converge at |x — xo|L = 1.

1
Therefore, if L # 0, then p = 7 is the series radius of convergence; if L = 0, then the radius
of convergence is p = 0.

Remark: The convergence of the power series at x, + p and z, — p needs to be studied on
each particular case.

Power series are usually written using summation notation. We end this review mention-
ing a few summation index manipulations, which are fairly common. Take the series

y(x) = ap + a1 (x — x0) + ag(x — 20)* + -,

which is usually written using the summation notation

y(x) = Z an (x — x0)".

The label name, n, has nothing particular, any other label defines the same series. For
example the labels k£ and m below,

oo oo
y(z) = Zak (z —x0)F = Z Ums (T — x)™ T3,
k=0 m=—3
In the first sum we just changed the label name from n to k, that is, &K = n. In the second
sum above we relabel the sum, n = m + 3. Since the initial value for n is n = 0, then the
initial value of m is m = —3. Derivatives of power series can be computed derivating every
term in the power series,

oo o0
y'(z) = Znan (x —x0)" ! = Znan (x —x0)" ' = a1 + 2a9(x —20) + - .
n=0 n=1

The power series for the y' can start either at n = 0 or n = 1, since the coefficients have a
multiplicative factor n. We will usually relabel derivatives of power series as follows,

o}

y'(z) = Z na, (xr —xo)" ' = (m+1)amy1 (x — 20)™
n=1

m=0

where m =n — 1, that is, n = m + 1.
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APPENDIX C. REVIEW EXERCISES

APPENDIX D. PRACTICE EXAMS
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APPENDIX E. ANSWERS TO EXERCISES

Chapter 1: First Order Equations

Section 1.1: Linear Constant Coefficient Equations

1.1.1.- a=2and b=3.
1.1.2- y(t) =ce ' + %, with ¢ € R.

1.1.3.- y(t) = ce* — g
9 _4 1
1.1.4.- y(z) = 5¢ + > with ¢ € R.

1.1.5.- y(z) = ge‘% + g
1
1.1.6.- y(t,y) = (y+ =

y(@) = ce™® —

1.1.7.- y(t) = ge*‘“ -

Section 1.2: Linear Variable Coefficient Equations

1.2.1.- y(t) = ce " —e™ % with c € R.
1.2.2.- y(t) = 2e" +2(t — 1) €*.

m  cos(t)
1.2.3.- y(t) = ﬁ — 2

1.2.4.- y(t) = cet2(t2+2>7 with ¢ € R.

t? c
—, with R.
n—|—2+t"’W1 (S

1.2.6.- y(t) =3e' .

1.2.7.- y(t) = ce’ +sin(t) + cos(t), for
all c e R.

1.2.5.- y(t) =

Section 1.3: Separable equations

2 1
1.3.1.- Implicit form: 5 = 3 +c.

.. 23
Explicit form: y = + Y + 2c.

1.3.2- y*+y+t>—t=c, withceR.
3
3—t3

1.3.4.- y(t) =ce  VIH¥,

1.3.3.- y(t) =

1.2.8.- y(t) = —t* + t*sin(4t).

1.2.9.- Define v(t) = 1/y(t). The equa-
tion for v 2is v’ = tv — t. Its solution is
v(t) = ce' /% + 1. Therefore,

1
1.2.10.- y(z) = (6+ce /%)

1.2.11.- y(z) = (4¢* —3)"°

1.3.5.- y(t) = t(In(|t]) +c).
1.3.6.- y*(t) = 2t (In(Jt|) + ¢).
1.3.7.- Implicit: y? + ty — 2t = 0.

1
Explicit: y(t) = 5 (—t+ V2 +8t).
1.3.8.- Hint:  Recall the Defini-
tion 1.3.5 and use that

yi(z) = f(z,y1(2)),

for any independent variable z, for ex-
ample for x = kt.
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Section 1.4: Exact equations

1.4.1.-

(a) The equation is exact. N = (14t2),
M =2ty, so O:N =2t = 0y M.

(b) Since a potential function is given
by ¥ (t,y) = t* y +v, the solution is

c
t) = —— R.
y(t) 1 c€E

1.4.2.-

(a) The equation is exact. We have
N =tcos(y) — 2y, M =t + sin(y),

O:N = cos(y) = 9y M.
(b) Since a potential function is given

t? )
by ¥(t,y) = 5 + tsin(y) — y?, the

solution is
2

t .

5 Ftsin(y(®) -y’ (1) =c,
for c € R.

1.4.3.-

(a) The equation is exact. We have
N=-2y+te¥, M =2+ye",

N =(1+ty)e” =0,M.

(b) Since a potential function is given
by ¥(t,y) = 2t + €' — y*, the solu-
tion is

2+ e — 2 (t) = ¢,
for c € R.

1.4.4.-
() pa) =1/
(b) 3° —Bwy—i—ga:‘r’ =1

1.4.5.-

(a) u(z) =2

(b) y*(z* +1/2) = 2.

(c) ylx) = — The negative

V1+F 225

square root is selected because the
the initial condition is y(0) < 0.

1.4.6.-

(a) The equation for y is not exact.
There is no integrating factor de-
pending only on z.

(b) The equation for z = y~! is not ex-
act. But there is an integrating fac-
tor depending only on y, given by

n(y) = e
(¢) An implicit expression for both y(x)
and z(y) is given by

—3ze ¥ +sin(bz)e? = ¢,

for c € R.
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Section 1.5: Applications

1.5.1.-

(a) Denote m(t) the material mass as
function of time. Use m in mgr and
t in hours. Then
m(t) = moe ",
where mo = 50 mgr and k& = In(5)
hours.

(b) m(4) = % mgr.

hours, so 7 ~ 0.43 hours.

1.5.2.-

(a) We know that (AT) = —k(AT),
where AT =T — T and the cooler
temperature is Ts = 3 C, while k is
the liquid cooling constant. Since
T: =0,

T = —k(T - 3).

(b) The integrating factor method im-
plies (T” + kT)e" = 3k e, so
(Tekt)/ - (3 ekt)/ =0.
Integrating we get (T — 3)e* =
¢, so the general solution is T =
ce ® +3. The initial condition im-
plies 18 = T'(0) = ¢+ 3, so ¢ = 15,

and the function temperature is
T(t)=15e " +3.

(¢) To find k we use that T(3) = 13 C.
This implies 13 = 15e2* 4+ 3, so we

arrive at
e 13-3 2
e = = -,
15 3
which leads us to —3k = In(2/3), so
we get

1
k=5 n(3/2).

- ODE Avucusr 16, 2015

1.5.3.- Since

Qt) = Qo e*(ﬂ"o/Vo)t,
the condition

Q1= Qo e~ (To/Vo)t1
implies that

ty = TK: ln(%).

Therefore, t; = 20 In(5) minutes.
1.5.4.- Since

QUt) = Vogi (1 — e (/"))
and

t— o0
the result in this problem is
Q(t) = 300(1 — e~"/*)

and

lim Q(t) = 300 grams.

t—o0

1.5.5.- Denoting Ar = r; — r, and
V(t) = Art+ Vs, we obtain

QW =|

vl

+a; V() - Vo

Qo

Vo }E]
V(t)
A reordering of terms gives
B Vo 152
QW) = aV (1) - [:5] ™ (@vo - @)
and replacing the problem values yields
(200)*
(t +200)%"
The concentration ¢(t) = Q(t)/V (¢) is
Vo 1a%+1 Qo
t) = q; — i — — .
w0 =a~[g)™ (6-3)
The concentration at V (t) = V,, is
Vo 125 +1 Qo
!
which gives the value

Q(t) =t + 200 — 100

Qm:(h’*[

_ 12 rams/liter
= 1258 '

In the case of an unlimited capacity,
lim;—, o V() = 00, thus the equation for
q(t) above says

lim ¢(t) = ¢;.

t— oo

323
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Section 1.6: Nonlinear Equations

1.6.1.-
Yo =0,
Yy =1,
Yo =t + 3t%,
ys =t + 3t° + 61°.
1.6.2.-
Yo =1,
Yy = 1+ 8t,
(a)

ya =1+ 8+ 12¢3,
ys = 1+ 8t +12¢° + 12¢°,

(b) cxlt) = 2 3k,
(©) y(t) = 3¢ = 2.

1.6.3.-

(a) Since y = \/y2 — 4t2, and the ini-
tial condition is at ¢ = 0, the solu-
tion domain is

D:[—@ﬁﬂ.
272
(b) Since y = 7 —y;f)zy and the initial
condition is at ¢ = 0, the solution
domain is
po[-L 1]
VYo VYo

1.6.4.-
(a) Write the equation as
, 21n(t
= (2 _( i) Y-
The equation is not defined for
t=0 t==42.

This provides the intervals
(=00, —2), (—2,2), (2,00).

Since the initial condition is at ¢t =
1, the interval where the solution is
defined is

D = (0,2).
(b) The equation is not defined for
t=0, t=3.
This provides the intervals
(=00,0), (0,3), (3,00).

Since the initial condition is at ¢t =
—1, the interval where the solution
is defined is

D = (—00,0).
1.6.5.-
2
(a) y= 3t
(b) Outside the disk t* + 3 < 1.
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