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Abstract

Simulating wave propagation is one of the fundamental problems in scientific computing.
In this paper, we consider one-dimensional two-way wave equations, and investigate a family
of L? stable high order discontinuous Galerkin methods defined through a general form of
numerical fluxes. For these L? stable methods, we systematically establish stability (hence
energy conservation), error estimates (in both L? and negative-order norms), and dispersion
analysis. One novelty of this work is to identify a sub-family of the numerical fluxes, termed
af-fluxes. Discontinuous Galerkin methods with a/3-fluxes are proven to have optimal L? error
estimates and superconvergence properties. Moreover, both the upwind and alternating fluxes
belong to this sub-family. Dispersion analysis, which examines both the physical and spurious
modes, provides insights into the sub-optimal accuracy of the methods using the central flux
and the odd degree polynomials, and demonstrates the importance of numerical initialization
for the proposed non-dissipative schemes. Numerical examples are presented to illustrate the
accuracy and the long-term behavior of the methods under consideration.

1 Introduction

Wave propagation is a fundamental form of energy transmission, which arises in many fields of
science, engineering and industry, and it is significant to geoscience, petroleum engineering and
electromagnetics. A vast amount of research has been done for wave simulations, and the com-
monly used numerical methods range from finite difference, finite volume to spectral element and
finite element methods ([18, 17, 24, 15] and references therein, [35, 4, 30]). Among various numer-
ical methods, each with their own advantages, here we will confine our attention to discontinuous
Galerkin (DG) methods. DG methods belong to a class of finite element methods using piecewise
polynomial spaces for both the numerical solution and the test function. They were originally
devised to solve hyperbolic conservation laws, e.g. [26, 12, 14]. The methods can be easily de-
signed to have arbitrary order of accuracy. They are flexible with unstructured meshes, and are
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natural candidates for h-p adaptivity. These methods are known to be highly efficient in parallel
computation, due to the compact stencils. Importantly, DG methods perform well in long-term
wave simulations [21, 1, 8], given their excellent dispersive and dissipative properties.

In this paper, we consider the one-dimensional linear two-way wave problem,

Et = B$ - Sl, (11&)
By = E, — S5, (1.1b)

where F = E(t,z) and B = B(t,z) are unknown functions, and S; = Sy(¢t,z) and S = Sy(t, )
are both source terms. Note that the system (1.1) is equivalent to the second-order wave equation.
Moreover, Maxwell’s equations can be viewed as a special case when Sy = 0. As a hyperbolic
system, (1.1) can be computed by DG methods directly, yet the key properties of the methods
lie in the choices of the numerical fluxes. For example, it is known that the use of either an
alternating flux or central flux will give an energy preserving scheme, while the use of the upwind
flux will result in a decreasing discrete energy. Moreover, the L? error bounds with alternating
and upwind fluxes are optimal, while with central flux, the accuracy may be sub-optimal. This
leads to the question that, whether we can find a general principle of selecting numerical fluxes,
and furthermore, understand the accuracy, stability, energy conservation, and other properties of
the resulted numerical methods.

The goal of this paper is to perform a detailed and systematic investigation for a general family
of L? stable DG methods. Note that the L? norm of (E, B) for system (1.1) is equivalent to the
total energy, which many DG methods attempt to capture [16, 20, 10, 32, 9]. The proposed methods
are defined through a group of numerical fluxes which are certain linear combinations of jumps and
averages of the numerical solutions at the cell interfaces with three parameters «, (51, G2 involved.
In a previous work by Ainsworth and colleagues [3], the same family of fluxes were considered with
emphasis on dispersion analysis. For these L? stable methods, we will establish stability and hence
the energy conservation, error estimates in both L? and negative-order norms, superconvergence,
and dispersion analysis.

One novelty of this work is that, in search of DG methods with optimal L? error estimate, we
identify a sub-family of the numerical fluxes, termed af-fluxes, that are determined by a specific
relation among «, 81, B2. This relation, which is satisfied by the widely known upwind and alter-
nating fluxes, was introduced in [3] to characterize different modes in dispersion analysis for DG
methods solving two-dimensional second-order wave equations. The relation is used in this work
to design a new projection operator, a key component in our proof for the optimal error estimates.
Besides the optimal L? accuracy, we further prove superconvergence properties for the DG methods
with af-fluxes by following the analysis in [34] for the linear advection equation. Such supercon-
vergence seems to be uniquely enjoyed by DG methods associated with the af3-fluxes as suggested
numerically.

For the proposed general L? stable DG methods, we also systematically perform the dispersion
analysis, and present the negative-order norm error estimates as well as the related post-processing
techniques similar to those in [13, 23]|. For long time wave simulations, it is important to understand
the dispersive and dissipative properties of the numerical methods. Our dispersion analysis, which
takes a different viewpoint from [3], examines both the physical and spurious modes. In particular,
it gives insights into the sub-optimal accuracy of DG methods with the central flux and the odd
degree polynomials, and demonstrates the importance of numerical initialization for the proposed
non-dissipative schemes. Related work on the dispersion analysis of semi-discrete or fully discrete
DG methods in literature can be found in [22, 28, 21, 1, 3, 27, 33, 2].

The remaining of this paper is organized as follows. In Section 2, we introduce a general
family of L? stable DG methods for one-dimensional two-way wave equations, and also define a



sub-family of the methods associated with a3-fluxes. We provide in Section 2.1 the analysis of L?
stability and energy conserving property, and this is followed by L? error estimates in Section 2.2
for the general L? stable DG methods. In Section 2.3, we present the superconvergence results and
postprocessing techniques. The dispersion analysis is performed in Section 2.4. Section 3 contains
numerical examples to illustrate the performance of the proposed methods, and we conclude with
a few remarks in Section 4.

2 [? stable DG methods

In this section, we will formulate a general family of semi-discrete DG methods which is L? stable for

the one-dimensional two-way wave equations (1.1). Here we consider periodic boundary conditions

for simplicity. We start with a mesh of the computational domain 2 = [a,b], a =z1 <23 <--- <
2 2

Typl = b. Each cell is denoted as I; = [z, |, with its center z; = %(:1:7% +:1:j+%) and

1, T, 1
J—327+5 J
the length h; = @ . 1. Let h = maxj<j<y hj. The mesh is assumed to be quasi-uniform,

j+3 -4

namely, there exists a positive constant o, such that ﬁ < o, as the mesh is refined. We now
7'

define a finite dimensional discrete space,

V{:{U:vhjGPT(Ij)¢j:172a"' ,N}, (21)

which consists of piecewise polynomials of degree up to r with respect to the mesh. Note that
functions in V)" are allowed to have discontinuities across element interfaces. For any v € V)", we

denote by ’U;_ , and UJ+ the limit values of v at x; +1 from the right cell I;4; and from the left
2 2

cell I}, respectively. We use the usual notation [v],, 1 = v | —v ; and {v}ﬁf ( 5! +ou

itz Uitz its i+ )
to represent the jump and the average of the function v at x Jau for any j.
2

The semi-discrete DG method for the system (1.1) is formulated as follows: find Ej(t,-),
By(t,-) € V), such that

[ Enda + [ Bubuds — (FalBr B ),y + (FalBa B)") =

/ Sl(bdl‘ 2 2&)

[ Busda+ [ Busede = (FolB B0, ) + FolBBvt), ) = [ Swds, @220)

for all test functions ¢, ¢ € V;/, and for all j. By summing up the two equations in (2.2) over
all mesh elements, we can write the DG method in a more compact form. We look for Ej(t,-),
By(t,-) € V), such that

ah(Eh7Bh;¢7¢) = S(¢u¢)7 VCbﬂ/J € Vlfv (23)

where

I; 2

an(En, Bn; ¢,v) Z/Q(Eh)t@f)dl’ +> (/ Bpodz + (fB(BmEh)[@f)])jl)
J

2

+ /Q(Bh)twdﬂlj + zj: (/IJ Eptpydr + (Fp(En, Bh)[¢])j_l) ; (2.4)

and S(p,v) = [, S1¢ + Savpd.



Both the terms Fp and Fg in (2.2) are numerical fluxes, and they are single-valued functions
defined on the cell interfaces and should be designed to ensure numerical stability and accuracy. In
the present work, we consider the following numerical fluxes,

FB(Bn, En) = {Bn} + o[Bp] + B1[E4], (2.5a)
Fr(Eyw, Br) = {Er} — a|Ep] + (2[Bnl. (2.5b)

Here a, (31, B2 are constants that are taken to be O(1), with ) and (3 being non-negative. These
numerical fluxes were considered in [3], and they are consistent, that is,

Fs(B,E)=B,  Fg(E,B)=E. (2.6)

The DG methods with fluxes (2.5) define a very general family of L? stable DG methods for the
system (1.1). Note that the numerical fluxes (2.5) include several commonly used ones in literature.
For examples, when aa = 0,061 = (2 = %, we have the upwind flux; when o = 1 = o = 0, we have
the central flux, and the alternating flux is obtained when o = i%, 01 =0 =0.

One novelty of this work is that we further identify a sub-family of the numerical fluxes (2.5),
named af-fluxes, and the corresponding DG methods have some important provable results in
terms of L? error estimates and superconvergence, which will be carried out in Sections 2.2 and

2.3.
Definition 2.1. An af-fluz is a numerical flur (2.5) when a and §; > 0 (i = 1,2) satisfy

a? + 6152 = i (2.7)

When ) = 2 = 3, an af-flux can be determined by a single parameter «. (Here (3 is non-

negative and § = \/i —a?.) Tt is easy to see that both the upwind and alternating fluxes are

special cases of this af-flux family.

Remark 2.1. One can further generalize the numerical fluz in (2.5) as follows,

FB(Bn, Ep) = {Bn} + a1[Bp] + B1[En], (2.8a)
FE(En, Bp) = {En} + a[Ep| + B2[ B, (2.8b)

which involves four parameters. In this work, we will only present analysis for the DG methods with
(2.5), and will summarize the L* stability and error estimates for the more general DG methods
with (2.8) in Remark 2.3 and Remark 2.8. The parameters 31 and (B2 are chosen to be non-negative
to ensure that the proposed DG methods are stable (see Theorem 2.2). In addition, there is no
benefit in terms of accuracy or stability if we allow «, $1 and P2 to be more general than O(1).

2.1 [? stability and energy conservation

In this section, we will establish the L? stability, which also informs about the energy conservation
property, for the semi-discrete DG method with the general numerical flux (2.5). It suffices to
consider S1 = S5 = 0.

Theorem 2.2. With S; = Sy = 0, the semi-discrete DG scheme (2.2) (or (2.3)) with the numerical
flux (2.5) and ; >0, i = 1,2, satisfies

GEnn = =3 (AP + a2, <0 (29)



where
1

E(t) = 5 [ (Bu(t.0) + (Bult.2)Pdo

is the energy of the system (1.1) at time t.

Proof. We first introduce

(B Bisé) =~ | Bududs + (Fa(Bu En)o7), ) — (FalBa By,

1
2
I;

1 (B Biv) = = | Bubede + (FolBu Bv7); ) = (Fol B Bvt), )

With periodic boundary conditions and the specific definition of the general numerical flux in (2.5),
as well as the identity [¢py] = {¢'}[¢] + {¢}[¢], the following holds for any ¢, € VI,

ZH (6, 60) + H (9,050) = Z (I60] = Fu(6,0) 0] - Fo(,6)l9])

j—

_ _Z@I 24 Byl ]>j,;' (2.10)

(S

Using the definition of ay, in (2.4), one further has

n(6.500) = [ @0 +veiyde =3 (B . 6:0) + B (0.0:0)

J

(@ +97)dn + 3 (A6 + Bolol) (2.11)

i=s

_1d
T 2dt

Now in the semi-discrete DG method with S; = S = 0, we take ¢ = Fj, in (2.2a) and ¢ = By, in
(2.2b), and get ap(E}, Bp; Ep, By) = 0. This, combined with the general result in (2.11), gives the
L? stability in (2.9). O

Note that all flux choices with 3; > 0, i = 1,2, produce L? stable numerical solutions. In
particular, the semi-discrete DG method with either the central or alternating, or the more general
flux (2.5) with 31 = [ = 0, preserves the energy of the system. On the other hand, with the
commonly used upwind flux (o = 0,5, = B2 = %), the L? energy decays with time, as expected.

Remark 2.3. For the source free problem, it can be shown that the semi-discrete DG scheme (2.2)
(or (2.3)) with the more general numerical flur (2.8) and B; > 0, i = 1,2, (a1 + a2)? < 461,

satisfies
d

G600 == (MBS + BB + (1 + el EB) <0

2.2 L? error estimates

In this section, we will establish error estimates in the L?-norm for the semi-discrete DG schemes
up to a given time 7' < oo with various choices of numerical fluxes. The following projections,
defined from H"1(Q) onto V", will be used in the analysis.



1. L? projection P,: Pyw € Vy', such that Vj

/ Pywvdx :/ wodr, Vv € P"(I;). (2.12)
1 1

i i
2. Gauss-Radau projection P, : P, w €V}, such that Vj

/ P wvdr = / wodz, Yo € PTH(T;), (2.13)
I I
and (Ph_w)j_Jr% = wj_Jr%.

3. Gauss-Radau projection P}j : P;r w € V), such that Vj

/I Prwvdr = /I wodr, vv € P"H(I ), (2.14)
i i
and (P w )j

:w+
J—

MI»—\

1
2
These projections are commonly used in analyzing DG methods for one-dimensional problems, and
the following approximation property can be easily established [11]:

Hw—mww+h§: -—mw#gﬁgcuﬁ*wwﬁwb (2.15)
2

Here mrp, = Py, P, or P,j , and w — mpw gives the projection error associated with the projection 7y,.

n (2.15), || || and || - || zr+1 stand for the L% norm and H""!'-norm in (2, respectively. The constant
C, depends on r but not on h or w. Throughout the paper, C, will be used to denote a generic
constant which may depend on r and mesh parameter . We also use C' to denote another generic
constant, independent of h, but it may depend on r, mesh parameter o, and some Sobolev norms
of the exact solution of (1.1) up to time 7. Both C' and C, may take different values at different
occurrences. In the analysis, the following inverse equality will also be needed [11],

R [ (ve)?de +h( (vl )2+ )?) <O, | vide, YoV (2.16)
I J—3 J+§ I

J J

Now we define the numerical error ej, of the semi-discrete DG method,

() (2)-(2)

This error function can be further decomposed into two parts, e, = np + (,, where

w(2)=(2)m(2) o-(2)=m(2)-(2)

Here ), is some linear operator from H" () x H™"1(Q) onto V;" x V), and it will be specified
in the analysis. It is often, but not necessarily, a projection, and will be judiciously chosen in the
error estimates when different numerical fluxes are used in the scheme.

In the analysis, a specifically designed operator II;, turns out to be crucial. It is defined as

B _((1y(B.E) PH(( +a)B + BiE) + Py (3 — )B - BiE)
Hh(E ) - < H%(E,B) ) <P+((_—a)E+ﬂiB)+p ((3 +a)E—ﬂ;B) ), (2.17)

for any parameter «, 31, 82 € R. The properties of Il will be summarized in the following Lemma.



Lemma 2.4. For any given o, 1,52 € R, IIj, in (2.17), as an operator from H™T1(Q) x H™T1(Q)
onto V;" x V', has the following properties:

(0) / nbedz = 0, / npeds =0, Vop € VI, V), (2.18)
I I

J

@) (5 )-m( 2 )| <0 lal 4 max(al ) 1B + 1B L) 219

If we further assume o + (3132 = %, then

(4i) TIj, defines a projection, namely I3 =TIy, (2.20)
(iv) fB(nBanE)j_% =0, fE(nE,??B)j_% =0, Vj. (2.21)

Proof. First of all, 11}, is linear, and it is also onto V" x V" since P,j and P, are invariant on V.

The equalities in (i) are straightforward results from the definitions and the linearity of Phi in
(2.13) and (2.14), and the proof will be omitted. In order to show the results in (i), we only need
to estimate |B — IIZ (B, E)|| due to similarity to the other term.

1B~ 1B, B)|| = (1 - BY)(5 + )B+ BiE) + (- B)((5 ~ )B = BB

< Co(1+lal + BRI Bl s + 1B ) (2.22)

In the last inequality, we have applied the approximation property of Phi in (2.15). Here and below
I denotes the identity operator.

From now on, we assume o + 313, = 1, and will establish the properties (iii) — (iv). To show
II; is a projection, namely H% = IIj,, we follow the definition of II;, and get

(PR + a)ng(B, E)+ B (B, B)) + Py ((
h

H2 < B ) < %_O‘)H}?(BvE) _ﬁIHE(E?B)) >
"\E )\ P ((z-UJ(E,B)+BI(B E) + P, ((3

+ a)IIf (E, B) — 3,117 (B, E))

(2.23)
Now we will show the first component on the right of (2.23) is indeed I17 (B, E). With the definition
of IIj,, we have

B ((% + o)l (B, E) + Ai11} (E, B)>

=(P;)? ((% +a+a’+P162)B+ 51E) + DB, Py, ((% —a? - ﬁ1ﬁ2)B) :

We then utilize that P,:r is a projection, namely (P,jr )2 = P,:r , and the relation a? + 3132 = i, to
get

Pt <(% +a)I2(B,E) + ﬁln,’f(E,B)> =P ((% +a)B+ 51E> . (2.24)
With similar arguments, we obtain
Py ((% — )E(B,F) - HTIE(E, B)) —p ((% —a)B - ﬂlE) | (2.25)

Combining (2.24) and (2.25), we conclude that the first component of (2.23) is indeed I12 (B, E).
Similarly, one can show that the second component of (2.23) is II7(E, B).



Finally we will prove (iv). Due to similarity we will only show Fg(ng,ng) = 0. Here the
subscript j — % is omitted for the simplicity of notation. With the linearity and the consistency of
the numerical flux, we have

fB(rr/BunE') = fB(B7E) - fB(HE(B7E)7HE(E7B))
= B - Fp(II(B, ), 1T} (E, B)). (2.26)
Based on definitions of ITZ and IT¥ as well as the jump [-] and average {-}, one has

Fp(I; (B, E), I} (E, B)) = {IIf} (B, E)} + a[llj (B, E)] + f1[11} (E, B)]

1 1 1 +
= (PJ((g +)((5 +a)B+ HIE) + Bil(g — o) E + 523))>

+ (Pi((% - a)((% +a)B + HE) ~ m((% ~a)E+ 523))>
,
+ (A (GG - 0B - B+ 415 + @B - 5.8)

+ (Ph((% - 0‘)((% —a)B - B E) - 51((% +a)E — ﬁgB))>_ i

Let each row of the right hand side of this equation be denoted as A;, ¢ = 1,...,4. With the
property of P, particularly (Pfw)t = w, (P, w)™ = w at a grid point where w € H" () is
single-valued, we can simplify the sum of the first and the fourth terms,

M A =G v a)(E v B sE) + (L - 0)E + mB)

2 2 2
+(3 — (5~ a)B~BiE) ~ fu((5 +0)E — oB) =23 +0® + BB (227
Moreover, one can easily show that
o= (3 -0~ MB)PIB), Ay = (] —a® ~ )Py B)® (2.28)

Combining (2.26), (2.27) and (2.28), we have

4
Fp(np,ne) = B — Fp(l} (B, E), I (E,B)) = B= ) A
i=1
1 _
=7~ a? = piBe) (I = BD)B)” + (- P,)B)"). (2:29)
Finally using the relation a® + 3132 = i, we can conclude Fp(np,ng) = 0. O

Now we are ready to state and establish the L? error estimates of the proposed DG methods.

Theorem 2.5. For the semi-discrete DG method (2.2) (or (2.3)) with the numerical flux (2.5),
Bi >0,1i=1,2, and the L*-type initialization with By(0,-) = P,B(0,-), E,(0,-) = P,E(0,-), the
following error estimates hold when the exact solutions have sufficient reqularity.

(i) In general, when min(fBy, B2) > 0, we have

1 ;i 1 1
lexl| < Ch7+ <2?§W + h%> < W'+, (2.30)



and when (18 = 0, we have

lenll < C(1 + |af + max(f1, 52))h". (2.31)

(ii) When an af-fluz with o® + B2 = & is used in the DG method (2.2) (or (2.3)), we have

len]l < C (1 + Ja| +max(Br, B2)) W'+ (2.32)
The generic constant C' above is independent of h. It may depend on the mesh parameter o, and
the H™t'-norm of B, E, By, and E; up to time T.

Proof. With the numerical flux (2.5) being consistent, the proposed scheme is consistent, therefore
the exact solutions E and B satisfy

ah(EvB;(bul/}) = S(¢)7 V(ﬁﬂﬁ € Vl:

This, together with the numerical scheme (2.3) and the linearity of aj, with respect to each argument,
gives the error equation,

ah(€E7 €B; ¢7 1/}) = 07 VQZ), ¢ € VhT (233)
We now take ¢ = (g and ¢ = (p in (2.33) and obtain

an(Ce,CB; CryCB) = —an(ne,1B; e, CB)- (2.34)

Since (g, (p are in V), one can use (2.11) to rewrite the term on the left,

1d

an(Ce,¢B; (e, CB) 24t Jq

N|—=

j—

(GB+E)do+ Y (Bl +Blcs) . (23
J
For the term on the right in (2.34), based on the definition of aj, we have

/_ ns(Ce)ydz + (fB(UBanE)[CE])j_%>

I

—an(ne,nB;CE,CB) = — /Q(UE)tCde - Z (

J

S CCLEEDS ( | netcayda+ <fE<nE,nE>[<B]>j_%> . (230

J

In the following, we will estimate (2.36) for the DG methods with different numerical fluxes as
stated in (i) and (ii), separately. One of the keys is to properly choose the operator 7, to define 7y,
and Ch.

For the methods in (i), we take 7, as the L? projection, namely,

B\ ( BB
™\ g )=\ pPE )
Therefore, (g and (g will be zero at t = 0, and

—an(n i e, C) = = Y (Folnzne)(Cel + Fenz.ns)lcal) - (2.37)

- j—
J

N|=



When min(f31, 32) > 0, we also have

=

_ Z (fB(nB,??E)[CE] + fE(UE,??B)[CB])j

%;(m@] FRIGE) Z( (Folmsne))* + 5 (Felsne))?)
2
<33 (slcsl” + micoP) _, +C (2){%) W B e + 1B, (2:38)
J 2 ’ !

with the approximation property (2.15) applied. Combining (2.34)-(2.38), we obtain

At lal + 67
i= 12 0G;

This, along with the fact that (g and (g are zero at t = 0, and «, (31, 32 are of O(1), implies

d

4 ) BB s + 1)

(CE+CB)CZ.I‘<C <

L+ |o + 5;)?
e O + 6ol < € (o CHEEAD gt copen g
Here the constant C' depends on the mesh parameter o, and ||B||g+1 and ||E||g+1 up to time 7.

On the other hand, if 8155 = 0, at least one of the jump terms in (2.35) vanishes, we use inverse
inequality (2.16) and the approximation result (2.15) to get

_ Z (]—'B(UB,??E)[CE] + fE(UE,??B)[CBD .
J

i=3

1

B (el + Gl?),-

1 Z ((.7-'3(7737?715))2 + (»7:E(77E’773))2)j

<
<172

J
<Cu(1 + |a| + max(By, B2))0 (|| Bl gr+1 + | Bll 1) (1<l + ¢ )% (2.40)

Combining (2.34)-(2.37) and (2.40), we get

1
2

1
2

(IICEH2 + I¢s] )% < Oy (1 + |af +max(B1, B2)) B (|| Bllgr+1 + [ Bl gr+1),
and therefore
[Ce( Ol + (1< D) < C(1 + |af + max(B1, B2))R", (2.41)

where the constant C' depends on the mesh parameter o, and ||B||gr+1 and ||E||gr+1 up to time 7.
We now can apply the triangle inequality ||ep|| < ||9]| + ||¢x]| and the approximation property
of 7, = Py, in (2.15) to conclude the estimates in (2.30) and (2.31).

We next turn to the DG method in (i) with an af-flux, namely, the flux in (2.5) with «, 51, 52

satisfying o? 4 312 = i and 3; > 0, i = 1,2. For this case, we choose 7} to be the projection ITj
defined in (2.17). Based on Lemma 2.4, (2.36) becomes

—an(Me,nB:CE.CB) = —/Q(nE)tCEdJ«"—/Q(nB)tCBdQC

< Cu(1 + |of +max(By, Bo))h" (|| Bell grer + |1 Eell gren) (eI + IICBIIQ)% :
(2.42)

10



Here we have applied the approximation property in (2.19). Combining (2.34)-(2.37) and (2.42),

as well as the initial error,
B B B P,B
A (2)-(2)+ (2)-(n2)
-0 H E E E PE ) ||,_

B B
(%)~ (2)
< Cu(1+ |af +max(By, B)) (1Bl i1 + | Ell s ) o, (2:43)

we obtain

ICeC O+ 11CB ()] < Cu(1 + | + max(By, B2))B T + [|Ce (-, 0)]| + [I<a(-, 0)]]
< C(1+ |a| + max(By, B2))h" 1.

Here the constant C' depends on the mesh parameter o, and || B||r+1 and || E¢|| gr+1 up to time T,
and it also depends on ||B||gr+1 and ||E||gr+1 at ¢ = 0.

Finally we apply the triangle inequality and the approximation property of 7, = Il in Lemma
2.4 to conclude the estimate in (2.32) when an af-flux is used in the proposed method. ]

In Theorem 2.5, the initialization is through L? projection. Some other initialization strategies
can also be used without changing the orders of accuracy established for the proposed methods.
Among the general numerical flux (2.5), some lead to sub-optimal estimates. One such example,
with which the accuracy is confirmed to be sharp numerically, is the central flux (o = 1 = 2 = 0)
with k being odd. On the other hand, our analysis shows that a-fluxes will result in DG methods
with optimal accuracy (this is with respect to the approximation property of V}"); note again that
this family of numerical fluxes include the upwind and alternating fluxes. With a close examination
of the proof, one will see that the condition to define the a/3-fluxes, namely o? + 312 = i, can
indeed be further relaxed without compromising the optimal accuracy of the DG methods. This
generalization is summarized in the next theorem.

Theorem 2.6. Consider the numerical fluz (2.5), where o, 31, B2 satisfy
1
o + 16 = Z+ch5 >0, (>0, i=1,2 (2.44)
where ¢ is a constant independent of h,

1
0> 3 when min(f1,F2) >0; 0 >1 when (162 = 0. (2.45)
When such numerical fluz is used in the semi-discrete DG method (2.2) (or (2.3)) with the L?-type
initialization By(0,-) = P,B(0,-), En(0,-) = P,E(0,-), the method will have optimal error estimate
as follows.

feal) < 4 C(“RRGRG) B min(5r,82) > 0, (2.16)
C (1 + |a| +max (1, B2)) K", B132 = 0.

The generic constant C' above is independent of h. It may depend on c, the mesh parameter o, and
the H ™ -norm of B, E, By, and E; up to time T.

Proof. The proof will be based on some modification of that for Theorem 2.5 and of some results
in Lemma 2.4. We briefly illustrate the main steps in the following.
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Step 1. First, we consider the operator IIj, defined in (2.17) with «, 1,32 satisfying (2.44)-
(2.45). Although this operator is no longer a projection, it still has the properties (i) — (i7) in
Lemma 2.4. The property (iv) in Lemma 2.4 is now replaced by

. 1 1 .
(iv") FB(UB,UE)J._% = CLh" T2 B o, FE("?EanB)j_% = C W2 B e, Vi, (2.47)

and this is a direct result of (2.29) and its counterpart for Fg(ng,np);_ 1, together with the
2
approximation property of P};—L in (2.15).
Step 2. For the error estimate, we can follow the arguments in the beginning of the proof of

Theorem 2.5 and get (2.34)-(2.36). We then define 7y, and (, by specifying 7, as the operator 11,
in (2.17), and get

—ap(ME,1B:CE, () = — /Q(nE)tCE + (nB)iCpdx

=3 (Folngne)(Gel + Fotns,np)Cel) - (2.48)

j i=3
The first term on the right-hand side has been estimated in (2.42),
1
- / (el + (1B)iCpdr < Co(1 + o+ max(By, B) R (I Bill s + [ Bl ) (1] + 11G517)*
Q
(2.49)

As for the second term on the right, based on (2.38)-(2.40) and (2.47), we get

=Y (Fs(s,mp)CE) + (Fe(nsms)[Cs]); -
J

1
2

S (e + sl

2 .
; )+ C. g S ) 2 B B ), minh ) > 0
1
Cu(1 + la] + mas(By, o)) (|Bl s + 1Bl grs) (1o IP + ICoIP) B =0,

1
2 1=1,

IN

(2.50)

Now we can combine (2.34)-(2.36), (2.48)-(2.50), the choice of the parameter ¢ in (2.45), and the
initial error in (2.43) to conclude the optimal error estimate (2.46). O

Remark 2.7. When the wave problem in (1.1) is free of the source terms, one can further show
that the constant C' in the error estimates in Theorems 2.5 and 2.6 will depend on time T at most
linearly, see also Figures 3.1-3.2 in Section 3.

Remark 2.8. With the more general numerical flur (2.8) with §; > 0, i = 1,2, it can be shown

that ||en|| < Ch™2 when 43162 > (a1 + ao)?, and ||ex|| < Ch"™ when 46132 = (a1 + az)?. The DG
methods with the af-fluzes defined in (2.5) and (2.7), or its generalization as in (2.44), are still all
we have identified to be L? optimal through the current framework using a local projection operator
(2.17) in the analysis, see also the brief comment in Section 4 on a global projection operator.

2.3 Superconvergence and accuracy enhancement

In this subsection, we study the superconvergence properties of the DG methods with a3-fluxes. For
the general L? stable DG methods, postprocessing techniques are presented to gain extra accuracy.
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Superconvergence property is observed in the numerical solutions of some DG schemes, and the-
oretical analysis has been carried out in literature, see [34, 6] for recent work on one-dimensional
linear advection equation. For the DG methods with ag-fluxes and under suitable initial discretiza-
tion, we will establish the (r + 2)-th order superconvergence rate of the DG approximation towards
a special projection of the exact solution in the L? norm as well as in a specially defined L>®-type
norm (see (2.52)), and of the L? norm of the cell average of the solution errors.

The first step to obtain the superconvergence property is to carefully choose the numerical
initial conditions. Related to this, we have the following lemma.

Lemma 2.9. Based on the initial condition E(0,-), B(0,-), there exist numerical initial discretiza-
tions, denoted by Ey(0,-), Bxr(0,-), such that the following properties are satisfied at time t = 0:

(CB)t =0, (Ce)t=0,
¢l < CR™2, |I¢ell < CR™2. (2.51)

Here iy, is taken as Ij, in (2.17) to define ¢, = (B, Cr)".

We would like to comment that the construction of such initial discretization is highly non-trivial
and we refer to [34] for the details how to compute it, as well as the proof of Lemma 2.9. On the other
hand, this special initialization is sufficient yet not always necessary for the numerical solutions by
DG methods with ag-flux to display the type of superconvergence properties summarized in next
theorem, see Section 3 for some numerical examples. Now we are ready to state the main theorem.

Theorem 2.10. For the semi-discrete DG method (2.2) (or (2.3)) with an af-fluz (2.7) and a
numerical initial discretization as prescribed in Lemma 2.9, when the exact solutions have sufficient
reqularity, the following estimates will hold at the time t =T,

N 2
1
N > (ICew) P + [¢aw)I?) | < COR, (2.52)
7j=1
lesll + llesll < CR™2, (2.53)
B+ lICell < ChT™2., (2.54)

Here m, is taken as I1j, in (2.17) to define ¢, = ((p,Cr) ', and y; is any point in the cell I; with the
same reference position, i.e., y; = xj +ah; with a independent of j. The constant C is independent

of h, and may depend on r, a, B and some Sobolev norms of the exact solution E and B up to time
T.

The proof follows the framework introduced by Yang and Shu [34], where they prove similar
results for the linear scalar hyperbolic equation with the upwind flux. We extend their results to
the linear hyperbolic system and for more general choice of numerical fluxes. As the main structure
of the proof follows that in [34], we shall only highlight the main steps and point out the key
differences (mostly related to the use of the af-flux) in the following analysis.

Proof. Step 1: Let Eq define the cell average of (, in each cell I;, namely, §q| L = % I} I Cqde,
Vj=1,---,N, where ¢ can be either E or B, then we have

I<e = Cell, +1I¢B = Callz, < Chy (1(Ce)allr, + 1(CB)ell1;) (2.55)

based on Friedrichs’ inequality. Here || - ||z, denotes the L? norm in I;.
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For the DG method with an af-flux and the projection 75, = II}, as defined in (2.17), the error
equations take the form

/I (en)ipdz + /I (Boadr = (Fp(CB,Cp)O )41 + (Fo((B: Cp)OT) ;1 =0, (2.56a)
/I‘(eB)tl/}de‘ + /1 Cevrdr — (Fe(Ce, CB)Y )11 + (Fe(Ce, (B ™)1 =0, (2.56b)

for all test functions ¢, ¢ € V}/, and for all j. Utilizing the relation a? + 1By = i, we can obtain

/ <—ﬁ2€E+(%+Oé)€B> ¢dx
I; t

o / ]. ((G+a)e—ats) ate— (GG +alel~mlcaot) =0, @D

/Ij <(% T aen + ﬂleg)twdaz
-/ <ﬁ1<E+<§+a>cB)$wdx— ((ﬁl[cEH(%m)[cgbw) —0. (@25)

1 i+3

[N

When % + a # 0, we can see
det [

and then

sta B ]:1+a¢0, (2.59)
ICodell, + 1€a)ally, < © (H((% + )G = facole| o+ (016 + (5 + @)
_l’_

— 9 %-I—Oé 2
I; IJ’)
<C
tl I;

< C([1Pu(es)ells, + [1Paler)ills;) < C (Ies)ells, + (ep)elr,) - (2.60)

Py <(% +a)er + 51€B>

Ph <—ﬂ26E + (% + a)63>

t

Here the first inequality is due to (2.59), and the second inequality is derived from (2.57)- (2.58)
with essentially the same analysis as in [34, Lemma 3.6]. When £ + a = 0, the same result
1(CE)zllr; + 11(CB)zl; < C(ll(e)ellr; + |l(er)ellz;) can be concluded if we work with the next two
equalities instead

/I | ((% ~a)er - ﬁleB)t b

j - /I <_ﬂ1CE + (1 - a)<B>x pdx — ((—51 [Ce] + (% — a)[CB])(b_) =0, (261)

j 2 i+

/Ij <52€E + (% - a)€B>t1/1dl‘
- [ (Goxe+mn) o= ((G-alcal+micel) =0 2oy

J j—

(NI
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One can further estimate ||(ep):|| and ||(eg):|| following a similar analysis as in Theorem 2.5 to
bound |leg|| and ||eg||. We skip the details and only state the result.

IeB)ell + ll(ep)ell < CR. (2.63)
With this and (2.55), (2.60), we have

I¢e — Call + 1I<s — Call < CR™2. (2.64)

Step 2: Next, we proceed to estimate (5, (y;) as well as [|(;||. For any point y; in the cell I;, we
can construct a unique set of r + 1 quadrature points in I;, denoted as {33; to<i<r, which includes
yi(= i“z for some index i) and at the same time is accurate for the integration of polynomials
of degree 2r over I;. Let the corresponding weights on a reference element [—1,1] be {w;}o<i<,.
In addition, let X; € V) be a piecewise polynomial of degree r, which is nonzero only in I; and
satisfies Xz(a:;/) = 0;. Here 0; 7 is Kronecker delta function. With this, we have (5 (y;) = Ch(i“;) =
%h]- ij Chxédx = %hj Jo Chxg-dx. From now on, we will use the notation (u,v) = [, uvdz.

Let’s consider the following dual problem:

((bj)t - ((b])I = Ov‘ ($7t) € [a’v b] X (OvTL
¢j(x,T) = xj(x), =€ la,b],
(bj(avt) = ¢j(b7t)7 le (OvT]'

We now introduce the following projections of ¢;:

P;El)%' — (% —a— ﬁg) P}j'qu + (% + o+ ﬁg) P, (2.65)
P}EQ)% — (% +a— ﬁl> P}j'qu + (% —a+ ﬁl> P ¢, (2.66)

which mimic the definition of II;, in (2.17).
Following [34], we have

A T
(€6 (T)x}) = (er.0)(T) = er b))+ [ (((er)e ) + (er. (61 . (2.67)
and

(em)ts &) + (€5, (7)) = (em)ss b5 — P i) — H(Cry PV 65 Fu(Cy Co)) + (s (67)2) + (s (6)2)s

where

H(Cp, PV ¢ F5(Coy Cr)) (2.68)
= (g (P ¢)a +Z (73 (B, CE)[P DCM)

1
l=3

FolCo,co)lPV6)])

~(CB)er PV6) Z sPVe],

1
1 2

to

= —((CB)a &) — Z [CBP(1)¢].] + > <.7:B (B, ()P 1)¢j]>171
I

= (G2 (9) +Z(<B¢J BPfE 65] + Fo(Ca, o) PV e5])

10
T2
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and the jump terms can be reorganized as

~[¢sPM o]+ Fp(Ca Ca)IP, ,S“qu] ~[¢s P ¢J}+<a[<B1+ﬂl[<E1>[P,E”¢j1

—¢sl{ P 65} — alPV o)) + BrlCel [PV o), (2.69)
(Co6s] = Col((65) — (a+ B)(6]) + (o} o) + (o + BColl6)]
= [¢B)({65} — (@ + B2)[os]) + ({CB) + (@ + B2)[CB] 5] (2.70)
Similarly,
T
(en(T),X}) = (5, 6;)(0) + /O (((en)i65) + (en, (670 dt, (2.71)

((eB)es d3) + (5, (D)) = ((eB)s 5 — P bg) — H(Coy P b3 Fi (v C8)) + (. (6))2) + (Cos (6)2),

where

H(Co, P 653 Fo(Co ) = (G (67)2) + Y (ICmes] = (o PV 03] + FiolCo )PV 651)
l

2

and

— 1P 6] + Fu(Ce, ) [P ¢ = —1Cel{PD 6} + ol P 65)) + BalCI [P 6], (2.72)
[<E¢JJ B} + (o — 61)[%]) ({Cu} — (a = B)[Ca)dy). (2.73)

Using the definitions of P,El) and P,?) in (2.65)-(2.66), as well as some simple algebra similar to the
proof of Lemma 2.4, we can show

(PY) — a[PW)] - BaPPo,) = <1 Ca- @) o+ <1 fat @) b7,
(BP0} +alre - 51PN 6) = (5+a-m)of + (5-a+5) 0.
Then the sum of (2.69) and (2.72) becomes

— [P 8] + Fu(Ce, o) P 6] = (o P 5] + F(Ca, () [Py 5]
= —[cal ({P" 05} = alPV 5] = Bl P 65]) — [e) ({05} + al P 0] - B[PV ]
=~ [ ({63} = (a + B)[&3]) — [Cu] ({65} + (@ = B)[es)) - (2.74)

This, together with (2.70) and (2.73), further gives

KBl — CEPY 5]+ FeCe, )P 65] + G — KB P ] + Fu(Ca, (o) [P 6]
= ({¢a} + (a + B)[CBDIoy] + ({Ce} — (a — B[CeDlos).  (2.75)
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Now we combine (2.67), (2.71), (2.75), and get
(en(T),x;) + (en(T), x5) = (€5, 65)(0) + (€5, 6;)(0)
+ / ) («eE)t, 65 = PV 63) + (s, (85)2) = Y ({Ca} + (@ + ) o)),

_1
l 2

+ (en)es 85 = PP63) + . (97)0) = D (({C} = (o 51)[CE])[¢;‘])ZI> dt

1 2
T
= (0 0)(O) + e 0)0) + [ ((erhnts = P6) + (emh iy = PP )
T
+ [ (260 + (ns 600 (276)

For the last equality, we have used fOT > (({CB}—i- (a+ﬁ2)[CB])[¢j]>l,1dt =0 and fOT S (({CE}—
(o — ﬁl)[CE])[qﬁj])l_ldt = 0 which are due to that [qu]l_% = 0 except for a finite number of t. We
further apply integr;tion by parts to the last term of the right-hand side of (2.76), and get
(Ca(T),X%) + (¢B(T),X%) = (Cu, ¢5)(0) + (CB, ¢;)(0) (2.77)
T 3 @ T
b [ ((Cerdenss = BP0+ (enhnts = BV6p) dt = [ ()i y) + (o)) e
0 0

Using the characteristic lines of ¢;, Yang and Shu [34] performed a detailed analysis to bound some
terms similar to those on the right-hand sides of (2.77). Following similar techniques, we can show

D (@)* < CR*5, where T := (Cg, ¢7)(0) + (CB, 6;)(0),

J

. , T

SO(IH)? < CR2H, where 1T} = /O (@)1, 05) + ((B)1s 6)) dt

J
3 ()% < Ch¥*5,  where I := /T (((emdns b5 = PVay) + (ep)e b5 — PYay) ) dt
' 3) S 5 3" ) E)t; j BJt, @5 h ¥

J

We refer the readers to [34] for more details. Now we gather all the estimates and obtain

Z| CE,X] CB,XM < Ch2t5, (2.78)

Step 3: Next, we consider another dual problem

(Q/)j)t + (wg)a: = Oa (.1‘,75) € [a> b] X (0>T]7
wj(va) = XJ(J}), x € [a’7 b]7
¢j(a7t) = 1/} (bvt) le (OaTL

and with a very similar analysis, we obtain

Z| CE7XJ (CB: Xg)| < OR2+5, (2.79)
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The estimates in (2.78)-(2.79) readily imply
NP NP
D 1 XD Yo €Cs x| < Cnrs,
J J
This means that, for any y; in the cell I;, we have
_Z‘CB y] - Z‘ CB:XJ

~ Z [Ca(y)* < R, (2:81)
J

2
< Ch?rH, (2.80)

This leads to the superconvergence property (2.52).
Finally, we can carry out the analysis just as above, yet replacing X; in the two dual problems
at time 7" by the indicator function of the cell I;. This will yield

ICall + 1<l < ChA7F? (2.82)

hence the estimate for the solution error ey in (2.53). The superconvergence estimate (2.54) then
follows from (2.64) and (2.82). O

Remark 2.11. The superconvergence results are proven for af-flures (2.7). When the numerical
fluzes do not satisfy (2.7), we have tested the corresponding DG methods numerically, and no such
superconvergence property has been observed.

Finally we discuss an approach to gain extra accuracy through post-processing techniques using
a specially designed convolution kernel. In [13], post-processing techniques are devised to enhance
the accuracy for DG solutions on uniform meshes, and they are based on error estimates of even
higher order accuracy in negative-order norms, namely,

= sup Jou@o@dr

, 2.83
0£$ECE () i (283)

for the numerical solutions. In particular, the computed DG solutions at the final time 7" are con-

voluted with a specially chosen kernel, K 2(T+1)’r+1, and this will give the post-processed solutions,
E} and By,
Ef = KU BT, B = KO BT ). (2.84)

The kernel is a linear combination of B-splines functions of order r + 1, scaled by the mesh size
h, and it is translation-invariant. More details can be found in [31] about the kernel. Following
essentially the same proof as in [13] (see also [23]), we have the following estimates.

Theorem 2.12. For the semi-discrete DG method (2.2) (or (2.3)) with the numerical fluxz (2.5),
Bi >0, i = 1,2, in addition to the L*-type initialization with By(0,-) = P,B(0,-), Ey(0,-) =
PyE(0,-), if the numerical solutions Ej, and By are (r + m)-th order accurate in L? norm and
the exact solutions together with the source terms, S1 and So, have sufficient regularity, then the
post-processed solutions, E} and Bj, will have the following error estimates,

|1E = E;l,[|B — By|| < op2rmintm), (2.85)

The positive constant C' is independent of h. It may depend on r, a, B and some Sobolev norms of
the exact solution E& and B up to time T'.
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In both [13] and [23], the analysis is carried out for homogeneous problems. Yet the analysis can
be extended directly to the case with smooth source terms, for instance by redefining ©3; on p.588

in [13] as Oy = (uo — Phuo, <p(0)> + fOT(S, ¢ — x)dt, where S is the source term in the problem,

also refer to [13] for the notation in this definition.

2.4 Dispersion analysis

In this subsection, we perform dispersion analysis of the proposed general L? stable DG methods.
The dispersion and dissipation errors of semi-discrete DG methods have been analyzed for scalar
linear conservation law [1, 22, 21, 28], and for second-order wave equations [3]. A recent study [2]
compares the dispersive behavior of finite element methods, spectral element methods, and DG
methods with central flux for the one-way wave equation. As for fully discrete schemes, in [33],
Runge-Kutta DG and Lax-Wendroff DG methods are analyzed for linear advection equation. In
[27], Runge-Kutta DG methods with the upwind flux are considered for Maxwell’s system, and
their accuracy in both dispersion and dissipation errors was studied numerically.

In the analysis below, we shall consider the DG scheme (2.2) with flux choice (2.5) and assume
S1 = S2 = 0. As usually done for the dispersion analysis, we use a uniform mesh, i.e. h; = h for
Vj. To carry out the analysis, we assume that the initial condition takes the form

E(0,z) = Ege'®, (2.86a)
B(0,z) = Bpe'*®, (2.86b)

then the exact solution is given by

Eo+ By ; Ey— By ;
E(t,z) = 7‘]; 0 gitkatht) | 0 20 5 0 pilka—kt) (2.87a)
Eo+ By Ey— By
B(t,l‘) _ %ez(lm%—kt) N %ez(kw—kt)‘ (2.87b)
Clearly, it is composed of two waves e/t with the dispersion relation w = +k.

Now given k, we want to identify the corresponding numerical dispersion relation for the DG
methods, where the numerical solution would be composed of waves of the form e!(k=+t)
will discuss the cases of piecewise PV, P!, P? polynomial spaces, while for higher order polynomials
the derivation becomes more cumbersome and is not included in this paper. In all cases, we shall
consider the small wavenumber limit, i.e. kh — 0, and perform asymptotic expansion with respect
to kh. Compared with [3], our analysis below includes the P? polynomial case, and it also provides
detailed discussion about both the physical and spurious modes. The specific form of the spurious
modes are particularly important to the numerical solutions of non-dissipative (energy-conserving)
schemes, i.e. schemes with 7 = f2 = 0, verifying their sensitivity to initial data. Same as in error
estimates, the parameters a, (31, 32 in the numerical flux (2.5) are assumed to be constants of O(1),
and 31 > 0, B2 > 0.

. Below we

2.4.1 P° polynomials

For the case of piecewise constant polynomial space, we assume Ej|;;, = Ej, By|;; = Bj. From
(2.2), we can obtain the following relation

5 ) () el ) o (50
=A ! + A J)+A / ,
(Bj .\ B “\ B "\ Bjn
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where A, A, Az are 2 x 2 matrices. From the assumption of the wave taking the form FE;(t) =

~ ~

E(t)e*@i| B;(t) = B(t)e?*i, the above relation is transformed into

(3),-¢(5),

where G = Aje " + Ay + Aze’ ™ is the amplification matrix. In particular, G is given by

1 ( 231 (cos(kh) — 1) 2a(cos(kh) — 1) + isin(kh) ) .

=7\ Z2a(cos(kh) — 1) + isin(kh) 285 (cos(kh) — 1)

h=+

The matrix G has two eigenvalues A1, A2, and we compute
B+ Pa)k*
4

(B1 + B2)k? (—4 +3(4a% — (B — 52)2)) k? h2—i(
9 24 2

in the limit of kh — 0. When £; + #2 > 0, this demonstrates a first order dissipation error and
in general a second order dispersion error in the numerical solution. If 31 = G5 = 0, the scheme
is non-dissipative, and the two eigenvalues of GG are always real. This can also be verified directly
from the analytical form of the amplification matrix G. In this case, the leading dispersion error

A
g = % =tk h3+O(k(kh)*)

is of second order unless a = + %, for which the method can be pushed to have fourth order
accuracy in dispersion analysis. This particular parameter choice is also reported in [3].

2.4.2 P! polynomials

The procedure is similar for piecewise linear polynomials. By choosing the basis functions on each
element I; to be ¢1 = —&§ + %, P2 = &+ %, with & = w_}fj, the numerical solution on I; can be
written as Ej = E}qﬁl + E?qbg, By, = B}gf)l + B?qbg. Similar derivations as in the P° case result in

the following ODE

El E!
E? E?
- =G . ,
B! B!
B? B2
t
where the amplification matrix is given by
—2061(2 + M) B1(2 + de= ) 1—da— (142a)e™  2(14+a+ (=1+2a)e™ )
a1 261 (1 + 2¢™h) Br(—4 — 2e7FM) 2(=14+a+ (1+2a)e™)  —1—da+ (1 —2a)e”*"
T h 1+4a+ (—14+2a)e*  2(1 —a — (14 2a)e™ ) —262(2 + ') Ba(2 + 4e M)
—2(1+a+ (=1+2a)e™)  —1+4a+ (1 +2a)e " 282 (1 + 2™ Bo(—4 — 2e7 )
The matrix G has four distinct eigenvalues \;,i = 1,...,4. We perform an asymptotic analysis

as kh — 0, and obtain the following results. Four cases are discussed depending on the values of

aa/Blu/BQ'
Case 1: If a® 4 312 # 0, then

Mg -~ (BL+ Bkt 5 K 2 4 2 2
e = = R P A T TTIs0(eR 4 Bige)p 20+ 96T = 501 =56

— 308182 + 1920751 82 + 963133 )h* + O(k(kh)®) (2.88a)
W34 = % = (6i(B1 + Ba) £ 6y/4a2 — (B — ﬁg)Q)% +0(1). (2.88b)
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Clearly, 101 2 correspond to the physical modes, and w3 4 are the spurious modes. If 31 + 32 > 0, the
leading error in the physical modes is a third order dissipation error. The spurious modes, on the
other hand, get damped exponentially fast in time, due to the leading imaginary part of w3 4 being
positive and proportional to O(%) If 61 = B2 = 0, although the leading error in the physical modes
is of higher order, i.e. at least fourth order depending on the value of «, the spurious modes will
be O(%) oscillatory. Therefore, any contribution to the spurious modes from the initial data will
always be present over time, rendering the numerical solution highly dependent upon the initial
approximation, see Tables 3.3 and 3.4 for numerical verification. We notice that the proposed
af-fluxes always belong to Case 1.
Case 2: If « = (1 =0, B # 0 then

wyo = *k £ k—hQ +i— i h® 4 O(k(kh)*), (2.89a)
’ 720,

5 ,3k2 kY9 3, 4

iy = hBQ +0(1). (2.89¢)

The leading error in the physical modes ;2 is a second order dispersion error, inferior to Case
1. This shall be held accountable for the sub-optimal order of accuracy illustrated in Table 3.8.
For the spurious modes, w3 corresponds to a stationary wave that is not moving with time in the
O(1) leading order, but gets damped on the first order of h. w4 on the other hand will be damped
exponentially fast due to the leading O(%) term, and is less significant than ws.

Case 3: If a« = (B2 =0, B1 # 0 then

3
Wy o =tk + k—hQ SEY P K h® 4 O(k(kh)*), (2.90a)
7206,
3k? K9 3.3 A
- ORT KT 3 9
w3 245 h—HlQﬁl(lﬁﬁ% 4)h + O(k(kh)%), (2.90b)
12
By = 2201 O(1). (2.90¢)
The discussion is similar to Case 2, and is omitted.
Case 4: If a« = 31 = o = 0, then
K3 kS
I k+-—h? — ———h*) + O(k(kh)® 2.91
1 = £k + h? = k) + O(K(k)°), (2.91)
3 5k3 2 83k5 4 6
W34 = +(3k — fh 5120h )+ O(k(kh)®). (2.91b)

In fact, one can show that each w in this case is always real, showing no dissipation error. For the
physical modes w1 2, the leading error is a second order dispersion error, inferior to Case 1. This
shall be held accountable for the suboptimal order of accuracy for the DG methods with the central
flux demonstrated numerically in Table 3.7 and predicted in Theorem 2.5. More interestingly, the
spurious modes w3 4 consists of two waves traveling three times the actual wave speed, and they
are not damped with time. The numerical solution, just as in Case 1 with §; = (G2 = 0, will be
sensitive to the initial approximation.
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2.4.3 P? polynomials

For the piecewise P? polynomial case, we choose the basis functions on each element I; to be

¢1=26(E—13), o = —4(€% — 1), ¢35 = 26(£ + %) where £ = Z572. Similar derivations show that
there are six eigenvalues of the amplification matrix, and

W9 =tk +i (O + Bk R + l (=15 + 5602 + 787 4 753 + 7031 82)h°® 4+ O(k(kh)")
12 = 7200 252000 ! 2 1z ’
(2.92a)
iga = (3i(B1 + Bo) + 3v/20? = (B — )
+/6(10 + 602 — 382 — 383 + (36 + 35) /Ao — (Br — B)?) )% +0(1), (2.92D)
W56 = (32 B1+ B2) — 3y/4a? — — [(2)?
+ \/6(10 + 602 — 3067 — 383 — (3081 + 332)\/4a2 — (B1 — (2)?) )% + O(1). (2.92¢)

w12 are the physical modes, while w3 456 are the spurious modes. For the physical modes, when
61+ B2 > 0, we observe fifth order dissipation error; otherwise, a sixth order dispersion error is
dominant. We can verify by basic algebraic manipulations that the imaginary part of the leading
term of w3 456 is positive and proportional to O(%), and this implies that all these spurious modes
will decay exponentially with time. We also notice that unlike piecewise linear polynomials, there
is no need to distinguish the case of different «, 01, 32 values. In fact, we believe this is why the
central flux gives sub-optimal accuracy order for the DG methods with piecewise P! polynomial
spaces, but optimal accuracy order for the P? polynomial case in actual simulations.

3 Numerical examples

We perform numerical tests to verify the theoretical results obtained in previous sections, and
further demonstrate the behavior of the proposed methods. In particular, we consider

Example 3.1. Equation (1.1) with S1(t,x) = Sa(t,x) = 0 and the following smooth initial condition
1
E(0,z) =sin(z), B(0,z)= —3 sin(z).
The exact solution is given by
1 . 2 1. 2 .
E(t,z) = 3 sin(z +t) + 3 sin(z —t), B(t,z) = 3 sin(z +t) — 3 sin(z — t).
Example 3.2. Equation (1.1) with
Si(t,z) = (1 — esin(®) —cos(t)) sin(z), S(t,z) = (sin(t) —cos(t)esm(t)) cos ()

and zero initial condition E(0,x) = B(0,x) = 0.
The exact solution is given by

E(t,z) = sin(t)sin(z), B(t,z) = (&™) — 1) cos().
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In our simulations, we use a ninth-order strong-stability-preserving (SSP) Runge-Kutta method
[19] with At = O(h) for Example 3.1 and a third-order TVD Runge-Kutta method [29] with
At = O(h?) for Example 3.2 to eliminate the error from the temporal discretization. We remark
that the time discretization described in [7] can also be used to solve Example 3.2 without the need
to reduce greatly the timestep size in the presence of the source terms.

3.1 Convergence study

We measure the L2 norm of e;, L? and L® norms of (j,, the error in cell averages eqve = ||€g|+€x],
and the L? error of the post-processed numerical solution

- (2)-(2)-(%)

at t = 15. The projection IT; in (2.17) is used to define (. To compute the L norm of (3, we
sample 20 points in each cell I; uniformly, and compute the maximum absolute value of ¢, at all
these points. We here examine the superconvergence property of (; in the L° norm as it implies
the estimate in (2.52). Unless otherwise noted, the initial condition of the numerical solution is
approximated by the L? projection. Uniform meshes are used in all numerical tests.

We start with the source free problem, Example 3.1, and first consider the a8-fluxes with several
sets of values for «, 81, 32. Tables 3.1, 3.2, 3.3, 3.5, 3.6 list the numerical errors and orders for five
sets of the af-fluxes. We notice that except for Table 3.3 with flux choice a« = —0.5,01 = (o =
0 (which is also an alternating flux), all other cases demonstrate optimal convergence orders of
r+1,2r+1,7+2,2r + 1 for ey, €5, Cn, €ave, respectively. This is in accordance with the theoretical
results obtained in Sections 2.2 and 2.3. In particular, the convergence rate for the cell average is
higher than the (r + 2)-th order predicted in Theorem 2.10.

When we restrict our attention to Table 3.3, however, we notice significantly different error
behaviors. The convergence orders for ey, e; still remain r + 1 and 2r + 1, but the order for ¢,
is reduced to r + 1 and the order for ey, is oscillating around r + 2 with mesh refinement. The
error terms (; and ege are also noticeably bigger than their counterparts in Tables 3.1, 3.2, 3.5
and 3.6. We notice that this order reduction does not violate Theorem 2.10, because we have used
the L? projection to approximate the initial condition instead of the sophisticated initialization
prescribed by Lemma 2.9. To verify this claim, we perform a numerical experiment by changing
the initial approximation to Il (B, F) as defined in (2.17), and list the numerical errors and orders
in Table 3.4. The projection IIj is closer to the suggested initial condition in Lemma 2.9 than the
L? projection, and therefore this results in significantly reduced errors in ¢;, and ege. In particular,
the order of (j, is observed to be r + 2, and the order of ey, is now oscillating about 2r + 1.
From these computations, we can draw the conclusion that for this non-dissipative scheme with
an af flux where 81 = B = 0, the superconvergence properties are sensitive to the initialization.
This is natural due to the lack of dissipation in the numerical scheme, and is also verified by
the dispersion analysis in Section 2.4. When comparing Table 3.3 with Tables 3.5 and 3.6, we
observe that dissipation in the numerical schemes can dramatically increase the superconvergence
property even if the initial condition is simply approximated by the L? projection. The impact of
the numerical initialization on superconvergence of DG solutions for one-dimensional linear scalar
hyperbolic equations has been previously reported in [34, 6].

We then consider numerical results computed by DG methods with three fluxes that do not
belong to the af-flux family. In those cases, the operator Il does not generate functions closer
to the numerical solutions than F, B themselves, so we only list the errors for ey, ey, €4e. Table
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3.7 contains the numerical results for the central flux with o = (51 = 5o = 0. We observe sub-
optimal 7-th order accuracy for odd polynomials P! and P3, and optimal (7 + 1)-th order accuracy
for even polynomials P? in the L? error of the numerical solution. The convergence orders for
the post-processed solutions are 2r, 2r + 2, 2r respectively for P!, P2, P3. As for the error for cell
averages €qpe, the convergence orders are all above r+1, and seem to oscillate with mesh refinement.
Although this flux is energy-conserving similarly to the alternating flux presented in Tables 3.3 and
3.4, the loss of L? convergence rate is an indication of the importance of choosing the correct
parameters «, 31, J2 in the numerical fluxes for the optimal convergence rate.

In Table 3.8, we test the numerical flux with o = 8y = 0, f5 = 0.1. This is neither an af-flux,
nor energy-conserving. The errors behave very similarly to the central flux, i.e. only sub-optimal
orders are observed for P! and P2 polynomials. On the other hand, Table 3.9 for the numerical
flux with a = 0,6, = (2 = V0.25 —0.4992 ~ 0.0316 shows quite different behavior. By using
nonzero values in both 4, and (3, this dissipative scheme demonstrates optimal L? convergence
rate of (r+1)-th order for all polynomial cases. Although this flux does not belong to the a-fluxes
family nor its variant in (2.44), and is not backed up by convergence theory in Section 2.2, we do
observe orders of r + 1,27 + 1,2r + 1 for ey, €}, €4e, respectively.

Next, we turn our attention to Example 3.2 with the source term. We provide results for
numerical errors and orders in Tables 3.10, 3.11, 3.12 for upwind, alternating and central flux.
They demonstrate similar behaviors in accuracy orders as their counterparts for the source free
problem in Tables 3.1, 3.4, 3.7. We want to emphasize that this example has zero initial condition,
and that’s why the behavior of the alternating flux in this case is similar to Table 3.4, but not to
Table 3.3.

Table 3.1: Example 3.1. Numerical errors and orders at ¢ = 15 computed with an af-flux, a = 0,
(1 = (B2 = 0.5. This is also known as the upwind flux.

space N €h 62 Ch Ch Cave

L? error order | L? error  order | L? error order | L™ error order | L? error order

20 | 6.53E-03 4.84E-03 4.78E-03 6.22E-03 6.69E-03
pt 40 | 1.30E-03 2.32 | 6.05E-04 3.00 | 6.02E-04 2.99 | 7.70E-04 3.01 | 8.48E-04 2.98
80 | 3.03E-04 2.11 | 7.55E-05 3.00 | 7.54E-05 3.00 | 9.58E-05 3.01 | 1.06E-04 2.99
160 | 7.44E-05 2.03 | 9.42E-06 3.00 | 9.43E-06 3.00 | 1.20E-05 3.00 | 1.33E-05 3.00

20 | 1.24E-04 7.07E-06 6.50E-06 1.10E-05 6.68E-06
P? 40 | 1.56E-05 3.00 | 1.85E-07 5.25 | 3.22E-07 4.33 | 7.67E-07 3.84 | 2.11E-07 4.99
80 | 1.94E-06 3.00 | 5.22E-09 5.15 | 1.87E-08 4.11 | 5.39E-08 3.83 | 6.60E-09  5.00
160 | 2.43E-07 3.00 | 1.54E-10 5.18 | 1.15E-09 4.03 | 3.55E-09 3.92 | 2.06E-10 5.00

20 | 2.52E-06 7.49E-08 6.28E-08 2.45E-07 3.39E-09
p3 40 | 1.57E-07 4.00 | 3.08E-10 7.92 | 1.96E-09 5.00 | 7.67E-09 5.00 | 2.67E-11 6.99
80 | 9.85E-09 4.00 | 1.31E-12 7.88 | 6.12E-11  5.00 | 2.40E-10 5.00 | 2.09E-13 7.00
160 | 6.15E-10 4.00 | 5.96E-15 7.75 | 1.91E-12 5.00 | 7.49E-12 5.00 | 1.44E-15 7.18
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Table 3.2: Example 3.1. Numerical errors and orders at ¢ = 15 computed with an af-flux, a = 0.4,

61 =2 =0.3.
space | N €h 62 Ch Ch Cave
L? error order | L? error order | L? error order | L™ error order | L? error order
20 | 5.40E-03 2.97E-03 2.91E-03 3.98E-03 4.07E-03
pt 40 | 1.21E-03 2.15 | 3.67E-04 3.02 | 3.65E-04 2.99 | 4.96E-04 3.01 | 5.12E-04 2.99
80 | 2.95E-04 2.04 | 4.56E-05 3.01 | 4.56E-05 3.00 | 6.19E-05 3.00 | 6.41E-05 3.00
160 | 7.33E-05 2.01 | 5.67TE-06 3.01 | 5.70E-06 3.00 | 7.74E-06 3.00 | 8.01E-06 3.00
20 | 1.22E-04 5.20E-06 5.02E-06 1.41E-05 4.05E-06
pP? 40 | 1.52E-05 3.00 | 1.26E-07 5.36 | 2.75E-07 4.19 | 8.22E-07 4.10 | 1.27E-07 4.99
80 | 1.91E-06 3.00 | 3.37E-09 5.23 | 1.65E-08 4.05 | 4.98E-08 4.05 | 3.98E-09 5.00
160 | 2.39E-07 3.00 | 9.63E-11 5.13 | 1.02E-09 4.01 | 3.07E-09 4.02 | 1.24E-10 5.00
20 | 2.45E-06 7.40E-08 5.29E-08 1.44E-07 2.06E-09
p3 40 | 1.54E-07 4.00 | 3.01E-10 7.94 | 1.65E-09 5.00 | 4.54E-09 4.99 | 1.62E-11  6.99
80 | 9.63E-09 4.00 | 1.23E-12 7.94 | 5.16E-11 5.00 | 1.42E-10 5.00 | 1.26E-13  7.00
160 | 6.02E-10 4.00 | 5.51E-15 7.80 | 1.61E-12 5.00 | 4.45E-12 5.00 | 7.91E-16 7.32
Table 3.3: Example 3.1. Numerical errors and orders at t = 15 computed with an ag-flux, a = —0.5,
(1 = (B2 = 0. This is also known as the alternating flux.
space N €h 62 Ch Ch €ave
L? error order | L? error order | L? error order | L™ error order | L? error order
20 | 3.96E-03 2.40E-04 3.48E-03 8.41E-03 3.10E-04
pt 40 | 1.67E-03 1.25 | 2.74E-05 3.13 | 8.82E-04 1.98 | 2.15E-03 1.97 | 7.49E-05 2.05
80 | 2.93E-04 2.51 | 3.25E-06 3.08 | 2.20E-04 2.00 | 5.38E-04 2.00 | 6.71E-06  3.48
160 | 8.94E-05 1.71 | 4.13E-07 298 | 5.57E-05 1.98 | 1.36E-04 1.98 | 9.03E-07 2.89
320 | 1.54E-05 2.54 | 5.10E-08 3.02 | 1.39E-05 2.01 | 3.39E-05 2.01 | 2.42E-08 5.22
20 | 1.65E-04 2.38E-06 8.21E-05 2.33E-04 4.81E-06
pP? 40 | 1.65E-05 3.32 | 3.80E-08 5.97 | 1.01E-05 3.02 | 3.07E-05 2.92 | 4.78E-07 3.33
80 | 2.07E-06 2.99 | 6.20E-10 5.94 | 1.34E-06 2.92 | 4.00E-06 2.94 | 4.44E-09 6.75
160 | 2.27E-07 3.19 | 1.11E-11  5.80 | 1.69E-07 2.99 | 5.04E-07 2.99 | 3.17E-10 3.81
20 | 2.73E-06 7.25E-08 1.21E-06 3.74E-06 4.65E-08
p3 40 | 1.76E-07 3.96 | 2.90E-10 7.97 | 6.75E-08 4.17 | 1.32E-07 4.83 | 2.64E-09 4.14
80 | 8.52E-09 4.37 | 1.14E-12 7.99 | 4.06E-09 4.05 | 7.96E-09 4.05 | 8.67E-11 4.93
160 | 6.60E-10 3.69 | 4.82E-15 7.88 | 2.48E-10 4.03 | 5.06E-10 3.98 | 2.52E-12 5.10
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Table 3.4: Example 3.1. Numerical errors and orders at t = 15 computed with an af-flux, a = —0.5,
B1 = B2 = 0 (alternating flux). We use the special projection IT; (B, E) as the initial condition.

space N €h 62 Ch Ch Cave

L? error order | L? error order | L? error order | L™ error order | L? error order

20 | 4.41E-03 2.81E-04 2.76E-04 5.48E-04 3.06E-04
p! 40 | 1.11E-03 1.99 | 3.18E-05 3.15 | 4.97E-05 2.47 | 9.76E-05 2.49 | 3.63E-05 3.08
80 | 2.77E-04 2.00 | 3.85E-06 3.04 | 4.65E-06 3.42 | 1.06E-05 3.21 | 4.24E-06 3.10
160 | 6.98E-05 1.99 | 4.78E-07 3.01 | 6.53E-07 2.83 | 1.39E-06 2.92 | 5.33E-07 2.99
320 | 1.74E-05 2.00 | 5.96E-08 3.00 | 6.16E-08 3.41 | 1.37E-07 3.35 | 6.51E-08 3.03

20 | 1.12E-04 2.37E-06 7.85E-06 2.03E-05 6.92E-07
p? 40 | 1.42E-05 298 | 3.82E-08 5.96 | 2.58E-07 4.92 | 7.61E-07 4.74 | 5.27E-09 7.04
80 | 1.76E-06 3.01 | 6.32E-10 5.92 | 2.63E-08 3.30 | 8.90E-08 3.10 | 4.95E-10 3.41
160 | 2.21E-07 2.99 | 1.18E-11 5.75 | 9.60E-10 4.77 | 3.27TE-09 4.76 | 5.03E-12  6.62

20 | 2.25E-06 7.25E-08 9.19E-08 1.85E-07 3.76E-09
pP3 40 | 1.40E-07 4.01 | 1.14E-12 7.99 | 3.01E-09 4.93 | 7.64E-09 4.60 | 2.36E-11 7.31
80 | 8.73E-09 4.00 | 1.14E-12 799 | 5.58E-11 5.76 | 2.15E-10 5.15 | 3.14E-13 6.23
160 | 5.46E-10 4.00 | 4.96E-15 7.84 | 2.99E-12 4.22 | 7.52E-12 4.84 | 5.97E-15 5.72

Table 3.5: Example 3.1. Numerical errors and orders at t = 15 computed with an af-flux, a = —0.5,
61 =0, By =0.5.
space N €h 6; Ch Ch Cave

L? error  order | L? error order | L? error order | L™ error order | L? error order

20 | 5.00E-03 2.57E-03 2.34E-03 3.13E-03 3.31E-03
p! 40 | 1.13E-03 2.14 | 3.16E-04 3.02 | 2.93E-04 3.00 | 3.94E-04 2.99 | 4.16E-04 2.99
80 | 2.75E-04 2.04 | 3.91E-05 3.01 | 3.66E-05 3.00 | 4.94E-05 3.00 | 5.20E-05 3.00
160 | 6.82E-05 2.01 | 4.86E-06 3.01 | 4.58E-06 3.00 | 6.18E-06 3.00 | 6.50E-06  3.00

20 | 1.14E-04 4.79E-06 4.84E-06 1.27E-05 3.45E-06
P? 40 | 1.42E-05 3.01 | 1.14E-07 5.40 | 2.77E-07 4.13 | 7.76E-07 4.03 | 1.08E-07 4.99
80 | 1.77E-06 3.00 | 2.97E-09 5.26 | 1.69E-08 4.03 | 4.79E-08 4.02 | 3.39E-09 5.00
160 | 2.20E-07 3.00 | 8.35E-11 5.15 | 1.05E-09 4.01 | 2.97E-09 4.01 | 1.06E-10 5.01

20 | 2.28E-06 7.37TE-08 5.64E-08 1.96E-07 1.66E-09
p3 40 | 1.42E-07 4.01 | 2.99E-10 7.95 | 1.76E-09 5.00 | 6.09E-09 5.01 | 1.29E-11  7.00
80 | 8.84E-09 4.00 | 1.21E-12 7.95 | 5.49E-11 5.00 | 1.90E-10 5.00 | 1.02E-13  6.99
160 | 5.52E-10 4.00 | 5.41E-15 7.81 | 1.71E-12 5.00 | 5.92E-12 5.00 | 5.96E-16 7.41
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Table 3.6: Example 3.1. Numerical errors and orders at ¢ = 15 computed with an af-flux, a =

—0.499, p1 = f2 = V0.25 — o ~ 0.0316.

space | N €n e, Ch Ch Cave

L? error order | L? error order | L? error order | L™ error order | L? error  order

20 | 4.49E-03 4.72E-04 4.35E-04 7.24E-04 5.77TE-04
pt 40 | 1.12E-03  2.01 | 5.22E-05 3.18 | 5.34E-05 3.03 | 8.74E-05 3.05 | 7.04E-05  3.03
80 | 2.79E-04 2.00 | 6.13E-06 3.09 | 6.65E-06 3.00 | 1.08E-05 3.02 | 8.71E-06  3.02
160 | 6.98E-05 2.00 | 7.43E-07 3.04 | 831E-07 3.00 | 1.34E-06 3.01 | 1.08E-06  3.01

20 | 1.14E-04 2.67E-06 4.34E-06 1.09E-05 5.18E-07
P? 40 | 1.42E-05 3.00 | 4.73E-08 5.82 | 2.73E-07 3.99 | 6.84E-07 4.00 | 1.55E-08  5.07
80 | 1.78E-06  3.00 | 9.03E-10 5.71 | 1.70E-08 4.00 | 4.26E-08 4.00 | 4.778E-10  5.02
160 | 2.22E-07 3.00 | 1.94E-11 5.54 | 1.06E-09 4.00 | 2.66E-09 4.00 | 1.48E-11  5.01

20 | 2.25E-06 7.27E-08 2.25E-07 5.74E-07 7.37E-09
pP3 40 | 1.42E-07 3.98 | 2.91E-10 7.97 | 4.45E-09 5.63 | 7.69E-09 6.22 | 2.10E-10 5.14
80 | 8.79E-09 4.02 | 1.15E-12 7.99 | 1.01E-10 5.48 | 3.36E-10 4.52 | 1.28E-12  7.35
160 | 5.50E-10 4.00 | 4.89E-15 7.87 | 1.70E-12 5.90 | 5.04E-12 6.06 | 1.75E-15  9.52

Table 3.7: Example 3.1. Numerical errors and orders at ¢ = 15 computed with the central flux,

a=03=pF=0.
space | N e ey Cave

L? error order | L? error order | L? error order

20 | 3.97E-02 2.29E-02 3.27E-02
p! 40 | 1.75E-02 1.18 | 5.77TE-03  1.99 | 8.08E-03 2.02
80 | 8.43E-03 1.05 | 1.44E-03 2.00 | 2.01E-03 2.00
160 | 4.18E-03 1.01 | 3.61E-04 2.00 | 5.03E-04 2.00

20 | 7.91E-05 2.44E-06 2.40E-07
40 | 9.53E-06 3.05 | 3.86E-08 5.98 | 1.62E-08 3.89
pP? 80 | 1.18E-06 3.02 | 6.05E-10 6.00 | 1.00E-09  4.02
160 | 1.47TE-07 3.00 | 9.62E-12 6.00 | 4.18E-11  4.58
320 | 1.84E-08 3.00 | 1.48E-13 5.98 | 1.46E-12 4.84

20 | 1.69E-05 7.39E-08 1.03E-08
40 | 1.26E-07 7.07 | 3.56E-10 7.70 | 9.38E-10 3.46
p3 80 | 6.57TE-08 0.94 | 3.67TE-12 6.60 | 1.46E-10 2.68
160 | 1.056E-08 2.64 | 5.08E-14 6.08 | 1.56E-12  6.56
320 | 1.38E-09 2.93 | 8.82E-16 5.85 | 2.08E-13 2.90
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Table 3.8: Example 3.1.

Oé:ﬁl :0., ﬁg =0.1.

Numerical errors and orders at ¢ = 15 computed with the flux using

space | N e ey Cave

L? error order | L? error order | L? error order

20 | 4.30E-02 2.78E-02 3.77E-02
p! 40 | 2.47E-02 0.80 | 8.58E-03 1.70 | 1.18E-02 1.68
80 | 1.38E-02 0.83 | 2.52E-03 1.77 | 3.56E-03 1.72
160 | 7.01E-03 0.98 | 6.75E-04 1.90 | 9.79E-04 1.86

20 | 7.74E-05 2.93E-06 1.04E-06
40 | 9.66E-06 3.00 | 5.37TE-08 5.77 | 1.62E-08 3.89
p? 80 | 1.21E-06 3.00 | 1.0TE-09 5.64 | 6.73E-10  5.15
160 | 1.51E-07 3.00 | 2.42E-11 5.47 | 2.52E-11 4.74
320 | 1.89E-08 3.00 | 6.10E-13 5.31 | 8.86E-13 4.83

20 | 1.74E-05 8.13E-08 2.26E-08
40 | 3.37TE-06 2.36 | 5.70E-10 7.16 | 4.57E-10 5.63
p3 80 | 6.83E-07 2.30 | 8.69E-12 6.04 | 1.22E-11 5.22
160 | 1.15E-07 2.58 | 1.67E-13  5.70 | 6.58E-13  4.22
320 | 1.53E-08 2.90 | 3.07E-15 5.76 | 1.96E-14 5.07

Table 3.9: Example 3.1. Numerical errors and orders at ¢ = 15 computed with the flux using oo = 0,

f1 = B2 = v0.25 — 0.4992 ~ 0.0316.

space | N ey ey, Cave

L? error order | L? error order | L? error order

20 | 2.65E-02 2.18E-02 2.97E-02
40 | 8.56E-03 1.63 | 4.88E-03 2.16 | 6.33E-03 2.23
P! 80 | 2.82E-03 1.60 | 9.09E-04 2.42 | 1.16E-03 2.45
160 | 8.20E-04 1.78 | 1.37TE-04 2.73 | 1.85E-04 2.65
320 | 2.16E-04 1.92 | 1.82E-05 2.91 | 2.54E-05 2.87
640 | 5.48E-05 1.98 | 2.31E-06 2.98 | 3.26E-06 2.96

20 | 7.73E-05 2.74E-06 9.44E-07
p? 40 | 9.58E-06 3.01 | 4.78E-08 5.84 | 1.75E-08 5.75
80 | 1.19E-06 3.00 | 8.92E-10 5.74 | 4.49E-10 5.29
160 | 1.49E-07 3.00 | 1.85E-11 5.59 | 1.30E-11 5.11

20 | 9.08E-06 7.77TE-08 1.75E-08
p3 40 | 9.78E-07 3.22 | 4.12E-10 7.56 | 2.27E-10 6.27
80 | 8.64E-08 3.50 | 2.88E-12 7.16 | 2.42E-12 6.55
160 | 6.24E-09 3.79 | 2.16E-14 7.06 | 2.28E-14 6.73
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Table 3.10: Example 3.2. Numerical errors and orders at ¢ = 15 computed with an af-flux, o = 0,
(1 = P2 = 0.5. This is also known as the upwind flux.

space N €h ez Ch Ch €ave

L? error  order | L? error order | L? error order | L™ error order | L? error order

20 | 6.19E-03 3.74E-03 3.45E-03 4.97E-03 3.57E-03
p! 40 | 1.31E-03 2.24 | 4.68E-04 3.00 | 4.35E-04 2.99 | 6.19E-04 3.01 | 4.70E-04 2.93
80 | 3.09E-04 2.09 | 5.83E-05 3.00 | 5.45E-05 3.00 | 7.72E-05 3.01 | 6.01E-05 2.97
160 | 7.58E-05 2.03 | 7.28E-06 3.00 | 6.82E-06 3.00 | 9.63E-06 3.00 | 7.59E-06  2.99

20 | 1.26E-04 5.74E-06 7.71E-06 1.67E-05 3.87E-06
P? 40 | 1.56E-05 3.02 | 1.45E-07 5.31 | 4.45E-07 4.11 | 1.12E-06  3.91 | 1.24E-07 4.96
80 | 1.93E-06 3.01 | 4.04E-09 5.17 | 2.72E-08 4.03 | 7.17E-08 3.96 | 3.93E-09 4.98
160 | 2.41E-07 3.00 | 1.19E-10 5.09 | 1.69E-09 4.01 | 4.54E-09 3.98 | 1.24E-10 4.99

20 | 2.48E-06 9.40E-08 9.28E-08 3.17E-07 2.33E-08
p3 40 | 1.54E-07 4.01 | 3.48E-10 &8.08 | 2.82E-09 5.04 | 9.44E-09 5.07 | 5.69E-11  8.68
80 | 9.57E-09 4.01 | 1.35E-12 &8.01 | 8.82E-11 5.00 | 2.95E-10 5.00 | 1.99E-13 8.16
160 | 5.97TE-10 4.00 | 5.90E-15 7.84 | 2.76E-12 5.00 | 9.21E-12 5.00 | 1.04E-15 7.58

Table 3.11: Example 3.2. Numerical errors and orders at ¢ = 15 computed with an afg-flux,
a = —0.5, f; = P2 = 0 (alternating flux).
space N €h e}kl Ch Ch Cave

L? error order | L? error  order | L? error order | L™ error order | L? error order

20 | 6.11E-03 3.72E-03 3.45E-03 4.95E-03 3.62E-03
pt 40 | 1.31E-03 2.22 | 4.65E-04 3.00 | 4.33E-04 2.99 | 6.85E-04 2.85 | 4.53E-04 3.00
80 | 3.12E-04 2.07 | 5.82E-05 3.00 | 5.40E-05 3.00 | 7.80E-05 3.13 | 5.65E-05 3.00
160 | 7.80E-05 2.00 | 7.27TE-06 3.00 | 6.76E-06 3.00 | 1.01E-05 2.95 | 7.07E-06  3.00

20 | 1.27E-04 4.44E-06 1.25E-05 3.23E-05 4.73E-06
P? 40 | 1.61E-05 2.98 | 1.21E-07 5.19 | 2.94E-07 5.40 | 6.67E-07 5.60 | 1.25E-07 5.24
80 | 1.99E-06 3.01 | 3.64E-09 5.06 | 3.58E-08 3.04 | 941E-08 2.83 | 4.22E-09 4.89
160 | 2.51E-07 299 | 1.13E-10 5.02 | 8.69E-10 5.36 | 2.33E-09 5.33 | 1.15E-10 5.20

20 | 2.59E-06 9.25E-08 1.36E-07 2.97E-07 2.59E-08
p3 40 | 1.61E-07 4.00 | 3.38E-10 &8.10 | 4.56E-09 4.89 | 1.16E-08 4.68 | 9.24E-11 8.13
80 | 1.01E-08 4.00 | 1.27E-12 8.05 | 7.04E-11 6.02 | 2.13E-10 5.77 | 9.48E-13 6.61
160 | 6.29E-10 4.00 | 5.32E-15 7.90 | 4.55E-12 3.95 | 1.04E-11 4.36 | 1.60E-14  5.89
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Table 3.12: Example 3.2. Numerical errors and orders at ¢ = 15 computed with the central flux,

a=03 =0F=0.

space | N en e, Cave
L? error  order | L? error order | L? error order
20 | 5.82E-02 1.90E-02 1.61E-02

Pl 40 | 2.71E-02 1.10 | 4.74E-03 2.00 | 4.09E-03 1.98
80 | 1.33E-02 1.03 | 1.18E-03 2.00 | 1.03E-03 1.99
160 | 6.61E-03 1.01 | 2.96E-04 2.00 | 2.57E-04 2.00
20 | 8.12E-05 2.19E-06 5.42E-07

40 | 1.01E-05 3.01 | 3.45E-08 5.98 | 8.51E-09 5.99
P? 80 | 1.25E-06  3.00 | 5.41E-10 6.00 | 1.27E-10  6.07
160 | 1.57E-07 3.00 | 8.46E-12 6.00 | 2.21E-12 5.85
20 | 1.04E-05 9.94E-08 2.50E-08

40 | 1.66E-06  2.65 | 4.64E-10 7.74 | 2.76E-10  6.50
P3 80 | 2.17E-07  2.93 | 3.56E-12 7.03 | 5.27E-12 5.71
160 | 2.73E-08 299 | 4.38E-14 6.35 | 3.37E-14 7.29
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3.2 Time history of L? error and energy

In this subsection, we study the time history of the L? error of the numerical solutions with
various «, 31, B2 values for the source free problem Example 3.1. Such numerical investigation has
been previously performed in [5, 32] for KdV equations and second-order wave equations, and is
important for long time wave propagation problems. Without loss of generality, we only consider
P!, P2 polynomials on a fixed uniform mesh of N = 40.

Figure 3.1 plots the simulation results of P! polynomials up to ¢ = 1000. In particular, the left
subfigure shows the time history of L? error for three af-fluxes. We can see that the flux with
a = 0.5, = P2 = 0 performs the best. This flux is energy-conserving and has the least amount of
numerical dissipation among the three. The L? error oscillates around a certain value relating to the
initial discretization and does not seem to grow much with time. The other two af-fluxes contain
numerical dissipation due to the nonzero values of 31, 32, and we can see a clear linear growth of
the error as a function of time. In the right subfigure, we compare three energy-conserving fluxes
with 81 = o = 0. They all demonstrate linear growth with respect to time. The alternating flux
with o = —0.5, 31 = B2 = 0 belongs to the af-fluxes family and has the smallest error among the
three. The central flux, although energy-conserving, produces rather large errors. This is expected
due to the sub-optimal order of the DG method with the central flux.
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(a) af-flux (b) Energy-conserving flux with §1 = 32 =0

Figure 3.1: Example 3.1. Evolution of the L? error as a function of time with the indicated fluxes.
P! polynomials. N = 40.

Figure 3.2 plots the simulation results of P? polynomials up to ¢t = 3000 for four flux choices.
They all give comparable numerical errors. The two energy-conserving fluxes with g1 = o = 0 give
the least amount of error growth with respect to time. Compared to Figure 3.1, the error computed
with central flux is reduced significantly due to the optimal order of accuracy for P? polynomials.

In Figure 3.3, we plot the evolution of the energy as a function of time for three choices of a3-
fluxes. We can see for both P! and P? polynomials, the energy-conserving flux gives the optimal
behavior of conservation as expected from Theorem 2.2.
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Figure 3.2: Example 3.1. Evolution of the L? error as a function of time with the indicated fluxes.

P? polynomials. N = 40.
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Figure 3.3: Example 3.1. Evolution of the total energy as a function of time with the indicated
fluxes. N = 40.

4 Conclusion

In this paper, we focus on a general family of L? stable high order DG methods for one-dimensional
two-way wave equations, as our initial effort to design and analyze accurate and stable methods
suitable for long time wave simulation. Theoretical results in terms of stability, accuracy, super-
convergence, and dispersion analysis are established systematically.

One novelty of this work is to identify a sub-family of the methods, which have provable optimal
L? error estimates and superconvergence properties. The analysis relies on a new local projection
operator. What is more interesting and may be somewhat more challenging is whether some of
the new findings around DG methods with provable optimal L? accuracy and superconvergence
can be extended to higher dimensions. We hope our continuing effort will provide some answers
to this in near future. The dispersion analysis in this work also advances our understanding to the
numerical performance of some of the proposed methods, and such analysis can be extended to high
dimensions, with the algebra expected to be more involved. Note that in [3], dispersion analysis
with a different viewpoint was carried out for DG methods with general numerical fluxes (2.5) when
the methods are applied to two-dimensional second-order wave equations in their first-order form
on tensor product meshes.

A preliminary investigation shows that the L? stable numerical fluxes (2.5) with the choice of
B1 =02 =0,and a € [-1/2, 0) U (0, 1/2] also give optimal DG methods for the one dimensional
two-way wave equations (1.1), with the use of a global projection operator similar to that in [25].
We will leave the detailed study of this case to a future work.
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