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Introduction

This course is intended to give an introduction to some important variational methods for
certain problems in partial differential equations (PDE) and applications. It is suitable for
graduate students with some knowledge of partial differential equations.

A. Motivating Examples

Variational methods provide a solid basis for the existence theory of PDE and other applied
problems. They are the extension of methods of finding extreme values and crtical points
in Calculus. We use some examples to introduce the main content of the course.

Example 1 — Dirichlet’s Principle. The starting example of variational method for
PDE is the Dirichlet principle for Laplace’s equation:

AUZO, u‘aQ:fu

where (2 is a given bounded domain in R™ and f is a given function on the boundary of .
This principle states that any classical solution w of this problem minimizes the Dirichlet
integral:

I(u) = /Q V()| dz

among all smooth functions taking f on the boundary 0f2. Therefore, in order to solve the
problem, one tries to find a minimizer of the functional I among the mentioned class of
smooth functions. One of the most important methods for such a minimization problem is
the direct method of the calculus of variations, which originates from the Weierstrass
theorem. By such a method, we take a minimizing sequence {u;} in the given class; i.e.,
lim I(uj) = inf I(u);
J]—00
the infimum here is taken over all u in the given class. If this infimum is finite, then we know
that each component of {Vu;} is a bounded sequence in L?(€2). The weak convergence
theorem implies that there exist subsequence {Vu;, } and G = (g1, ,gn) € L*(2) such
that

Vuj, — G weakly in LQ(Q) and hence fQ |G|2 dr <inf I(u).

1
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In fact, Vu;, even converges to G strongly in L?(Q); that is,

m [V, = G2 ) = 0.

(Proof: Let p = inf I(u). Since W% is in the class, one has [, ]V(W)Pda: > p.
This implies

Q

Setting k — oo and then m — oo, we have 2u + 2 [, G - Gdx > 4y; hence [, |G]*dz > p
and so [|G||z2(q) = p = limg 00 ||V, [| L2 (@) This proves the strong convergence. The main
step is use of the convexity of functional I(u) and the given class.)

However, the main question is whether G renders a function in the given class; that is,
does there exist a function u in the given class such that G = Vu? Any such function «
would be a minimizer of I(u) in the given class. Since, in principle, G is only in L?(Q2),
it is not clear whether such a u should exist or not. For this problem, the smoothness of
u; or even the fact that Vu; converges strongly in L?(Q2) to G would not help much. The
class in which we seek the minimizers (i.e., the admissible class) plays an important role
in guaranteeing the existence of a minimizer.

We need to have a larger admissible class where I(u) is defined and a minimizer u can
be found through G as explained above; namely, Vu = G. As G is only in L?(f), this
leads us to the class of functions whose gradients (in certain sense) are in L%(2). This
motivates the study of Sobolev spaces such as H'(Q) = W12(Q) or general W™P(Q)
spaces. Minimizers in such a generalized function space are only weak solutions to the
Dirichlet problem for Laplace equation. Is it smooth and a classical solution of the Laplace
equation? This is the regularity problem, which will also be covered in this course.

Example 2 — Lax—Milgram Method. The second example is on the Hilbert space
method (energy method) for second-order linear elliptic equations in divergence form:

Lu= finQ, wuw=0 on 0,

where f is a given function in L?(Q) and Lu is a second-order linear elliptic operator:

n

Lu=-— Z(a” T)Usz, ) g —I—Zb x)ug, + c(x)u,
ij=1
with ellipticity condition: for a constant 6 > 0

n

D a(2)&g = 0lE?, VreQ, LeR™

ij=1
A weak solution u is defined to be a function u € H = H} () for which
B(u,v) = (f,v)r2 VveEH,

where B is the bilinear form associated with L:
n n
B(u,v) = / Z iUy Ve ; + Zbiuxiv +cuv | de, wu,ve H.
2 \ij=1 i=1

Note that f can also be assumed in the dual space H* = H~!(Q); in this case, (f, V) 12(Q)
above is replaced by the pairing (f,v) between H* and H. Note also that B(u,v) satisfies
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the Garding’s estimates (energy estimates):
[B(u,0)| < allullllv]l,  Blu,u) > Bllul? = yllull72 (),

where a > 0,3 > 0 and v > 0 are constants (assuming a%, b’, ¢ are L°°(Q) functions). The
Lax-Milgram theorem says that if v = 0 in the estimate for B(u,u) above then for each
f € HY(Q) there exists a unique u € H such that B(u,v) = (f,v) for all v € H. If B is
symmetric then the Lax-Milgram theorem is simply the Riesz representation theorem.

Again, once we have the existence of weak solution in H'(2), we would like to know
whether it is more regular. This is the regularity problem to be studied for some special
cases.

Example 3 — Mountain Pass Method. Our next example is use of critical point
theory to find a nontrivial solution to the semilinear elliptic equations of the following
type:

Au+uP'u=0inQ, u=0 on 9,

where 1 < p < Z—f% (we will see why this special exponent is needed here later). If we define

a functional on H = H{(Q) by

1 1
) = [ (§IVu? = Sl ) d,

then any critical point of I on H will be a weak solution of the above problem. It can be
seen that I does not have finite infimum or supremum on H.

Although there is another method of solving this problem based on minimizing func-
tional I on a manifold of H (i.e., via minimization with constraints, to be discussed later
in the class), we use the mountain pass method to study the saddle-point critical points
of I, which is a major contribution in nonlinear functional analysis in 1970s.

Functional I can be proved to be C! on H with derivative I’ : H — H being a locally
Lipschitz function. A critical property of this functional is that it satisfies the so-called
Palais-Smale condition: every sequence {u;} in H with {I(u;)} bounded and I' (u;) — 0
in H is precompact in H. Furthermore, there exist positive constants r, a such that

I(u) =z a if [lu] =,

and there exists an element v € H such that ||[v|| > r and I(v) < 0. Note that 1(0) = 0.
Therefore, both inside and outside the mountain range ||u| = r there are points where I
takes a smaller value than it takes on the mountain range. Let I' be the set of all continuous
passes connecting the two lower points 0 and v. Let
¢ = inf max I(u).
gell ueg
Then the mountain pass theorem says that c is a critical value of I; that is, there exists
a critical point u € H at level ¢; namely, I(u) = ¢, I'(u) = 0. Note that ¢ > a and hence

u # 0.

Example 4 — Weak Lower Semicontinuity. Direct method also works for the mini-
mization problems of general integral functionals of the type

I(u):/QF(J:,u(:U),Du(a:))d:U,
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where u may be even a vector valued function. An important question in this regard
is whether and when the functional I is lower semi-continuous with respect to weak
convergence of W1P(Q); that is,
I(u) <liminf I(u;)  whenever u; — u in WhP(Q).

Jj—oo
This motivates the study of various notion of convexity conditions. In the scalar case,
the weak lower semicontinuity of I is equivalent to the convezity of function F(z,u,§)
on the variable ¢ € R™. In the vectorial case (where, say, u: Q2 — RY for some N >
2), the weak lower semicontinuity problem is a difficult problem and involves Morrey’s
notion of quasiconvexity, which will also be discussed in the course. But, a sufficient
condition for the semicontinuity will be given in terms of null-Lagrangians; this will be
the polyconvexity. The vectorial case is closely related to the problems in nonlinear
elasticity, harmonic maps, liquid crystals, and other physical problems.

B. Application to Some Physical Problems

Some problems in nonlinear elasticity, liquid crystals and ferromagnetics will be discussed
as they can be formulated and solved by variational methods.

Problem 1 — Nonlinear Elasticity. In continuum mechanics, a material occupying a
domain Q C R3 is deformed by a map u to another domain in the same space. The material
at position = € € is deformed to a point u(z) in the deformed domain u(2). The nonlinear
elasticity theory postulates that the total stored energy associated with the deformation u
is given by

I(u) = /QF(:U,U(QS),DU(JU)) dzx,

where Du(x) = (Ju'/dz;) is the 3 x 3-matrix of deformation gradient and F is the stored
energy density function. here, adj A and det A denote the cofactor matrix and the deter-
minant of matrix A. For elasticity problems, the constraint det Du(z) > 0 for a.e. x € Q
is always assumed; this renders an additional difficulty for the variational problems. Also,
material property and frame-indifference often prevent the function F'(x,u, A) from being
convex in A. Nevertheless, the density function sometime can be written as (or is often
assumed to be)
F(z,u,A) = W(x,u, A adj A,det A),

where adj A and det A denote the cofactor matrix and the determinant of matrix A, and
W(x,u, A, B,t) is a convex function of (A, B,t). Exactly, this means F' is polyconvez. For
incompressible materials, the constraint det Du(z) = 1 is assumed. The relationship be-
tween weak convergence and determinant involves the compensated compactness, and
we will discuss this using the null-Lagrangians under a higher regularity assumption.

Problem 2 — Liquid Crystals. A liquid crystal is described by the orientation of the line-
like (nematic) molecules. Such an orientation can be modeled by a unit vector n(z) € S?
at each material point x € €2, the domain occupied by the liquid crystal. The total energy,
based on the Oseen-Frank model, is given by

1
I(n) = / Worp(n,Dn)dx = 5 / (k1(divn)? + ko(n - curln)? + k3(n x curln)?) dz
Q Q

+ % /Q ra(tr((Dn)2) — (divn)?) da,
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where x1-term is the Frank splay energy, ko-term twist energy, rk3-term bend energy; the
Kq-term is a null-Lagrangian, depending only on the boundary data of n. If first three
k; > 0, then it can be shown that the first part of Wor(n, A) is convex in A. If all k; are equal
to a positive constant k, then I(n) reduces to the Dirichlet integral for harmonic maps:
I(n) = % [, x|Dn|?dz. Note that the constraint [n(z)| = 1 is lower-order in H'(£;5?) and
thus presents no problem when using the direct method, but this nonconvex condition is
the main obstacle for uniqueness and regularity.

Problem 3 — Micromagnetics. In the Landau-Lifshitz theory of micromagnetics, one
seeks the magnetization m : Q@ C RY — RY of a body occupying the region  that
minimizes the total energy

1
I(m) = Q/ \'Vm(z)|? dz +/ e(m(x))dx — / H -m(z)dr + / |F(2)|? dz
2 Ja Q Q 2 JrN
among all admissible magnetizations m satisfying
me L*(Q), |m(z)|=1 ae. z€,
where F' € L>(RY; RY) is the unique field determined by the simplified Maxwell’s equations:
curl F =0, div(—F + myq) =0 in RY.

Here, @ > 0 is a material constant which represents the so-called exchange energy, ¢
is density of the so-called anisotropy energy and is minimized along certain preferred
crystallographic directions (easy axises), H is a given applied field accounting for the so-
called external interaction energy, and finally F' is the magnetic field induced by m
on whole RV via Maxwell’s equations above, representing the so-called magnetostatic
energy.

If @ > 0, except the last non-local energy term, the energy I(m) is much similar to the
harmonic map problem. In this case, the natural space for m is H'(£;SV~1) and hence
existence of minimizer is relatively easy because I(m) is weakly lower semi-continuous on
H'(Q; SN,

For large domains, the exchange energy is usually dropped from the total energy I(m).
In this case, with o = 0, none of the terms in /(m) is more dominating than others, and the
nonconvex constraint [m(z)| = 1 also becomes more troublesome; the energy I(m) may not
have a minimizer at all. We study a case that a minimizer does not exist, but minimizing
sequences can have special structures. We avoid using the notion of Young measures, but
refer to YOUNG’s monograph [27] and TARTAR [24] for an introduction to this important
and useful notion.

C. Plan of Lectures

This lecture note will be made available to all students in the class, which contains more
detailed materials and some useful references. However, the lectures will only emphasize on
some selective topics with more details and additional references; other materials may not
be covered in lecture, but they are important part of the course. Students can truly learn
the materials by reading the whole lecture note and working on some examples.

The following is a detailed list of materials contained in the lecture notes. The core
materials are Chapters 3-5.
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Chapter 1

Preliminaries

1.1. Banach Spaces

A (real) vector space is a set X, whose elements are called vectors, and in which two
operations, addition and scalar multiplication, are defined as follows:

(a) To every pair of vectors x and y corresponds a vector = + y in such a way that
r+y=y+z and x4+ (y+2)=(r+vy)+=2

X contains a unique vector 0 (the zero vector or origin of X) such that z+0 =z
for every x € X, and to each x € X corresponds a unique vector —z such that

z+ (—z)=0.
(b) To every pair («,z), with a € R and = € X, corresponds a vector ax in such a
way that

le=2,  alfa) = (af)e
and such that the two distributive laws
alz+y) = ar+ ay, (o + Bz = ax + px
hold.
A nonempty subset M of a vector space X is called a subspace of X if ax + Sy € M

for all z,y € M and all a, 5 € R. A subset M of a vector space X is said to be convex if
tr + (1 —t)y € M whenever ¢t € (0,1), x,y € M. (Clearly, every subspace of X is convex.)

Let x1,...,x, be elements of a vector space X. The set of all ayz1 + - - + apxy,, with
a; € R, is called the span of z1,...,z, and is denoted by span{xy,...,z,}. The elements
r1,...,Ty, are said to be linearly independent if a;z1+- - -+ a2, = 0 implies that «; = 0

for each 7; otherwise, they are said to be linearly dependent. An arbitrary collection of
vectors is said to be linearly independent if every finite subset of distinct elements is linearly
independent.

The dimension of a vector space X, denoted by dim X, is either 0, a positive integer
or co. If X = {0} then dim X = 0; if there exist linearly independent {us,...,u,} such
that each z € X has a (unique) representation of the form

Tr=oqul + -+ ozu, with a; € R

7
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then dim X = n and {uq,...,u,} is a basis for X; in all other cases dim X = occ.

A (real) vector space X is said to be a normed space if to every z € X there is
associated a nonnegative real number ||z||, called the norm of z, in such a way that

(a) [z 4yl <|lz||+ ||y|]| for all z and y in X (Triangle inequality)
(b) [Jax| = |a|||z|| for all z € X and all @ € R
(c) ||lz|| >0 if x # 0.
Note that (b) and (c) imply that ||z| = 0 iff z = 0. Moreover, it easily follows from (a) that
izl = llylll < [le =yl forall z,yeX.

A sequence {z,} in a normed space X is called a Cauchy sequence if, for each ¢ > 0,
there exists an integer N such that ||z, — x| < € for all m,n > N. We say x,, — = in X if
limy, o0 ||zn, — z|| = 0 and, in this case, x is called the limit of {z, }. X is called complete
if every Cauchy sequence in X converges to a limit in X.

A complete (real) normed space is called a (real) Banach space. A Banach space
is separable if it contains a countable dense set. It can be shown that a subspace of a
separable Banach space is itself separable.

ExAMPLE 1.1. Let Q be an open subset of R”, n > 1. The set C(Q) of (real-valued)
continuous functions defined on €2 is an infinite dimensional vector space with the usual
definitions of addition and scalar multiplication:

(f+9)(=) = f(x) +g(z) for f,9€C(Q), zeQ
(af)(z) =af(x) for a€eR, feC(Q), zel.

C(€) consists of those functions which are uniformly continuous on Q. Each such function
has a continuous extension to . Cp(Q) consists of those functions which are continuous
in 2 and have compact support in €. (The support of a function f defined on  is the
closure of the set {x € Q: f(x) # 0} and is denoted by supp(f).) The latter two spaces are
clearly subspaces of C'(2).

For each n-tuple a = (a1, ..., ;) of nonnegative integers, we denote by D the partial

derivative
D?l---Dg", Dlza/axz
of order |a| = aj + -+ + ayp. If |a] = 0, then D? = I(identity).

For integers m > 0, let C™(2) be the collection of all f € C(§2) such that D*f € C(Q)
for all a with || < m. We write f € C®(Q) iff f € C™(Q) for all m > 0. For
m > 0, define C"(2) = Cp(2) N C™ () and let C§°(2) = Cu(2) N C>(2). The spaces
C™(2),C™(Q),CFH (), C3° () are all subspaces of the vector space C(2). Similar defini-

tions can be given for C™ () etc.
For m > 0, define X to be the set of all f € C™ () for which
[Flmoe = 3 sup D f(2)] < oc.
|a| <m
Then X is a Banach space with norm || - ||;,00. To prove, for example, the completeness
when m = 0, we let {f,} be a Cauchy sequence in X, i.e., assume for any € > 0 there is a
number N(g) such that for all x € Q

sup |fn(x) - fm($)| <e if m,n> N(&)
€N
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But this means that {f,(x)} is a uniformly Cauchy sequence of bounded continuous func-
tions, and thus converges uniformly to a bounded continuous function f(x). Letting m — oo
in the above inequality shows that || f,, — fl|m,c0 — 0.

Note that the same proof is valid for the set of bounded continuous scalar-valued func-
tions defined on a nonempty subset of a normed space X.

EXAMPLE 1.2. Let Q be a nonempty Lebesgue measurable set in R". For p € [1,00), we
denote by LP(2) the set of equivalence classes of Lebesgue measurable functions on 2 for

which 1
1l = ( / \f(x)\”dx)p .

(Two functions belong to the same equivalence class, i.e., are equivalent, if they differ
only on a set of measure 0.) Let L*°(Q) denote the set of equivalence classes of Lebesgue
measurable functions on €2 for which

[[flloo = ess-sup,eq|f(z)| < oo
Then LP(2),1 < p < oo, are Banach spaces with norms || - ||,. For p € [1,00] we write
felLl (Q)iff f e LP(K) for each compact set K C €.

loc
For the sake of convenience, we will also consider LP(2) as a set of functions. With this
convention in mind, we can assert that Cp(2) C LP(Q). In fact, if p € [1, 00), then as we shall
show later, Cp(2) is dense in LP(€2). The space LP(2) is also separable if p € [1,00). This
follows easily, when € is compact, from the last remark and the Weierstrass approximation
theorem.

1 1

ExXAMPLE 1.3. (Hélder’s inequality) We recall that if p, ¢, € [1, 00] with p~14-¢ =1 = r~1,
then Holder’s inequality implies that if f € LP(2) and g € L4(Q2), then fg € L"(Q2) and
1fgllr < 11 fllpllglle-

By induction, we also have the following generalized Hoélder’s inequality:

(1.1) 1fifa = fulle < Nl follps - [ fellpn
for f; € LP1(Q), i = 1,2, -+, k, with p;,r € [1, 00| satisfying pl_l +p2_1 + - —l—p,;l =L
ExaMPLE 1.4. The Cartesian product X x Y, of two vector spaces X and Y, is itself a
vector space under the following operations of addition and scalar multiplication:
[z1, 1] + [T2, y2] = [71 + T2, 1 + ¥2]
alz, y] = [az, ay].
If in addition, X and Y are normed spaces with norms ||-||x, || - ||y respectively, then X xY
becomes a normed space under the norm
Iz, 9]l = llzllx + lylly-

Moreover, under this norm, X x Y becomes a Banach space provided X and Y are Banach
spaces.

Let H be a real vector space. H is said to be an inner product space if to every pair
of vectors x and y in H there corresponds a real-valued function (z,y), called the inner
product of z and y, such that

(a) (z,y) = (y,z) for all x,y € H
(b) (x+y,z) = (x,2)+ (y, 2) for all x,y,z € H
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(¢) Az,y) = A(z,y) for all z,y € H, A€ R
(d) (z,z) >0 for all z € H, and (z,x) = 0 if and only if z = 0.
For x € H we set
(1.2) lz]| = (2, 2)"/2.
Theorem 1.5. If H is an inner product space, then for all x and y in H, it follows that
(a) [(x,y)] < |lz] ||yl (Cauchy-Schwarz inequality);
(b) [l +yll <zl +llyll  (Triangle inequality);
() llz+yl* + lz — ylI> = 2(|=]* + [[y|*) (Parallelogram law).

Proof. (a) is obvious if # = 0, and otherwise it follows by taking § = —(z,)/||z||* in
0 < ||z +yl* = |6 [l2]* + 26(z, 9) + [lyl*.
This identity, with 6 = 1, and (a) imply (b). (c) follows easily by using (1.2). O

Furthermore, by (d), equation (1.2) defines a norm on an inner product space H. If H
is complete under this norm, then H is said to be a Hilbert space.

EXAMPLE 1.6. The space L?(f2) is a Hilbert space with inner product

/ f(x)g(z)dz forall f g€ L*(Q).

Theorem 1.7. Every nonempty closed convex subset S of a Hilbert space H contains a
unique element of minimal norm.

Proof. Choose z,, € S so that ||z,| — d = inf{||z| : z € S}. Since (1/2)(zy, + zm) € S,
we have ||, + x,,||> > 4d®. Using the parallelogram law, we see that

(1.3) ln = 2ml® < 2(|lznl® = ) + 2(zm|* — d*)

and therefore {x,} is a Cauchy sequence in H. Since S is closed, {z,} converges to some
x €S and ||z|| =d. If y € S and ||y|| = d, then the parallelogram law implies, as in (1.3),
that z = y. O

If (x,y) = 0, then x and y are said to be orthogonal, written sometimes as x L y. For
M C H, the orthogonal complement of M, denoted by M=, is defined to be the set of
all z € H such that (z,y) = 0 for all y € M. Tt is easily seen that M~ is a closed subspace
of H. Moreover, if M is a dense subset of H and if z € M=, then in fact, x € H* which
implies = 0.

Theorem 1.8. (Projection) Suppose M is a closed subspace of a Hilbert space H. Then
for each x € H there exist unique y € M, z € M+ such that x = y + z. The element y is
called the projection of x onto M.

Proof. Let S = {z—y:y € M}. Tt is easy to see that S is convex and closed. Theorem 1.7
implies that there exists a y € M such that ||z —y| < ||z —w|| for all w € M. Let z = z —y.
For an arbitrary w € M, w # 0, let a = (z,w)/|w||? and note that

1217 < ll2 = awl® = ||2l* = (2, w)/[[w]]]”

which implies (z,w) = 0. Therefore z € M~*. If x = y + 2/ for some y € M, 2’ € M+, then
Yy —y=z—2 &€ MnM* = {0}, which implies uniqueness. O
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Remark. In particular, if M is a proper closed subspace of H, then there is a nonzero
element in M*. Indeed, for x € H\M, let y be the projection of z on M. Then z =z — y
is a nonzero element of M.

1.2. Bounded Linear Operators
Let X, Y be real vector spaces. A map T: X — Y is said to be a linear operator from X
to Y if

T(ax+ Py) = aTz+ Ty

for all ,y € D(T) and all «, 8 € R.
Let X,Y be normed spaces. A linear operator 7' from X to Y is said to be bounded if
there exists a constant m > 0 such that

(1.4) |Tz|| < ml|z|] foral zeX.
We define the operator norm ||T'|| of T by

(1.5) IT]= sup |[Tz|= sup [Tz
zeX, [a]=1 zeX, |lz]<1

The collection of all bounded linear operators 7' : X — Y will be denoted by B(X,Y). We
shall also set B(X) = B(X, X) when X =Y. Observe that

TSI < ITIS] if S e B(X,Y), T € B(Y,Z).

Theorem 1.9. If X and Y are normed spaces, then B(X,Y) is a normed space with norm
defined by equation (1.5). If Y is a Banach space, then B(X,Y) is also a Banach space.

Proof. It is easy to see that B(X,Y) is a normed space. To prove completeness, assume
that {7} is a Cauchy sequence in B(X,Y’). Since

(1.6) [ Tne = Trpa|| < (| T — Tonl]] ]
we see that, for fixed z € X, {T,z} is a Cauchy sequence in Y and therefore we can define

a linear operator T' by
Tx= lim Tp,x forall xe€ X.

n—oo

If € > 0, then the right side of (1.6) is smaller than ¢||z|| provided that m and n are large
enough. Thus, (letting n — o)

|Tx — Tzl <e|z| for all large enough m.

Hence, | Tz| < (||Twm| + €)|lx||, which shows that T' € B(X,Y’). Moreover, |T — T,| < ¢
for all large enough m. Hence, lim,, oo T, = T. ]

The following theorems are important and can be found in any standard texbook of real
analysis or functional analysis; e.g., [3, 26].

Theorem 1.10. (Banach-Steinhaus) Let X be a Banach space and 'Y a normed space.
If AC B(X,Y) is such that suppc 4 || Tz|| < oo for each fized x € X, then suppeq [|T]] < 00.

Theorem 1.11. (Bounded Inverse) If X and Y are Banach spaces and if T € B(X,Y")
is one-to-one and onto, then T~! € B(Y, X).
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When X is a (real) normed space, the Banach space B(X,R) will be called the (normed)
dual space of X and will be denoted by X*. Elements of X* are called bounded lin-
ear functionals or continuous linear functionals on X. Frequently, we shall use the
notation (f,z) to denote the value of f € X* at € X. Using this notation we note that
(fya)] < 1] o] for all f € X* o€ X,

EXAMPLE 1.12. Suppose 1 < p,q < oo satisfy 1/p + 1/¢ = 1 and let Q be a nonempty
Lebesgue measurable set in R™. Then LP(Q)* = L(Q2). The case of p = oo is different. The
dual of L> is much larger then L.

The following results are also standard.

Theorem 1.13. (Hahn-Banach) Let X be a normed space and 'Y a subspace of X. As-
sume f € Y*. Then there exists a bounded linear functional f € X* such that

(Fyy=(fy) YyeY, |flx-=Iflv-

Corollary 1.14. Let X be a normed space and o # 0 in X. Then there exists f € X*
such that

Il =1, (f,z0) = llzol|.

The dual space X** of X* is called the second dual space of X and is again a Banach
space. Note that to each x € X we can associate a unique element F, € X** defined by
F.(f) = (f,x) for all f € X*. From Corollary 1.14, one can also show that [|F,| = |z].
Thus, the (canonical) mapping J : X — X** given by Jx = F,, is a linear isometry of X
onto the subspace J(X) of X**. Since J is one-to-one, we can identify X with J(X).

A Banach space X is called reflexive if its canonical map J is onto X**. For example,
all LP spaces with 1 < p < co are reflexive.

We shall need the following properties of reflexive spaces.
Theorem 1.15. Let X and Y be Banach spaces.
(a) X is reflexive iff X* is reflezive.
(b) If X is reflexive, then a closed subspace of X is reflexive.

(c) Let T : X — Y be a linear bijective isometry. If Y is reflexive, then X is
reflexive.

The following theorem characterizes all bounded linear functionals on a Hilbert space.

Theorem 1.16. (Riesz Representation) If H is a Hilbert space and f € H*, then there
exists a unique y € H such that

flz)=(f,z) = (z,y) forall x€ H.
Moreover, || f|| = [lyl-

Proof. If f(z) = 0 for all z, take y = 0. Otherwise, there is an element z € N (f)* such
that ||z]] = 1. (Note that the linearity and continuity of f implies that NV (f) is a closed
subspace of H.) Put u = f(z)z— f(z)z. Since f(u) = 0, we have u € N(f). Thus (u,z) =0,
which implies

f(x) = f(2)(2,2) = f(2)(z,2) = (z, f(2)2) = (z,9),
where y = f(2)z. To prove uniqueness, suppose (z,y) = (x,y’) for all z € H. Then in
particular, (y — 3,y — ¢') = 0, which implies y = 3. From the Cauchy-Schwarz inequality
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we get |f(z)] < ||z||||y|l, which yields || f|| < |ly||. The reverse inequality follows by choosing
x =y in the representation. ([l

Corollary 1.17. H is reflexive.
Let T': H — H be an operator on the Hilbert space H. We define the Hilbert space
adjoint T* : H — H as follows:
(Tz,y) = (z,T*y) forall z,ye H.
The adjoint operator is easily seen to be linear.

Theorem 1.18. Let H be a Hilbert space. If T' € B(H), then T* € B(H) and ||T|| = |||

Proof. For any y € H and all x € H, set f(z) = (Tx,y). Then it is easily seen that
f € H*. Hence by the Riesz representation theorem, there exists a unique z € H such that
(Tx,y) = (x,2) for all x € H, i.e., D(T*) = H. Moreover, ||[T*y| = ||z]| = || f]| < Tyl
ie, T* € B(H) and |T*|| < ||T||. The reverse inequality follows easily from ||Tz|? =
(Tz,Tx) = (x, T"Tx) < [|Ta||[|T|[|]. O

1.3. Weak Convergence and Compact Operators

Let X be a normed space. A sequence z, € X is said to be weakly convergent to an
element x € X, written x,, — x, if (f, x,) — (f,z) for all f € X*.
Theorem 1.19. Let {x,} be a sequence in X.

(a) Weak limits are unique.

(b) If xy, — x, then z, — x.

(¢c) If &y, — x, then {z,} is bounded and ||z| < liminf ||z,||.
Proof. To prove (a), suppose that z and y are both weak limits of the sequence {x,} and
set z =x —y. Then (f, z) = 0 for every f € X* and by Corollary 1.14, z = 0. To prove (b),
let f € X* and note that z,, — x implies (f, z,) — (f, z) since f is continuous. To prove (c),
assume x, — z and consider the sequence {Jx,} of elements of X** where J : X — X**
is the bounded operator defined above. For each f € X* sup |Jz,(f)| = sup|{f,zn)| < 00

(since (f,zy) converges). By the Banach-Steinhaus Theorem, there exists a constant ¢ such
that ||z, || = |[|Jzy| < ¢ which implies {z,} is bounded. Finally, for f € X*

()] = T |[(f, 2n)| < T inf [ f[[[ ]| = |[ ] T inf [z, |
which implies the desired inequality since ||z|| = supy 1 [{f, z)|. O

We note that in a Hilbert space H, the Riesz representation theorem implies that z,, — x
means (z,,y) — (z,y) for all y € H. Moreover, we have

($n,yn) — (x,y) it x, — TyYn — Y.
This follows from the estimate
(2, 9) = (Tny yn)| = [ = 20, ¥) = (Tny yn — ¥)| < (@ = 20, )| + lznlllly — vall
and the fact that ||z, is bounded.

The main result of this section is given by:
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Theorem 1.20. If X is a reflerive Banach space, then the closed unit ball is weakly
compact, i.e., the sequence {x,} with ||z,| <1 has a subsequence which converges weakly
to an x with ||z|| < 1.

Let X and Y be normed spaces. An operator T : X — Y is said to be compact if
it maps bounded sets in X into relatively compact sets in Y, i.e., if for every bounded
sequence {x,} in X, {Tx,} has a subsequence which converges to some element of Y.

Since relatively compact sets are bounded, it follows that a compact operator is bounded.
On the other hand, since bounded sets in finite-dimensional spaces are relatively compact, it
follows that a bounded operator with finite dimensional range is compact. It can be shown
that the identity map I : X — X (||Iz| = ||z||) is compact iff X is finite-dimensional.
Finally we note that the operator ST is compact if (a) T : X — Y iscompact and S : Y — Z
is continuous or (b) 7" is bounded and S is compact.

One of the main methods of proving the compactness of certain operators is based upon
the Ascoli theorem.

Let © be a subset of the normed space X. A set S C C(f) is said to be equicontinuous
if for each ¢ > 0 there exists a § > 0 such that |f(z) — f(y)| < ¢ for all z,y € Q with
|l —yl| <0 and for all f € S.

Theorem 1.21. (Ascoli) Let Q2 be a relatively compact subset of a normed space X and
let S C C(2). Then S is relatively compact if it is bounded and equicontinuous.

Remark. In other words, every bounded equicontinuous sequence of functions has a uni-
formly convergent subsequence.

Theorem 1.22. Let X and Y be Banach spaces. If T,, : X — Y are linear and compact
forn >1 and if lim, o || T, — T|| = 0, then T is compact. Thus, linear compact operators
form a closed subspace of B(X,Y).

Proof. Let {x,} be a sequence in X with M = sup,, ||z,| < co. Let A; denote an infinite
set of integers such the sequence {11z, }nea, converges. For k > 2 let Ay C Aj_; denote
an infinite set of integers such that the sequence {Tjzy,}nea, converges. Choose n; € Ay
and ny € Ag, ng > ni_1 for k > 2. Choose € > 0. Let k be such that [|T — Ty||M < /4
and note that

1T, — T || < T = T) (@, — 2 )| + [ Tion, — T, | < £/2 + [T, — Tion, ||
Since {Tjxn, }22, converges, {Tx,, }°, is a Cauchy sequence. O
Theorem 1.23. Let X and Y be normed spaces.
(a) If T € B(X,Y), then T is weakly continuous, i.e.,
Tp —x implies Tx, — Tzx.

(b) If T : X =Y is weakly continuous and X is a reflexive Banach space, then T
s bounded.

(c) If T € B(X,Y) is compact, then T is strongly continuous, i.e.,
Tp —x implies Tx, — Tx.

(d) If T : X =Y is strongly continuous and X is a reflexive Banach space, then T
18 compact.
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Proof. (a) Let z,, = x. Then for every g € Y*
(9, Txp) = (T"g,xpn) = (T"g,x) = (9, Tx).

(b) If not, there is a bounded sequence {xz,} such that | Tz, || — co. Since X is reflexive,
{z,,} has a weakly convergent subsequence, {z,,/}, and so {Tz,} also converges weakly. But
then {T'z,} is bounded, which is a contradiction.

(c) Let x,, = 2. Since T is compact and {z,} is bounded, there is a subsequence {z,}
such that Tz, — z, and thus Tz,» — z. By (a), Tz, — Tz, and so Tx,, — Tz. Now
it is easily seen that every subsequence of {x,} has a subsequence, say {z, }, such that
Tz, — Tx. But this implies the whole sequence T'x,, — Tx (See the appendix).

(d) Let {z,} be a bounded sequence. Since X is reflexive, there is a subsequence {z,}
such that z,, — z. Hence Tz, — Tz, which implies T is compact. ]

Theorem 1.24. Let H be a Hilbert space. If T : H — H 1is linear and compact, then T* is
compact.

Proof. Let {z,} be asequence in H satisfying ||z,|| < m. The sequence {T*z,,} is therefore
bounded, since T* is bounded. Since T is compact, by passing to a subsequence if necessary,
we may assume that the sequence {TT*x,} converges. But then

IT*(zn = 2m)? = (20 = @, TT*(2 — 21m))

2m||TT*(xp — xm)|| — 0 as m,n — oo.

IN

Since H is complete, the sequence {T*x,,} is convergent and hence T* is compact. O

1.4. Spectral Theory for Linear Compact Operators

Theorem 1.25. (Fredholm Alternative) Let T': H — H be a linear compact operator
on the Hilbert space H. Then equations (I —T)x =0, (I —T*)x* =0 have the same finite
number of linearly independent solutions. Moreover,

(a) Fory € H, the equation (I —T)x =y has a solution iff (y,x*) = 0 for every
solution z* of (I — T*)x* = 0.

(b) For z € H, the equation (I — T*)x* = z has a solution iff (z,x) = 0 for every
solution x of (I —T)z = 0.

(c) The inverse operator (I —T)~' € B(H) whenever it exists.

A subset S of a Hilbert space H is said to be an orthonormal set if each element of S
has norm 1 and if every pair of distinct elements in S is orthogonal. It easily follows that
an orthonormal set is linearly independent. An orthonormal set S is said to be complete if
T =3 4cq(x,¢)¢ forallz € H. It can be shown that (z,$) # 0 for at most countably many
¢ € S. This series is called the Fourier series for z with respect to the orthonormal set {¢}.
Let {¢;}:2, be a countable orthonormal set in H. Upon expanding ||z — 227:1(3% bn)dnll?,
we arrive at Bessel’s inequality:

Dol )l < ).
n=1
Let T': D(T) C H — H be a linear operator on the real Hilbert space H. The set p(T")
of all scalars A € R for which (T'— AI)~! € B(H) is called the resolvent set of T. The
operator R(A\) = (T — AI)~! is known as the resolvent of T. o(T) = R\ p(T) is called the
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spectrum of 7. It can be shown that p(7T) is an open set and o(7T') is a closed set. The
set of A € R for which there exists a nonzero z € N (T' — \I) is called the point spectrum
of T" and is denoted by ¢,(T"). The elements of 0,(T") are called the eigenvalues of T" and
the nonzero members of N'(T'— AI) are called the eigenvectors (or eigenfunctions if X
is a function space) of T'.

If T is compact and A # 0, then by the Fredholm alternative, either A € o,(T) or
A € p(T). Moreover, if H is infinite-dimensional, then 0 & p(T); otherwise, T~! € B(H)
and T~'T = I is compact. As a consequence, o(T') consists of the nonzero eigenvalues of T'
together with the point 0. The next result shows that o, (T) is either finite or a countably
infinite sequence tending to zero.

Theorem 1.26. Let T : X — X be a linear compact operator on the normed space X.
Then for each r > 0 there exist at most finitely many A € op(T) for which |X| > r.

Let H be a real Hilbert space. An operator T' € B(H) is said to be symmetric if
(Tx,y) = (x,Ty) for all z,y € H. The next result implies that a symmetric compact
operator on a Hilbert space has at least one eigenvalue. On the other hand, an arbitrary
bounded, linear, symmetric operator need not have any eigenvalues. As an example, let
T :L%*0,1) — L%*(0,1) be defined by Tu(x) = zu(x).

Theorem 1.27. Suppose T' € B(H) is symmetric, i.e., (Tx,y) = (x,Ty) for all x,y € H.
Then

IT] = sup [(Tz,z)].
Jell=1

Moreover, if H # {0}, then there exists a real number A\ € o(T) such that |\| = ||T|. If
X € 0p(T), then in absolute value X is the largest eigenvalue of T.

Proof. Clearly m = supj,=1 [(T%,2)| < ||T]|. To show [|T'|| < m, observe that for all
z,y € H

< mlllz +yl? + llz —yl?)

= 2m(||z]* + [ly]I*)

where the last step follows from the paralleogram law. Hence, if Tz # 0 and y =
(Il T][) Tz, then

2z(||Tx] = (Tz,y) + (y, Tx) < m(||z]* + [ylI*) = 2m|z|?

which implies ||Tz|| < m||z||. Since this is also valid when Tx = 0, we have ||T']| < m. To
prove the ‘moreover’ part, choose x,, € H such that ||z, || = 1 and ||T|| = lim,— 00 |(TZn, T4)|.
By renaming a subsequence of {z,}, we may assume that (T'z,, z,) converge to some real
number A with |[A| = ||T"||. Observe that
(T = Naal® = | Taal® = 2X(Tzn, 20) + N||2n?
< 222 —2\(Tzp, zn) — 0.

We now claim that A € (7). Otherwise, we arrive at the contradiction
1= [lall = 1T = ) 7HT = Naall < (T = N)7HHIT = Nzall = 0.

Finally, we note that if T¢ = p¢, with ||¢|| = 1, then |u| = [(T'¢, ¢)| < ||T'|| which implies
the last assertion of the theorem. O
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Finally we have the following result.

Theorem 1.28. Let H be a separable Hilbert space and suppose T : H — H is linear,
symmetric and compact. Then there exists a countable complete orthonormal set in H
consisting of eigenvectors of T.

1.5. Some Useful Results in Nonlinear Functional Analysis

In this final preliminary section, we list some useful results in nonlinear functional anal-
ysis. Proofs and other results can be found in the volumes of ZEIDLER’s book.

1.5.1. Contraction Mapping Theorem. Let X be a normed space. Amap T : X — X
is called a contraction if there exists a number & < 1 such that

(1.7) [Tz —Ty|| < kllz —y|| foral z,yeX.

Theorem 1.29. (Contraction Mapping) Let T : S C X — S be a contraction on the
closed nonempty subset S of the Banach space X. Then T has a unique fixed point, i.e.,
there exists a unique solution x € S of the equation Tx = x. Moreover, x = lim, o T"xq
for any choice of xg € S.

Proof. To prove uniqueness, suppose Tz = x, Ty = y. Since k < 1, we get z = y from

|z =yl = Tz — Tyl < kllz—yl|.
To show that 1" has a fixed point we set up an iteration procedure. For any xg € S set
Tnt1 =Tz, n=0,1,..

Note that z,41 € S and 11 = T" 'zg. We now claim that {z,} is a Cauchy sequence.
Indeed, for any integers n, p

n+p—1
lnsp = zall = T Pwo = T zoll < Y |T7 wo — TV a0
j=n
n+p—1 ' En
< > K| Twg — x| < T %170 — ol
j=n

Hence as n — 00, ||Zp4p — zn|| = 0 independently of p, so that {x,} is a Cauchy sequence
with limit € S. Since T is continuous, we have
Tx = lim Tz, = lim xp41 =2
n—oo n—00

and thus z is the unique fixed point. Note that the fixed point z is independent of zg since
x is a fixed point and fixed points are unique. O

The following result is the so-called method of continuity or continuation method.

Theorem 1.30. Let Ty, Ty € B(X,Y), where X is a Banach space and Y is a normed
space. For each t € [0,1] set
T, =(1—t)Ty +tTh
and suppose there exists a constant ¢ > 0 such that for allt € [0,1] and z € X
(1.8) z]lx < cl|Tix]ly

Then R(Tl) =Y if R(To) =Y.
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Proof. Set S = {t € [0,1] : R(T;) = Y}. By hypothesis, 0 € S. We need to show that
1 € S. In this direction we will show that if 7 > 0 and 7¢(||T1]| + || To||) < 1, then

(1.9) [0,s] €S implies [0,s+ 7] CS.

(Note that any smaller 7 works.) Since 7 can be chosen independently of s, (1.9) applied
finitely many times gets us from 0 € S to 1 € S.

Let s € S. For t = s+ 7, Tix = f is equivalent to the equation
(1.10) Tsx = f+1Tox — Tz,
By (1.8), T, 1 : Y — X exists and ||T; !|| < c. Hence (1.10) is equivalent to

(1.11) =T, f +1Tox — Thz) = Az
and for A: X — X we have for all z,y € X
Az — Ay|| < ve([Ta]| + | Tol)) = — yl|.
By the contraction mapping theorem, (1.11) has a solution and this completes the proof. [
1.5.2. Nemytskii Operators. Let (2 be a nonempty measurable set in R” and let f: Q x
R™ — R be a given function, where m > 1. Assume
(i) for every £ € R™, f(z,€) (as a function of x) is measurable on
(ii) for almost all z € 2, f(x,&) (as a function of &) is continuous on R™
(iii) for all (z,£) € Q x R™
[£(2,€)] < az) + blE[P/Y,

where b is a fixed nonnegative number, a € L4(Q2) is nonnegative and 1 < p,q < oo. Then
the Nemytskii operator N is defined by

Nu(z) = f(z,u(x)), € Q Yu: Q—R™
We have the following result needed later.
Lemma 1.31. N : LP(Q;R™) — L9(Q) is continuous and bounded with
(1.12) INul|y < const (||allq + ||u|]£/q) for all we LP(Q;R™).
Proof. If u € LP(2;R™), then each component function of u(x) is measurable on € and
thus, by (i) and (ii), the function f(z,u(x)) is also measurable on 2. From (iii) we get
[, u(@)]? < const(la(@)|? + [u(z)]?).
Integrating over ) yields (1.12), which shows that N is bounded.

To show that N is continuous, let u, — u in LP(Q;R™). Then there is a subsequence
{un'} and a function v € LP(Q) such that u,(z) — u(x) a.e. and |uy (x)| < v(z) a.e. for
all n’. Hence

|Nug — Null§ = /Q (@ (@) — f(,u(z))|idz
< const / (15 (@ e (@) + |f (@, ()]0 de
Q

IN

Const/g(\a(w)\q + (@) + |u(@)P)d.
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By (i), f(z,uy(z)) — f(z,u(z)) — 0 as n — oo for almost all z € Q. The dominating
convergence theorem implies that || Nu,, — Nul|; — 0. By repeating this procedure for any
subsequence of w,,, it follows that || Nu, —Nul|| — 0 which implies that N is continuous. [

1.5.3. Differentiability. Let .S be an open subset of the Banach space X. The functional
f:S C X — Ris said to be Gateaux differentiable (G-diff) at a point u € S if there
exists a functional g € X* (often denoted by f’(u)) such that

d ) - fw
£f(u+tv) i —%1_1)1(1) ;

The functional f’(u) is called the Gateaux derivative of f at the point u € S. If f is
G-diff at each point of S, the map f’ : S € X — X* is called the Gateaux derivative of
f on S. In addition, if f" is continuous at u (in the operator norm), then we say that f
is C! at u. Note that in the case of a real-valued function of several real variables, the
Gateaux derivative is nothing more than the directional derivative of the function at u in
the direction v.

=[f'(u)v forall veX.

Let X,Y be Banach spaces and let A : S C X — Y be an arbitrary operator. A is
said to be Frechet differentiable (F-diff) at the point u € S if there exists an operator
B € B(X,Y) such that

lim ||A(u+v) — Au — Bvl|/|jv]| = 0.
[lv]|—0
The operator B, often denoted by A’(u), is called the Frechet derivative of A at u. Note
that if A is Frechet differentiable on S, then A’ : S — B(X,Y). In addition, if A’ is
continuous at u (in the operator norm), we say that A is C! at u.

Remark. If the functional f is F-diff at w € S, then it is also G-diff at u, and the two
derivatives are equal. This follows easily from the definition of the Frechet derivative. The
converse is not always true as may be easily verified by simple examples from several variable
calculus. However, if the Gateaux derivative exists in a neighborhood of u and if f € C! at
u, then the Frechet derivative exists at u, and the two derivatives are equal.

EXAMPLE 1.32. (a) Let f(£) € C(R). Then for k > 0, the corresponding Nemytskii operator
N : Ck(Q) — C(Q) is bounded and continuous. If in addition f(¢) € C*(R), then N € C*
and the Frechet derivative N'(u) is given by

[N (u)v](z) = f'(u(z))v().

Note that for u,v € C*(Q), |N'(u)v|o < |f'(u)|o|v|r and so N'(u) € li(Ck(Q),C(Q)) with
|N'(u)]| < |f(u)]o. Clearly N’(u) is continuous at each point u € C*(Q). Moreover,

L d
IN(u+v) = Nu— N'(uly = sg_p\/o [%f(u(fc)ﬂv(fc))—f’(u(w>)v(w)]dtl

IN

1
[vlo St;p/o |f'(u(x) + to(z)) = f'(u(x))]dt.

The last integral tends to zero since f’ is uniformly continuous on compact subsets of R.

More generally, let f(¢) € C¥(R). Then the corresponding Nemytskii operator N :
C*(Q) — C*(Q) is bounded and continuous. If in addition f(¢) € C**(R), then N € C*
with Frechet derivative given by [N'(u)v](x) = f'(u(z))v(z). Note that |uv|; < |ulg|v|x for
u,v € C*(Q), and since C*(Q) € C(Q), the Frechet derivative must be of the stated form.
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(b) Let f(¢) € CFY(R), where k > n/2. Then we claim that the corresponding Ne-
mytskii operator N : H*(Q) — H¥(Q) is of class C' with Frechet derivative given by
[N (uv)(z) = f'(u(z))v(z).

First, suppose v € C*(Q). Then N(u) € C*(Q) by the usual chain rule. If u € H* (),
let uy, € C*(Q) with |lum, — ullg2 — 0. Since the imbedding H*(Q2) C C(Q) is continuous,
Um — u uniformly, and thus f(um,) — f(u) and f'(um,) — f/(u) uniformly and hence in L2.
Furthermore, D; f(tm) = f'(tm)Ditty, — f'(u)Dsu in L'. Consequently, by Theorem 2.10,
we have

Dif(w) = f'(u) Diu.
In a similar fashion we find
Djj f(u) = f"(u)DiuDju + f'(u)Dyju

with corresponding formulas for higher derivatives.

1.5.4. Implicit Function Theorem. The following lemmas are needed in the proof of
the implicit function theorem.

Lemma 1.33. Let S be a closed nonempty subset of the Banach space X and let M be a
metric space. Suppose A(x,\) : S x M — S is continuous and there is a constant k < 1
such that, uniformly for all A € M
|A(z, \) — A(y, V|| < k|lx —y|| forall z,y € S.
Then for each X € M, A(xz,\) has a unique fized point x(\) € S and moreover, x(\)
depends continuously on A.
Proof. The existence and uniqueness of the fixed point x()) is of course a consequence of
the contraction mapping theorem. To prove continuity, suppose A, — A. Then
[z(An) —2z(N)[| = [[A@(An), An) — A(z(A), A
<A@, An) = A(z(A), M)l + [[A(@(A), An) — A(z(A), A
< Ellz(n) =2 + [[A@A), An) — A(z(A), ).

Therefore 1
l2(An) = 2(WII < 7= 14 A), An) = Al2z(A), M-

By the assumed continuity of A, the right side tends to zero as n — oo, and therefore
x(An) = (). O

Lemma 1.34. Suppose X,Y are Banach spaces. Let S C X be conver and assume A :
S — Y is Frechet differentiable at every point of S. Then

[ Au — Av|| < [lu — | sup [|A"(w)]].
wesS
In other words, A satisfies a Lipschitz condition with constant ¢ = sup,,cg || A" (w)]|.

Proof. For fixed u,v € S, set g(t) = A(u+ t(v —u)), where ¢t € [0,1]. Using the definition
of Frechet derivative, we have

g = }llig[l)<A(u+(t+h>(v—uf)b)—A(u+t(v—u))>
o (hA(u+tv—w)(v—u)+ [[h(v —u)||E
- i ( h )

= A(u+tlv—u))(v—u).
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Hence

19(0) — g(1)|| = [[Au — Av|| < sup |g'(¢)]]
t€(0,1]

which implies the desired result. (|

Lemma 1.35. Let X be a Banach space. Suppose A : B(ug,r) C X — X is a contraction,
with Lipschitz constant ¢ < 1, where

> (1—q)7 | Aug — uol.

Then A has a unique fixed point u € B(ug,T).

Proof. For u € B(ug,)
[Au —uol| < [|Au — Auol| + [|Auo — uoll < qllu —uoll + (1 — )

Since ||u — up|| < r, A maps the ball B(ug,r) into itself, and the result follows from the
contraction mapping theorem. [l

We now consider operator equations of the form A(u,v) = 0, where A maps a subset
of X x Y into Z. For a given [ug,vo] € X X Y we denote the Frechet derivative of A (at
[uo, vo]) with respect to the first (second) argument by A, (ug,vo) (Ay(ug,vo)).

Theorem 1.36. (Implicit Function) Let X,Y, Z be Banach spaces. For a given [ug, vg] €
X xY and a,b > 0, let S = {[u,v] : [Ju —w| < a, [[v—1vo| < b}. Suppose A:S — Z
satisfies the following:

(i) A is continuous.

(i1) Ay(-,-) exists and is continuous in S (in the operator norm)

(iii) A(ug,vp) = 0.

(iv) [Ay(ug,v0)]~! exists and belongs to B(Z,Y).
Then there are neighborhoods U of ug and V' of vy such that the equation A(u,v) =0 has
exactly one solution v € V' for every u € U. The solution v depends continuously on u.

Proof. If in S we define
B(u,v) = v — [Ay(ug, v0)] " A(u,v)

it is clear that the solutions of A(u,v) =0 and v = B(u,v) are identical. The theorem will
be proved by applying the contraction mapping theorem to B. Since

By (u,v) = I — [Ay(ug, v0)] Ay (u, v)
By(+,-) is continuous in the operator norm. Now B, (ug,vo) = 0, so for some 6 > 0 there is
a q < 1 such that
1B (u, )| < ¢
for ||lu — upl| <6, ||lv—wo|| < 4. By virtue of Lemma 1.34, B(u,-) is a contraction. Since

A is continuous, B is also continuous. Therefore, since B(ug,vg) = vp, there is an € with
0 < € <6 such that

1B (u,v0) — voll < (1—¢q)é

for ||u — up|| < e. The existence of a unique fixed point in the closed ball B(vg,d) follows
from Lemma 1.35 and the continuity from Lemma 1.33. O
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EXAMPLE 1.37. Let f(£) € CY*(R), f(0) = f/(0) = 0, g(z) € C*(Q) and consider the
boundary value problem

(1.13) Au+ f(u) =g(z) in Q, ulgg=0.
Set X =272 =C%Q),Y = {uec C?*Q) : ulpg =0} and
A(g,u) = Au+ N(u) — g

where N is the Nemytskii operator corresponding to f. The operator A maps X x Y into
the space Z. Clearly A(0,0) =0 (A is C! by earlier examples) and

A,(0,0)v=Av, veY.

It is easily checked that all the conditions of the implicit function theorem are met. In
particular, condition (iv) is a consequence of the bounded inverse theorem. Thus, for a
function g € CY(Q) of sufficiently small norm (in the space C%({2)) there exists a unique
solution of (1.13) which lies near the zero function. There may, of course, be other solutions
which are not close to the zero function. (Note that the condition f/(0) = 0 rules out linear

functions.)

Remark. Note that the choice of X = Z = C(Q), Y = {u € C?(Q) : ulspq = 0} would fail
above since the corresponding linear problem is not onto. An alternate approach would be
to use Sobolev spaces. In fact, if we take X = Z = Wk=2(Q), Y = Wk(Q) N H}(Q) with &k
sufficiently large, and if f(¢) € CK¥*1(R), then as above, we can conclude the existence of a
unique solution u € W*(Q) provided | g||x_2.2 is sufficiently small. Hence, we get existence
for more general functions g; however, the solution u € W¥(Q) is not a classical (i.e., C?)
solution in general.

1.5.5. Generalized Weierstrass Theorem. In its simplest form, the classical Weier-
strass theorem can be stated as follows: Every continuous function defined on a closed ball
in R™ is bounded and attains both its maximum and minimum on this ball. The proof
makes essential use of the fact that the closed ball is compact.

The first difficulty in trying to extend this result to an arbitrary Banach space X is
that the closed ball in X is not compact if X is infinite dimensional. However, as we shall
show, a generalized Weierstrass theorem is possible if we require a stronger property for the
functional.

A set S C X is said to be weakly closed if {u,} C S, wu, — u implies u € 5, i.e.,
S contains all its weak limits. A weakly closed set is clearly closed, but not conversely.
Indeed, the set {sin nz}$° in L?(0,7) has no limit point (because it cannot be Cauchy) so
it is closed, but zero is a weak limit that does not belong to the set. It can be shown that
every convex, closed set in a Banach space is weakly closed.

A functional f : S € X — R is weakly continuous at ug € S if for every sequence
{un} C S with u,, — ug it follows that f(u,) — f(ug). Clearly, every functional f € X*
is weakly continuous. A functional f : S C X — R is weakly lower semicontinuous
(w.ls.c.) at up € S if for every sequence {u,} C S for which u, — wug it follows that
flug) < liminf,, oo f(up). According to Theorem 1.19, the norm on a Banach space is
w.ls.c.. A functional f: S C X — R is weakly coercive on S if f(u) — oo as |lu]| — oo
on S.

Theorem 1.38. Let X be a reflexive Banach space and f : C C X — R be w.l.s.c. and
assume
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(i) C is a nonempty bounded weakly closed set in X or

(ii)) C is a nonempty weakly closed set in X and f is weakly coercive on C.

Then

(a) infuec f(u) > —oo;

(b) there is at least one ug € C such that f(ug) = infyec f(u).
Moreover, if uy is an interior point of C and f is G-diff at ug, then f'(ug) = 0; that is, ug
s a critical point of f.

Proof. Assume (i) and let {u,} C C be a minimizing sequence, i.e., lim, o [f(u,) =
inf,ec f(u). The existence of such a sequence follows from the definition of inf. Since X is
reflexive and C' is bounded and weakly closed, there is a subsequence {u,/} and a uy € C
such that w,, — wp. But f is w.ls.c. and so f(up) < liminf, oo f(uy) = infuec f(u),
which proves (a). Since by definition, f(ugp) > inf,ec f(u), we get (b).

Assume (ii) and fix up € C. Since f is weakly coercive, there is a closed ball B(0, R) C X
such that up € BNC and f(u) > f(ug) outside BNC. Since BN C satisfies the conditions
of (i), there is a u; € BN C such that f(u) > f(up) for all w € BN C and in particular for
ug. Thus, f(u) > f(u1) on all of C.

To prove the last statement we set ¢, (t) = f(uo + tv). For fixed v € X, ¢,(t) has a
local minimum at ¢ = 0, and therefore (f’(ug),v) =0 for all v € X. O

Remark. Even though weakly continuous functionals on closed balls attain both their inf
and sup (which follows from the above theorem), the usual functionals that we encounter
are not weakly continuous, but are w.l.s.c.. Hence this explains why we seek the inf and
not the sup in variational problems.

A set C in a real normed space X is called convex if (1 — t)u +tv € C for all ¢t €
[0,1], u, v € C. The following result is needed later.

Theorem 1.39. A closed convex set in a Banach space is weakly closed.

1.5.6. Monotone Operators and Convex Functionals. Let A : X — X* be an oper-
ator, where X is a real Banach space. We say that

(i) A is monotone if

(Au— Av,u—v) >0 forall w,ve X.

(ii) A is strongly monotone if for some ¢ > 0 and p > 1,

(Au— Av,u —v) > c|lu — o[, forall wu,ve X.

(iii) A is coercive if
(Au, u)

11m
ul| =00 |||

= +400.



1.5. Some Useful Results in Nonlinear Functional Analysis 24

Remark. A strongly monotone operator is coercive. This follows immediately from (Au, u) =
(Au— A0, u) + (A0,u) > cllull’ — [|AO|[|ux-

Let C be a convex set in the real normed space X. A functional f: C C X — R is said
to be convex if

f(A=tu+tv) <A —t)f(u)+tf(v) forall te0,1], u,veC.
In the following we set

o(t) = f(1 = thu+tv) = flu+t(v—u))
for fixed u and v.
Lemma 1.40. Let C C X be a convex set in a real normed space X. Then the following
statements are equivalent:
(a) The real function ¢ :[0,1] — R is convez for all u,v € C.
(b) The functional f: C C X — R is convez.
(c) f/:CC X — X* (assuming [ is G-diff on C) is monotone.

Proof. Assume ¢ is convex. Then

o) = (1 =1)-041-1) < (1 —1)p(0) +tp(1)

for all t € [0, 1], which implies (b).

Similarly, if f is convex, then for ¢t = (1 — a)s; + asg, with «, s1, s2 € [0, 1], we have

e(t) = fluttlv—u) <A -a)f(utsi(v—u))+af(uts(v—u)

for all u,v € C, which implies (a).

Fix u,v € C. Then ¢'(t) = (f'(u+ t(v —u)),v —u). If f is convex, then ¢ is convex
and therefore ¢’ is monotone. From ¢'(1) > ¢'(0) we obtain

(f'(v) = f'(u),v—u) >0 foral w,veC

which implies (c).

Finally, assume f’ is monotone. Then for s < ¢t we have

1
F(0) () = (1o — ) — 't s(o —w), (1 8)(v )} > 0.

Thus ¢’ is monotone, which implies ¢, and thus f is convex. ]

Theorem 1.41. Consider the functional f: C C X — R, where X is a real Banach space.
Then f is w.l.s.c. if any one of the following conditions holds:

(a) C is closed and convez; f is conver and continuous.
(b) C is convex; [ is G-diff on C and f' is monotone on C.

Proof. Set

Cr={ueC: f(u) <r}
It follows from (a) that C, is closed and convex for all 7, and thus is weakly closed (cf.
Theorem 1.39). If f is not w.l.s.c., then there is a sequence {u,} C C with u,, — u and
f(u) > liminf f(u,). Hence, there is an r and a subsequence {u,,} such that f(u) > r and
flup) <r (ie., uy € C,) for all n’ large enough. Since C, is weakly closed, u € C,., which
is a contradiction.
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Assume (b) holds and set ¢(t) = f(u + t(v —u)). Then by Lemma 1.40, ¢ : [0,1] — R
is convex and ¢’ is monotone. By the classical mean value theorem,
p(1) = 9(0) = ¢'(0) = '(0), 0<O<1
i.e.,
f() > f(u)+ (f'(u),v —u) forall wu,vecC.
u)

If uy, — u, then (f'(u),u, —u) — 0 as n — oco. Hence, f is w.ls.c. O

1.5.7. Lagrange Multipliers. Let f,g: X — R be two functionals defined on the Banach
space X and let

M.={ue X :g9(u)=c}
for a given constant c. A point ug € M, is called a local extremal point of f with respect
to M, if there exists a neighborhood of ug, U(ug) C X, such that

f(u) < flup) forall we Ul(ug)N M,
or
f(u) > f(ug) forall we U(up) N M.

In the first case we say that f has (local) maximum at ug with respect to M., while in the
second case f has (local) minimum at uy with respect to M..

A point uy € M, is called an ordinary point of the manifold M, if F-derivative g’(ug)
exists and ¢'(ug) # 0.

Let ug be an ordinary point of M,.. Then ug is called a critical point of f with respect
to M, if there exists a real number A, called a Lagrange multiplier, such that

f'(uo) = Ag'(uo).

As we shall see, if ug is an extremal point of f with respect to M., and if ug is an
ordinary point, then wug is a critical point of f with respect to M.. Note that if ug is an
extremal point of f with respect to X, then Lagrange multiplier A = 0, which implies the
usual result.

Lemma 1.42. Let X be a Banach space. Suppose the following hold:

(i) f,g9: X — R are of class C*
(ii) Forug € X, we can find v,w € X such that

(1.14) f'(uo)v - g'(uo)w # f'(uo)w - ¢'(uo)v.
Then f cannot have a local extremum with respect to the level set M. at ug.

Proof. Fix v,w € X, and for s,t € R consider the real-valued functions

F(s,t) = f(uo+ sv+tw), G(s,t) = g(ug+ sv+tw) —c.

Then oF OF
5(0’0) = f'(uo)v, 5(070) = f'(uo)w
22 10,0) = g/ (o), 27(0,0) = ' o)

so that condition (1.14) is simply that the Jacobian |0(F,G)/d(s,t)| is nonvanishing at
(s,t) = (0,0). Since F,G € C'! on R?, we may apply the implicit function theorem to
conclude that a local extremum cannot occur at ug. More precisely, assume w.l.o.g. that
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G4(0,0) # 0. Since G(0,0) = 0, the implicit function theorem implies the existence of a C!
function ¢ such that ¢(0) = 0 and G(s, ¢(s)) = 0 for sufficiently small s. Moreover,

G,(0,0)

0) = — )
N EACKY
Set z(s) = F(s,¢(s)) = f(uo + sv + ¢(s)w) and note that g(up + sv + ¢(s)w) = c. Hence,
if to the contrary f has an extremum at ug, then z(s) has a local extremum at s = 0. But,
an easy computation shows that G¢(0,0)z'(0) = f'(up)v - ¢'(uo)w — f'(up)w - ¢’ (up)v # 0,
which is a contradiction. U

Theorem 1.43. (Lagrange) Let X be a Banach space. Suppose the following conditions
hold:

(i) f,g: X — R are of class C*,

(11) g(uO) =
(iii) ug s a local extremal point of f with respect to the constraint M.

Then either
(a) ¢'(up)v =0 for allv e X, or
(b) there exists A € R such that f'(up)v = Mg’ (uo)v for all v € X.
Proof. If (a) does not hold, then fix w € X with ¢'(up)w # 0. By hypothesis and the above
lemma, we must have
fug)v - g (ug)w = f(up)w - ¢’ (ug)v  for all v e X.
If we define A\ = (f"(ug)w)/(¢'(ug)w), then we obtain (b). O

More generally, one can prove the following:

Theorem 1.44. (Ljusternik) Let X be a Banach space. Suppose the following hold:
(i) go: X — R is of class C!
(i) gi: X > R are of class C', i=1,...,n
(iii) ug s a local extremal point of gy with respect to the constraint C':
C={u:gu=c¢@i=1...,n)}
where the c; are constants.

Then there are numbers \; (not all zero) such that
(1.15) > Nigi(ug) = 0.
=0

As an application of Ljusternik’s theorem we have

Theorem 1.45. Let f,g : X — R be C' functionals on the reflexive Banach space X.
Suppose

(i) f is w.l.s.c. and weakly coercive on X N{g(u) < c}
(ii) g is weakly continuous
(iii) g(0) =0, ¢'(u) =0 only at u= 0.
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Then the equation f'(u) = Ag'(u) has a one parameter family of nontrivial solutions (ug, Ar)
for all R # 0 in the range of g(u) and g(ug) = R. Moreover, ug can be characterized as
the function which minimizes f(u) over the set g(u) = R.

Proof. Since g(u) is weakly continuous, it follows that Mpr = {u : g(u) = R} is weakly
closed. If Mg is not empty, i.e., if R belongs to the range of g, then by Theorem 1.38,
there is a ur € Mp such that f(ugr) = inf f(u) over u € Mp. If R # 0 then it cannot
be that ¢’(ug) = 0. Otherwise by (iii), ug = 0 and hence R = g(ugr) = 0, which is a
contradiction. Thus, by Ljusternik’s theorem, there exist constants A1, Ag, A\? +\3 # 0 such
that A1 f'(ur) + Aog’(ur) = 0. Since ug is an ordinary point, it follows that A\; # 0, and
therefore A\p = —Ag/)\q. O

Remark. In applying this theorem one should be careful and not choose g(u) = ||lu||, since
this ¢ is not weakly continuous.

The following interpolation inequality, often referred to as Ehrling’s inequality, will
be useful in Sobolev spaces.

Theorem 1.46. Let X,Y, Z be three Banach spaces such that
XCcYcCZ.

Assume that the embedding X C Y is compact and the embedding Y C Z is continuous.
Then for each € > 0, there is a constant c(c) such that

(1.16) llully <ellullx +cle)||ullz  for all we X.

Proof. If for a fixed £ > 0 the inequality is false, then there exists a sequence {u,} such
that

(1.17) lunlly > el|lunllx + n|lun|lz for all n.

As u, # 0, without loss of generality, we can assume ||u,||x = 1. Since the embedding
X CY is compact, there is a subsequence, again denoted by {uw,}, with w, — w in Y. This
implies u, — uw in Z. By (1.17), ||un||ly > € and so u # 0. Again by (1.17), u,, — 0 in Z,
i.e., v = 0, which is a contradiction. ]



Chapter 2

Sobolev Spaces

This chapter is devoted to a discussion of the necessary Sobolev function spaces which
permit a modern approach to the study of differential equations.

2.1. Weak Derivatives and Sobolev Spaces

2.1.1. Weak Derivatives. Let Q2 be a nonempty open set in R"™. Suppose u € C™(Q2) and
¢ € Cg*(Q2). Then by integration by parts

(2.1) / uD%pdx = (—1)l! / vedr, |al <m
Q Q
where a = (a1, 2, -+ , ) is an n-tuple and v = D% = 03} 992 - - - 95" u.

Motivated by (2.1), we now enlarge the class of functions for which the notion of deriv-
ative can be generalized.

Let u € Li,.(Q). A function v € L () is called the o' weak derivative of u if it
satisfies

(2.2) /uDagpdm = (—1)l / vpdr for all ¢ € Cgal(Q).
Q Q

It can be easily shown that weak derivatives are unique. Thus we write v = D%u to indicate
that v is the o weak derivative of u. If a function u has an ordinary o'’ derivative lying
in L},.(Q), then it is clearly the ath weak derivative.

In contrast to the corresponding classical derivative, the weak derivative D%u is defined
globally on all of Q by (2.2). However, in every subregion ' C Q the function D%u will
also be the weak derivative of u. It suffices to note that (2.2) holds for every function
p € C(l)a‘(Q’ ), and extended outside Q' by assigning to it the value zero. In particular, the
weak derivative (if it exists) of a function u having compact support in 2 has itself compact
support in € and thus belongs to L'(€2).

We also note that in contrast to the classical derivative, the weak derivative D%u is
defined at once for order || without assuming the existence of corresponding derivatives of
lower orders. In fact, the derivatives of lower orders may not exist even we have a higher
order weak derivative exists.

28
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EXAMPLE 2.1. (a) Consider the function u(x) = sgnz; +sgnzs in the ball Q = B(0,1) C R2.
Show that the weak derivative u,, does not exist, but the weak derivative u,,,, does exist
and equals 0. In fact, for any ¢ € CZ(12)

/ UPgy 2, AT = 2/ OzyapdT — 2/ Oryz,dr = 20(0,0) — 2¢(0,0) = 0,
Q O+ O

where QF = QN (z1 > 0,22 > 0), Q@ = QN (z1 < 0,22 < 0). However, [,up,, =
—2 f_ll (0, x2)dxs, which can not be written as fQ v dz for any function v.

(b) The function u(x) = |z1| has in the ball Q@ = B(0,1) weak derivatives u,, =
sgn w1, U, = 0,4 =2,...,n. In fact, we apply formula (2.2) as follows: For any ¢ € C3(Q)

/\xllgoxldx:/ xlgpxldx—/ T1pg, dx
Q O+ -

where QT = QN (21 > 0), Q= = QN (z1 <0). Since z1¢ = 0 on N and also for z; = 0,
an application of the divergence theorem yields

/]wﬂgpmldw——/ Lpd:c+/ edr = —/(sgn x1)pdr.
Q Q+ - Q

Hence |z1|;, = sgn 1. Similarly, since for ¢ > 2

/ 21 pn da = / (1]0) s = — / O
Q Q QO

|z1|lz; = 0 for @ = 2,...,n. Note that the function |z1| has no classical derivative with
respect to x1 in €.

(c) Let Q = B(0,1/2) C R? and define u(z) = In(In(2/r)), = € Q, where r = |z| =
(z3 4+ 22)Y/2. Then u ¢ L>®(Q) because of the singularity at the origin. However, we will
show that u has weak first partial derivatives; in fact all first weak derivatives are in L?((2).

First of all u € L%(Q), for

/ uf2dz = /% /1/2 (In(ln(2/r)))2dr df

and a simple application of L’hopitals rule shows that the integrand is bounded and thus
the integral is finite. Similarly, it is easy to check that the classical partial derivative

—cos
rin(2/r)’
also belongs to L?(£). Now we show that the defining equation for the weak derivative is
met.

Let Q. = {z : ¢ < r < 1/2} and choose ¢ € C}(2). Then by the divergence theorem
and the absolute continuity of integrals

/ugpxl r = hm/ UPgz, dr = hn(1) [—/ uzlcpdx—i—/ ucpnlds}
Qe r=¢

where n = (n1,n2) is the unit outward normal to Q. on r = e. But (ds = df)

Uy, = where x; = rcosf

2w
|/ upnids| < / |u| |pledd < 2mecIn(In(2/e)) — 0
r=¢ 0

/uLngldm:—/uzlcpdx.
Q Q

as € — 0. Thus
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The same analysis applies to u;,. Thus u has weak first partial derivatives given by the
classical derivatives which are defined on Q\{0}.

2.1.2. Sobolev Spaces. For p > 1 and k a nonnegative integer, we define
WEP(Q) = {u e LP(Q): D € LP(Q), ¥V 0 < |a] < k},
where D% denotes the ot weak derivative. When k = 0, WP (Q) will mean LP(Q). It is
clear that W*P(Q) is a vector space.
A norm is introduced by defining
1/p

kp = llullwrr) = /Q Z | D%u|Pdx

o<k

(2.3) ||l

if 1 <p < oo. For p = oo, we define norm in terms of ||| Dul|| ;. (q). The space WkP(Q) is
known as a Sobolev space of order k.

We also introduce the space Wé"’ P(Q)) which is defined to be the closure of the space
CE(Q) with respect to the norm || - [|g,. As we shall see shortly, WHP(Q) # Wf’p(Q) for
k> 1. (Unless Q = R™.)

Remark. The case p = 2 is special, since the spaces W%2(Q), WéC’Q(Q) will be Hilbert spaces
under the inner product

(U, V)2 = (U, V)wr2iq) = / Z D*uDvdz.
“ Jal<k

Since we shall be dealing mostly with these spaces in the sequel, we introduce the special
notation:

HA(Q) = WH(Q), HE(Q) = W5 (Q).
Theorem 2.2. For 1 < p < oo, the space Wk’p(Q) 18 a Banach space under the norm
defined. If 1 < p < o0, it is reflexive; if 1 < p < 0o, it is separable.

Proof. We only prove the case for 1 < p < 00; the case when p = oo is similar.
We first prove that W*P(Q) is complete with respect to the norm (2.3).

Let {u,} be a Cauchy sequence of elements in W*?(Q), i.e.,

|tn — tm i,pz Z / | D%y, — D%, |Pdx — 0 as m,n — oo.
Q

o<k

Then for any «, |a| <k, when m,n — oo
/Q | D%y, — D%up [Pdx — 0
and, in particular, when |a| =0
/Q |ty — U [Pdz — 0.

Since LP(Q) is complete, it follows that there are functions u® € LP(Q2), |a| < k such that
D%y, — u® (in LP(R2)). Since each u,(x) has weak derivatives (up to order k) belonging
to LP(f), a simple limit argument shows that u® is the a'" weak derivative of u°. In fact,

/uDa<pda:<—/unD“cpdx:(—1)“|/¢D“undx%(—1)o‘|/uagoda:.
Q Q Q Q
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Hence u® € W*P(Q) and ||u, — u°||x, — 0 as n — oo.
Consider the map T : W1P(Q) — (LP(Q))"*! defined by
Tu = (u, Dyu,...,Dyu).
If we endow the latter space with the norm
n+l

loll = 3 losllp)V/”
i=1

for v = (v1,...,0041) € (LP(Q))""!, then T is a (linear) isometry. Now (LP(Q))"*! is
reflexive for 1 < p < oo and separable for 1 < p < co. Since WP(Q) is complete, its image
under the isometry T is a closed subspace of (LP(£2))"*! which inherits the corresponding
properties as does W1P(Q). Similarly, we can handle the case k > 2. O

EXAMPLE 2.3. Let ) be a bounded open connected set in R™. Divide €2 into N open disjoint
subsets 1,89, ..., Q. Suppose the function u : 2 — R has the following properties:

(i) u is continuous on .

(ii) For some i, Dju is continuous on 4, Qs,...,Qy, and can be extended contin-

uously to 21, Qs, ..., Qun, respectively.

(iii) The surfaces of discontinuity are such that the divergence theorem applies.

Define w;(z) = Dyu(z) if z € UN,Q;. Otherwise, w; can be arbitrary. We now claim

that w; € LP(Q2) is a weak partial derivative of u on .

Indeed, for all ¢ € C3(€2), the divergence theorem yields

/uDigodx = Z/ uD;pdx
Q = Jo,

= Z / ucpnidS—/ wD;udx
09, Q;

J

= —/ pD;udz.
Q

Note that the boundary terms either vanish, since ¢ has compact support, or cancel out
along the common boundaries, since u is continuous and the outer normals have opposite
directions. Similarly, if u € C*(Q) and has piecewise continuous derivatives in  of order
k+ 1, then u € Wk+1P(Q).

Remark. More generally, by using a partition of unity argument, we can show the following:

If O is a collection of nonempty open sets whose union is  and if u € L] () is such that

for some multi-index «, the o weak derivative of u exists on each member of O, then the
ot weak derivative of u exists on .

2.2. Approximations and Extensions

2.2.1. Approximations. Let x € R™ and let B(z, h) denote the open ball with center at
x and radius h. For each h > 0, let wp(x) € C°(R"™) satisfy

wp(x) > 0; wp(z) =0 for |z| > h,

/ wp(z)dr = / wp(z)dr = 1.
n B(0,h)
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Such functions are called mollifiers. For example, let
oy [Fe (e =), el <1,
0, lz| > 1,

where k > 0 is chosen so that [, w(z)dz = 1. Then, a family of mollifiers can be taken as
wp(z) = h™"w(xz/h) for h > 0.

Let Q be a nonempty open set in R” and let u € L'(£2). We set u = 0 outside Q. Define
for each h > 0 the mollified function

un(z) = /Q wn(z — y)uly)dy

where wy, is a mollifier. There are two other forms in which wuj; can be represented, namely
(2.4 wie) = [ ne vy = [ ey
n x,

the latter equality being valid since wy vanishes outside the (open) ball B(x,h). Thus
the values of up(z) depend only on the values of u on the ball B(z,h). In particular, if
dist(x,supp(u)) > h, then up(x) = 0.

Theorem 2.4. Let 2 be a nonempty open set in R™. Then
(a) up € C°(R").

(b) If supp(u) is a compact subset of Q, then up, € C§°(2) for all h sufficiently
small.

Proof. Since u is integrable and wy, € C*°, the Lebesgue theorem on differentiating integrals
implies that for |a] < oo

D un(e) = [ aly)Dwn(z - )dy
Q
ie., up € C®°(R™). Statement (b) follows from the remark preceding the theorem. O

With respect to a bounded set  we construct another set Q" as follows: with each
point z € Q as center, draw a ball of radius h; the union of these balls is then Q. Clearly
Q) 5 Q. Moreover, uy, can be different from zero only in Q).

Corollary 2.5. Let Q) be a nonempty bounded open set in R™ and let h > 0 be any number.
Then there exists a function n € C*°(R"™) such that

0<nlx) <1; nlx)=1, 2€ QW; nz) =0, = (QBEM).

Such a function is called a cut-off function for Q).

Proof. Let x(z) be the characteristic function of the set Q" : x(z) = 1 for z € Q@M y(z) =
0 for z & QM and set

) = xa(a) = [ oo~ ),
Then
n(z) = /Q@h) wp(z —y)dy € C=(R™),

0<n(z) < / wp(r —y)dy =1,

Rn
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and
T R
x) = wp (T — = :
n (k) h y)x\y)ay 0, v (Q(?}h))c.
In particular, we note that if Q' CC Q, there is a function n € C§°(£2) such that n(z) =1
for z € O/, and 0 < n(z) < 11in Q. O

Remark. Henceforth, the notation ' CC Q means that Q, Q are open sets and that ' C Q.

We shall have need of the following well-known result.

Theorem 2.6. (Partition of Unity) Assume Q C R" is bounded and Q CC UN,Q;,
where each ; is open. Then there exist C™° functions ¢;(x)(i = 1,..., N) such that

(a) 0 <i(z) <1,
(b) ; has its support in Q;,
(c) Zfil Yi(x) =1 for every x € Q.

Lemma 2.7. Let 2 be a nonempty bounded open set in R™. Then every u € LP(Q) is
p-mean continuous, i.e.,

/]u($+z)—u(ac)\pdx—>0 as z — 0.
)

Proof. Choose a > 0 large enough so that 2 is strictly contained in the ball B(0,a). Then

the function
Jou(z) ifzxeq,
U@”‘{o if 2 € B(0,2a)\ Q

belongs to LP(B(0,2a)). For € > 0, there is a function U € C(B(0,2a)) which satisfies the
inequality |U — U|| LP(B(0,20)) < €/3. By multiplying U by an appropriate cut-off function,
it can be assumed that U(z) = 0 for =z € B(0,2a)/B(0,a).

Therefore for |2| < a, |U(z+2) — Uz + 2l o020 = 1U() = U@ rs0ay < /3
Since the function U is uniformly continuous in B(0,2a), there is a 6 > 0(6 < a) such that
1U(z + 2z) = U(x) |l o (B(0,20)) < €/3 whenever |z| < §. Hence for |z] < § we easily see that
|u(x + 2) —u(@)|| o) = IU(z + 2) = U(2)|| £r(B(0,20)) < €- O

Theorem 2.8. Let Q be a nonempty open set in R™. Ifu € LP(Q) (1 <p < 0), then

(a) [lunlly < fully
(b) |lup —ul[p =0 as h—0.

If u € C*(Q), where Q is compact, then
(¢) llun —ullery =0 as h—0,

where O CC Q.
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Proof. If 1 < p < o0, let ¢ = p/(p — 1). Then wy = w,{b/pw,{b/q and Holder’s inequality

implies
/Qwh(x —y)|u(y)Pdy (/Q wn( — y)dy>p/q

< /Q wn (@ = y)lu(y)Pdy

Jun () [”

IA

which obviously holds also for p = 1. An application of Fubini’s Theorem gives

[un@pas < [ ([ wna=nac) wpay < [ iy

which implies (a).
To prove (b), let w(z) = h"wp (hx). Then w(x) € C*°(R™) and satisfies

w(z)>0; w(x)=0 for |z|>1

/ w(a)dr = /B o w(z)dz = 1.

Using the change of variable z = (x — y)/h we have

un() - u(x) = /B 1)~ u@lentz )y

= / [u(z — hz) —u(z)|w(z)dz.
B(0,1)
Hence by Holder’s inequality

lup(x) —u(z)P <d |lu(x — hz) — u(x)|Pdz
B(0,1)

and so by Fubini’s Theorem
/ lun(2) — w(@)Pde < d / ( / lulz — hz) — u(z)Pdz)dz.
Q B(0,1) Jo

The right-hand side goes to zero as h — 0 since every u € LP(2) is p-mean continuous.

We now prove (c¢) for k = 0. Let ', Q" be such that Q' cC Q" cC Q. Let hy be the
shortest distance between 0€) and 9. Take h < hg. Then

un(x) — u(x) = /B ) v )y

If 2 € €, then in the above integral y € Q”. Now wu is uniformly continuous in Q" and
wp, > 0, and therefore for an arbitrary € > 0 we have

jun() — u(z)| < e /B ety =

provided h is sufficiently small. The case £k > 1 is handled similarly and is left as an
exercise. ]
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Remark. The following example shows that in (¢) we cannot replace Q' by Q. Let u = 1 for
x € [0, 1] and consider up(z) = fol wp(z —y)dy, where wp,(y) = wp(—y). Now ffh wp(y)dy =
1 and so up(0) = 1/2 for all h < 1. Thus u,(0) — 1/2 # 1 = u(0). Moreover, for x € (0,1)
and h sufficiently small, (z — h,z+ h) C (0,1) and so up(z) = ff_ﬁ? wp(x —y)dy = 1 which
implies up,(x) — 1 for all z € (0,1).

Corollary 2.9. Let Q be a nonempty open set in R™. Then C§°(Q) is dense in LP(Q) for
all 1 <p < oco.

Proof. Suppose first that € is bounded and let Q' CC €. For a given u € LP(Q) set

 u(z), zed
vlz) = { 0, xeM.

/ |lu — v|Pdx = / |u|Pdz.
Q o\

By the absolute continuity of integrals, we can choose €’ so that the integral on the right
is arbitrarily small, i.e., ||u — ]|, < &/2.

Then

Since supp(v) is a compact subset of 2, Theorems 2.4(b) and 2.8(b) imply that for h
sufficiently small, vy (z) € C§°(Q2) with ||v — vp||, < /2, and therefore ||u — vy, < e.

If Q is unbounded, choose a ball B large enough so that
/ lufPde < 2/2
o\
where Q' = QN B, and repeat the proof just given. O

We now consider the following local approximation theorem.

Theorem 2.10. Let 2 be a nonempty open set in R™ and suppose u,v € L} (). Then

loc

v = D% iff, for each compact set S C €, there exists a sequence of C*°(Q) functions {up}
with |lup, — ullp1g) — 0, |D%up — |15y — 0 as h — 0.

Proof. (Necessity) Suppose v = D%u. Let S C € be compact, and choose d > 0 small
enough so that the sets Q' = S(@/2) " = §() gatisfy ' cc Q” cc Q. For « € R" define

we) = [ ante—guldy, @) = [ -y

Clearly, up, vy, € C°(R") for h > 0. Moreover, from Theorem 2.8 we have |lup — ul[11(g) <
[[un — ull g1 (@ry — 0.

Now we note that if x € @ and 0 < h < d/2, then wp(z —y) € C§(Q”). Thus by
Theorem 2.4 and the definition of weak derivative,

Do) = | ulDnte =)y = (-0 | u(s)Dyna — )y

= [ enle =)o)y = o).
Thus, ”Dauh — U”Ll(S) — 0.

(Sufficiency) Choose ¢ € C'(LQ‘(Q) and consider a compact set S O supp(y). Then as
h — oo

/uDagodme/uhDO‘Lpdac:(—l)m'/goDo‘uhdm% (—1)|a/vg0dac
S S S S
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which is the claim. O

If u is equal to a constant (a.e.) in €, then u has the weak derivative D*u =0, |a| > 0.
An application of Theorem 2.10 yields the converse:

Theorem 2.11. Let 2 be a bounded open connected set in R™. If u € L} () has a weak
derivative D*u = 0 whenever |a| =1, then u =const. a.e. in €.

Proof. Let @ cC Q. Then for x € ' and with wuj, as in Theorem 2.10, D%up(z) =
(DYu)p(z) = 0 for all h sufficiently small. Thus up = const = ¢(h) in €' for such h. Since
Jun — ullpry = lle(h) = ulli@y — 0 as h — 0, it follows that

le(h1) — c(ha)ll L) = le(ha) — c(h)|mes(Q') = 0 as hy, hg — 0.
Consequently, ¢(h) = uy, converges uniformly and thus in L!()’) to some constant. Hence
u = const(a.e.) in ' and therefore also in 2, by virtue of it being connected. O

We now note some properties of W¥*P(Q) which follow easily from the results of this
and the previous section.

(a) If Q' € Q and if u € WFP(Q), then u € WhP(Q).

(b) If u € WkP(Q) and |a(z)|r00 < 00, then au € WHP(Q). In this case any weak
derivative D“(au) is computed according to the usual rule of differentiating the
product of functions.

(c) If u € WFP(Q) and wuy is its mollified function, then for any compact set S C
Q, [lun, — ullywrr(sy — 0 as h — 0. If in addition, u has compact support in €2, then
llun — ul|kp — 0 as h — 0.

More generally, we have the following global approximation theorems. (The proofs make
use of a partition of unity argument; see EVANS’s book.)

Theorem 2.12. (Meyers-Serrin) Assume Q is bounded and let u € WHP(Q), 1 < p < oo.
Then there exist functions u, € C>®(Q) N WH*P(Q) such that

U — u in WEP(Q).
In other words, C>®(2) N WHFP(Q) is dense in WHP(Q).
Theorem 2.13. Assume § is bounded and 0 € C. Let u € WHP(Q), 1 < p < oo. Then

there exist functions u,, € C>(§) such that
U — u in WEP(Q).
In other words, C*=(Q) is dense in W*P(Q).
EXAMPLE 2.14. (a) Prove the product rule for weak derivatives:
D;(uv) = (D;u)v + u(D;v)

where u, D;u are locally LP(Q), v, D;v are locally LI(Q) (p > 1,1/p+1/q¢ =1).

(b) If u € W5P(Q) and v € C¥(2), prove that uv € WP (Q).

(c) If u € WkP(Q) and v € C¥(Q), prove that uv € Wg’p(Q).

Theorem 2.15. (Chain Rule) Let ) be a bounded open set in R"™. Let f € C1(R), |f'(s)| <
M for all s € R and suppose u has a weak derivative D%u for |a| = 1. Then the composite
function fowu has a weak derivative D*(f ou) = f'(u)D%u. Moreover, if f(0) =0 and if
u € WHP(Q), then fou € WHP(Q).
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Proof. According to Theorem 2.10, there exists a sequence {uy,} C C1(2) such that |juj, —
ullpry = 0, [[D%up — D%l 1oy — 0 as h — 0, where Q' CC Q. Thus

/ |f(up) — f(u)|dz < sup ]f’\/ lup, — u|de — 0ash — 0
Qf Q

|/ (up) D%up, — f'(u)D%u|dz < sup |f’\/ |D%up, — D%ul|dx
o o

+ [ 1) - f @D

Since [Jup, — ul[p1(qry — 0, there exists a subsequence of {up}, which we call {u,} again,
which converges a.e. in ' to u. Moreover, since [’ is continuous, {f’(up)} converges to f/(u)
a.e. in Q. Hence the last integral tends to zero by the dominated convergence theorem.
Consequently, the sequences {f(un)}, {f' (up)D%up} tend to f(u), f'(u)D%u respectively,
and the first conclusion follows by an application of Theorem 2.10 again.

Since f(0) = 0, the mean value theorem implies |f(s)| < M]|s| for all s € R. Thus,
|f(u(z))] < Mlu(z)| for all x € Q and so fowu € LP(Q) if w € LP(Q). Similarly,
f'(u(z)) D € LP(Q) if u € WHP(Q), which shows that f ou € W1P(Q). O
Corollary 2.16. Let Q be a bounded open set in R™. If u has an o' weak derivative
D%u, |a| =1, then so does |u| and

D% if u>0
D% u| = 0 if u=0
D% if u<0

i.e., D¥u| = (sgn w)D%u for u # 0. In particular, if u € WIP(Q), then |u| € WHP(Q).
Proof. The positive and negative parts of u are defined by
u” = max{u,0}, v~ = min{u,0}.
If we can show that D™ exists and that
D if u>0
a, + _
D™= { 0 if u<0

then the result for |u| follows easily from the relations |u| = vt —u™ and v~ = —(—u)*.
Thus, for A > 0 define

1
_J @r+nr®)2—h if u>0
f"(“)_{o if u<0.

Clearly f;, € C'(R) and f} is bounded on R. By Theorem 2.15, f;(u) has a weak derivative,
and for any ¢ € C}(Q)

cpdr — — | Do _ _uD%
Jprte == [ Ditneds == [ o

Upon letting h — 0, it follows that fp(u) — u™, and so by the dominating convergence

theorem
/u+D“cpdac = —/ wD%udr = —/ vodr
Q u>0 Q

_ | D% if u>0
"Tlo0 i w<o0
which establishes the desired result for u™. O

where
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Remark. Since v = u™ + u™, we have du/dx; = Ou't/dx; + Ou™ /Ox;. Consequently,
Ou/0x; =0 ae. on {u=c}={zreQ:uxr)=cl

The following result is of independent importance.
Theorem 2.17. u, — u in W*P(Q), if and only if Du,, — D%u in LP(Q) for all |a| < k.

Theorem 2.18. Let f : R — R be Lipschitz continuous with f(0) = 0. Then if Q is a
bounded open set in R", 1 < p < oo and u € WOLP(Q), we have fou € W(}’p(Q).

Proof. Given u € Wol’p(Q), let u, € C3(Q) with ||u, — ul|1, — 0 and define v, = f o u,.
Since u,, has compact support and f(0) = 0, v,, has compact support. Also v,, is Lipschitz
continuous, for

(@) —on(Y)| = |f (un(2)) = f(un(y))| < clun(z) — un(y)| < cnlz —yl.

Hence v, € LP(Q). Since v, is absolutely continuous on any line segment in 2, its par-
tial derivatives (which exist almost everywhere) coincide almost everywhere with the weak
derivatives. Moreover, we see from above that |0v,/0x;| < ¢, for 1 < i < n, and as Q is
bounded, dv,/dz; € LP(2). Thus v, € WP(Q) and has compact support, which implies
vy € VVO1 P(Q). From the relation

|on(2) — f(u(@))] < clun(z) — u(z)]

it follows that ||v, — f o ull, — 0. Furthermore, if e; is the standard ith basis vector in R",

we have
|vn(x + he;) — vp(2)] < |tn (x + he;) — up ()]

<c
Al |h|
and so
vy, Ouy,
lim su < climsup || —1|,.

But, {Ou,/0x;} is a convergent sequence in LP(2) and therefore {Ov,/0x;} is bounded in
LP(Q2) for each 1 < i < n. Since ||v,||1, is bounded and VVO1 P(Q) is reflexive, a subsequence
of {v,} converges weakly in W1P(Q), and thus weakly in LP(£2) to some element of I/VO1 P(Q).
Thus, fou e Wy (Q). O

Remark. In terms of the trace operator (defined later) we have vo(f ou) = f o vo(u).
Corollary 2.19. Let u € Wy*(Q). Then |u|, u™, u= € W, P(Q).

Proof. We apply the preceding theorem with f(t) = |t|. Thus |u| € W,*(R). Now
ut = (Ju| +u)/2 and ™ = (u — |u])/2. Thus ut, u= € W, P (Q). O

2.2.2. Extensions. If Q C 2, then any function u(x) € C§(Q) has an obvious extension
U(x) € CE(Y) by zero outside of Q. From the definition of W(;C P(Q) it follows that the
function u(x) € I/VéC P(Q)) and extended as being equal to zero in '\ belongs to Wé“ P,

In general, a function v € WP (Q) and extended by zero to ' will not belong to W*?(Q).
(Consider the function u(x) = 1 in Q.) This also shows that in general W*P(Q) # Wéc P(Q).

We now consider a more general extension result.

Theorem 2.20. Let Q be a bounded open set in R™ with Q@ CC ' and assume k > 1.
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(a) If 0Q € CF, then any function u(x) € WFP(Q) has an extension U(x) €
WHEP(Q) into Q' with compact support. Moreover,

1Ullwrr oy < cllullwrra)
where the constant ¢ > 0 does not depend on w.

(b) If 92 € C¥, then any function u(x) € C*(Q) has an extension U(x) € CE(QY)

into Q' with compact support. Moreover,

1Uller @y < clluller@y, U llwrr@y < cllullwrn )
where the constant ¢ > 0 does not depend on u.

(c) If 92 € C*, then any function u(z) € C*(9Q) has an extension U(z) into
which belongs to C*(Q). Moreover

1Uller@) < cllulleron)

where the constant ¢ > 0 does not depend on w.

Proof. Suppose first that u € C*(Q). Let y = v¥(z) define a C* diffeomorphism that

straightens the boundary near z° = (29,...,2%) € 9. In particular, we assume there is a

ball B = B(2°) such that (BN Q) C R% (i.e., y, > 0), $(BN Q) C IR?. (e.g., we could
choose y; = z; — :1:? fori=1,...,n—1and y, =z, — @(x1,...,Tn-1), Where @ is of class
C*. Moreover, without loss of generality, we can assume ¥, > 0 if x € BN Q.)

Let G and Gt = G N R’} be respectively, a ball and half-ball in the image of ¢ such

that ¢ (z") € G. Setting u(y) =uov " (y) and y = (Y1, - Yn—1,Yn) = (¥, yn), we define
an extension U(y) of @(y) into y, < 0 by

k+1
y yn Zcz _yn/z7 Yn <0

where the ¢; are constants determined by the system of equations

k+1

(2.5) Y a(=1/i)" =1, m=0,1,...,k

=1

Note that the determinant of the system (2.5) is nonzero since it is the Vandemonde deter-
minant. One verifies readily that the extended function U is continuous with all derivatives
up to order k in G. For example,

k+1
hm Uly) = Zc, a(y’,0) = u(y’,0)

by virtue of (2.5) with m = 0. A similar computation shows that

lim Uy, (y) =4y, (y,0), i=1,...,n— 1

y—(y’,0)
Finally
k+1
lim U =Y ¢i(=1/i)iy,, (y,0) = u,, (y,0
i Ty, () ; (—1/i)ty, (y',0) = 1y, (4, 0)

by virtue of (2.5) with m = 1. Similarly we can handle the higher derivatives.



2.2. Approximations and Extensions 40

Thus w = Uov € CF(B’) for some ball B’ = B'(2") and w = v in B'NQ, (If z € B'NQ,
then ¥(r) € GT and w(x) = U(y(x)) = u(¥(x)) = u(yp"2(z)) = u(z)) so that w provides
a C* extension of u into Q U B’. Moreover,

sup |a(y)| = sup [u(¥™" (y))| < sup |u()]
G+ G+ Q
and since x € B’ implies ¢(z) € G
sup |U(¢())| < esup [a(y)| < esup |u(z)].
B’ G+t Q

Since a similar computation for the derivatives holds, it follows that there is a constant
¢ > 0, independent of u, such that

||chk(QuB/) < C||U||ck(s‘z)-

Now consider a finite covering of 02 by balls B;, ¢ = 1,...,N, such as B in the
preceding, and let {w;} be the corresponding C* extensions. We may assume the balls B;
are so small that their union with  is contained in Q. Let Qy CC Q be such that g and
the balls B; provide a finite open covering of Q. Let {n;}, i = 1,..., N, be a partition of
unity subordinate to this covering and set

w = uno+ Zwmz‘

with the understanding that w;n; = 0 if 7; = 0. Then w is an extension of u into Q' and
has the required properties. Thus (b) is established.
(a) If u € WHP(Q), then by Theorem 2.13, there exist functions u,, € C*(Q) such that
Um — w in WEP(Q). Let Q C Q" C ', and let U, be the extension of u,, to Q" as given
in (b). Then
U = Uillwegary < ellvn = wlwenca

which implies that {U,,} is a Cauchy sequence and so converges to a U € Wég P(Q"), since
Un € CE(Q"). Now extend U, U by 0 to Q. It is easy to see that U is the desired
extension.

(c) At any point z° € 9Q let the mapping ¢ and the ball G be defined as in (b). By
definition, u € C*(0%) implies that & = uoy~t € C*(GNIR™). We define ®(y', y,) = u(y’)
in G and set ®(z) = ®oy)(x) for x € Y~ 1(G). Clearly, ® € C*(B) for some ball B = B(x°)
and ® = v on BNIN. Now let {B;} be a finite covering of 9 by balls such as B and let ®;
be the corresponding C* functions defined on B;. For each i, we define the function U;(x)
as follows: in the ball B; take it equal to ®;, outside B; take it equal to zero if x ¢ 9f) and
equal to u(z) if x € 9Q. The proof can now be completed as in (b) by use of an appropriate
partition of unity. O

2.2.3. Trace Theorems. Unless otherwise stated, €2 will denote a bounded open con-
nected set in R"”, i.e., a bounded domain.
Let T be a surface which lies in { and has the representation
rn =), = (z1,...,20-1)

where ((2') is Lipschitz continuous in U. Here U is the projection of I' onto the coordinate
plane z, = 0. Let p > 1. A function u defined on I is said to belong to LP(I") if

1
el oy = ( /F lu(z)PdS)F < 0o
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where
n—1
1

Op 1
u(z)|PdS = u(z’, ()P + —(z"))?2dx’.
Juras = [t oty + SiEE
Thus LP(T") reduces to a space of the type LP(U) where U is a domain in R?~!.

For every function u € C(£2), its values you = u|p on I' are uniquely given. The function
~ou will be called the trace of the function u on I'. Note that u € LP(I") since you € C(I).

On the other hand, if we consider a function u defined a.e. in Q (i.e., functions are
considered equal if they coincide a.e.), then the values of v on I' are not uniquely determined
since meas(I') = 0. In particular, since 02 has measure 0, there exist infinitely many
extensions of u to §) that are equal a.e. We shall therefore introduce the concept of trace for
functions in W1P(Q) so that if in addition, u € C(Q), the new definition of trace reduces
to the definition given above.

Lemma 2.21. Let 9 € C%L. Then for u € C1(Q),

(2.6) [voullra0) < cllull1p

where the constant ¢ > 0 does not depend on w.

Proof. For simplicity, let n = 2. The more general case is handled similarly. In a neigh-
borhood of a boundary point x € 0f2, we choose a local (£, n)-coordinate system, where the
boundary has the local representation

n=¢), —a<f{<a
with the C%! function ¢. Then there exists a 8 > 0 such that all the points (£,7) with

—a<i<a, @(§) - B<n<p(§)
belong to . Let u € C*(Q). Then

»(€)
ull, pl€)) = / wn(E,m)dn + u(E. )

where ¢(&) — 8 <t < ¢(€). Applying the inequality (a + b)? < 2P~1(aP + bP) together with
Holder’s inequality we have

(&)
(€, ()P < 27 gt / g (€, )Py + 27 (€, D)P.

w(&)—p

An integration with respect to t yields

()
Blu(€, p(©)P < 2071 / (8P un (€, )P + (€, m)P)dn.

w(§)—8

Finally, integration over the interval [—a, o] yields

(27) [ lutep(@nrae <27 [ (@l + pup)dean

where S denotes a local boundary strip.
Suppose ¢(-) is C'. Then the differential of arc length is given by ds = (1 + ¢'?)Y/2dE.
Addition of the local inequalities (2.7) yields the assertion (2.6). Now if ¢(-) is merely

Lipschitz continuous, then the derivative ¢’ exists a.e. and is bounded. Thus we also
obtain (2.6). O
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Since C1(Q) = W1P(Q), the bounded linear operator 7o : C1(Q) C WHP(Q) — LP(0Q)
can be uniquely extended to a bounded linear operator v : WhP(Q) — LP(9€2) such that
(2.6) remains true for all u € WHP(Q2). More precisely, we obtain you in the following
way: Let u € WHP(Q). We choose a sequence {u,} C C*(Q) with ||u, — ull1,, — 0. Then
[voun — youllLr(a0) — 0

The function you (as an element of LP(99)) will be called the trace of the function
u € W'P(Q) on the boundary 0. (|[7oull1r(a0) will be denoted by |ullLr(a0)-) Thus the
trace of a function is defined for any element u € WP(Q).

The above discussion partly proves the following:

Theorem 2.22. (Trace) Suppose 9Q € Ct. Then there is a unique bounded linear operator
70 : WHP(Q) — LP(09) such that you = ulsq foru € C(QNWLP(Q), and vo(au) = yoa-you
for a(z) € CY(Q), ue WHP(Q). Moreover, N'(vo) = Wy () and R(0) = LP(99).

Proof. Suppose u € C(2) N WHP(Q). Then by Theorem 2.20, u can be extended into
(Q cc ) such that its extension U € C() N WHP(QY). Let Uy(z) be the mollified
function for U. Since Uy, — U as h — 0 in both the norms || [|o(q): |- [lw1r (o). we find that
as h — 0, Uplaq — ulon uniformly and Uy|sq — you in LP(02). Consequently, you = ulgq.

Now au € WHP(Q) if a € CH(Q), u € WIP(Q) and consequently, vo(au) is defined. Let
{un} € CY(Q) with |Ju, —ull1, — 0. Then

Yo(aun) = Yo0a - Youn
and the desired product formula follows by virtue of the continuity of ~g.

If u e I/Vol’p(Q)7 then there is a sequence {u,} C CL(Q) with |lu, —ul1, — 0. But
unlon = 0 and as n — 00, uplag — You in LP(9Q) which implies vou = 0. Hence Wol’p(Q) C
N (7). Now suppose u € N(y). If u € WHP(Q) has compact support in €, then by an
earlier remark, u € VVO1 P(Q). If u does not have compact support in €, then it can be shown
that there exists a sequence of cut-off functions n; such that nyu € W1P(Q) has compact
support in €, and moreover, |nyu — ull1p, — 0. By using the corresponding mollified

functions, it follows that u € WyP(Q) and N(y) € Wy(Q). Details can be found in
EvANS’s book.

To see that R(yp) = LP(99), let f € LP(02) and let € > 0 be given. Then there is a
u € C'(09Q) such that |lu— fllrp@a0) < e. If we let U € C(Q) be the extension of u into €,
then clearly |yoU — f||1r(90) < €, which is the desired result since U € W'?(Q). O

Remarks. (i) The range R(vp) is the fractional Sobolev space Wl_%’p(aﬂ); see [2].

(ii) Note that the function u = 1 belongs to WHP(Q) N C(Q) and its trace on 9 is 1.
Hence this function does not belong to VVO1 P(Q)), which establishes the earlier assertion that
Wy (Q) # Wi (Q).

Let w € WFP(Q), k > 1. Since any weak derivative D%u of order |a| < k belongs to
WLP(Q), this derivative has a trace v D®u belonging to LP(9S2). Moreover

[1D%ul[Lra) < cl[D%ullip < cllullkyp

for constant ¢ > 0 independent of wu.

Assuming the boundary 092 € C!, the unit outward normal vector n to 9 exists and
is bounded. Thus, the concept of traces makes it possible to introduce, for k > 2, du/on
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for u € W*P(Q). More precisely, for k > 2, there exist traces of the functions u, D;u so
that, if n; are the direction cosines of the normal, we may define

n

nu = Z(’YO(DW))W, ueWhr(Q), k> 2.
i=1
The trace operator v : WHEP(Q) — LP(0S) is continuous and yiu = (Ou/0n)|sq for u €
CHQ) N WHEP(Q).
For a function u € C*(Q) we define the various traces of normal derivatives given by
du

’Yjuzwh‘m, 0<j<k-1

Each «; can be extended by continuity to all of WHP(Q) and we obtain the following:

Theorem 2.23. (Higher Trace) Suppose 0 € C*. Then there is a unique continuous
linear operator ¥ = (70,71, - -, Yk—1) : WFP(Q) — H?;& WHh=1=3P(0Q) such that for u €
C*(Q)
M ,
’YOu:u’(?Qv ViU = %’69) J = 17"'7k_ 1.

Moreover, N (v) = Wg’p(Q) and R(vy) = H?;& Wh=1=3P(0Q).

The Sobolev spaces W*=1=7(99), which are defined over 95, can be defined locally.

Theorem 2.24. (Integration by Parts) Let u,v € H'(Q) and let 9Q € C*. Then for
anyt=1,...,n

(2.8) /vDiuda::/ (’ygu"ygv)nidS—/uDivda:.
Q oN Q

Proof. Let {u,} and {v,} be sequences of functions in C*(Q) with [lun, — ul 1) —
0, lvn — vl g1(q) — 0 as n — oo. Formula (2.8) holds for up, vy,

/vnDiundw:/ unvnnidS—/unDivnda:
Q o0 Q

and upon letting n — oo relation (2.8) follows. O

Corollary 2.25. Let 00 € C*.
(a) Ifve HY(Q) and u € H*(Q) then
/QvAuda: = /89 You - y1udS — /Q(Vu -Vv)dx (Green’s 1st identity).
(b) If u,v € H?(Q) then
/Q(vAu — uAv)dx = /aQ('yov “y1u — you - 1v)dS (Green’s 2nd identity).

In these formulas Vu = (Dyu, ..., Dyu) is the gradient vector and Au = Z?:l D;;u is the
Laplace operator.

Proof. If in (2.8) we replace u by D;u and sum from 1 to n, then Green’s 1st identity is
obtained. Interchanging the roles of u,v in Green’s 1st identity and subtracting the two
identities yields Green’s 2nd identity. O
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ExaMPLE 2.26. Establish the following one-dimensional version of the trace theorem: If
u € WHP(Q), where Q = (a,b), then

lull ooy = (Ju(@)? + [u(®)?) /P < const [[ullwiro

where the constant is independent of w.

2.3. Sobolev Imbedding Theorems

We consider the following question: If a function u belongs to W*?(Q), does u automatically
belong to certain other spaces? The answer will be yes, but which other spaces depend upon
whether 1 < kp <n, kp =n, n < kp < oco.

The result we want to prove is the following:

Theorem 2.27. (Sobolev-Rellich-Kondrachov) Let  C R" be bounded and open with
00 € Cl. Assume 1 < p < oo and k is a positive integer.

(a) If kp<n and 1 < q <np/(n—kp), then
WkP(Q) C L1(Q)

is a continuous imbedding; the imbedding is compact if 1 < q < np/(n — kp).
Moreover,

(2.9) [ull Loy < Cllullwrr )
where the constant C depends only on k,p,n and €.
(b) If kp=n and 1 <r < oo, then

WkP(Q) c L7(Q)
18 a compact imbedding and
(2.10) lull @) < Cllullwrs )

where the constant depends only on k,p,n and Q.

(c) Ifkp>n and 0 < a <k —m —n/p, then
WkP(Q) c C™(Q)

is a continuous imbedding; the imbedding is compact if 0 < a < k —m — n/p.
Moreover,

(2.11) [ull gmeq@y < Cllullwrro)

where the constant C depends only on k,p,n,a and €.

(d) Let 0< j <k, 1 <p,g<oo. Setd=1/p— (k—j)/n. Then
Whe c Wi
is a continuous imbedding for d < 1/q; the imbedding is compact for d < 1/q.

The above results are valid for Wéf’p(Q) spaces on arbitrary bounded domains ).



2.3. Sobolev Imbedding Theorems 45

Remark. Tt is easy to check that the imbedding W1P(Q) C LP(Q) is compact for all p > 1
and all n.

A series of special results will be needed to prove the above theorem. Only selected
proofs will be given to illustrate some of the important techniques.

Suppose 1 < p < n. Do there exist constants C' > 0 and 1 < ¢ < oo such that
(2.12) [ul| Loy < ClIVullLom@n)
for all w € C§°(R™)? The point is that the constants C' and ¢ should not depend on w.

We shall show that if such an inequality holds, then ¢ must have a specific form. For
this choose any u € C§°(R™), u # 0, and define for A > 0

ux(z) = u(Az) (zeR").

1
/ fuplfde / u(Az)|ide = - / fu(y)|*dy
R™ R™ )\n R™

AP
/ |Vuy|Pde = )\p/ |[Vu(Ax)|Pdx = n/ |Vu(y)[Pdy.

Inserting these inequalities into (2.12) we find

Now

and

A
lull oy < € IVl oy

1
An/a
and so
(2.13) [l aqrny < CAPE9)| | Lo .

But then if 1 —n/p 4+ n/q > 0(< 0), we can upon sending A to 0 (co0) in (2.13) obtain a
contradiction (u = 0). Thus we must have ¢ = p* where

(2.14) pr =P
n—p
is called the Sobolev conjugate of p. Note that then
1 1 1 .
(2.15) —=—-——, p >p
p p n

Next we prove that the inequality (2.12) is in fact correct.

Lemma 2.28. (Gagliardo-Nirenberg-Sobolev Inequality) Assume 1 < p < mn. Then
there is a constant C, depending only on p and n, such that

(2.16) [l Lo (mny < ClIVul| Lo @ny
for all u € C}(R™).
Proof. First assume p = 1. Since u has compact support, for each i = 1,...,n we have
T4
u(z) = / Uz, (T1y ey Tl Yiy i1y - -+ T AY;

—0o0

and so -
|u(z)| g/ IVu(z1, ..o Uiy osxn)|dy; (i=1,...,n).

—00
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Consequently

(2.17) lu(z)|™

. o =
-1 SH(/ ‘vu(xlvvyuaxn)’dy’b) .
i=1

—0o0

Integrate this inequality with respect to xi:

1
0o " oo N 0o 1
[ < [T )" dn
—o0 —00 ;4 —00
</ |Vu|dy1> / H(/ \Vu|dyi> dxy

1

1=2
(e} %1 n [e') 00 n—1
(/ rwdyl) (H / / rwdxldyi)
—00 j—o/—00 J—00

the last inequality resulting from the generalized Hoélder inequality (1.1), with r» = 1,
k=n—-1and p;,=n—1.

A

IN

We continue by integrating with respect to xs,...,z, and applying the generalized
Hélder inequality to eventually find (pull out an integral at each step)

n 1
n o) 00 1
/ [u(z)| T dx H </ / |Vuldz; ... dy;. ..dxn)
" i=1 —00 —00

- (/ ) ywm) o

which is estimate (2.16) for p = 1.

Consider now the case that 1 < p < n. We shall apply the last estimate to v = |u|?,
where v > 1 is to be selected. Note that at a point xg where u(zg) # 0

IN

‘ B P}/u’yilDiu if u(xo) >0
(DZU)(DU()) - { _7(_u)’7*1Diu if u(xo) <0

If u(zo) = 0, clearly (D;v)(z¢) exists at z¢ and equals 0. Thus v € C}(R"), and

n—1

(/nu(x)\n””ldm) "< /anumdx

= ’y/ Ju[ 7 | Vu|da
Rn

p(y=1) pTTI %
0 / |u| »=1 dx /|Vu|pdx :

—1
7:p(n ) o4

n—p

IN

We set

in which case

m ply—=1)  np
n—1 p—1 n—op

Thus, the above estimate becomes

1 1
(/ \uyp*dx>p gc(/ ]Vu\pda:)p.
n Rn
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O

Theorem 2.29. Let Q C R" be bounded and open, with 9Q € C'. Assume 1 < p < n, and
u € WHP(Q). Then u € L (Q) and

(2.18) [ull o @) < Cllullwree)

where the constant C' depends only on p,n and 2.

Proof. Since 92 € C, there exists an extension U € WHP(R") such that U = u in Q, U
has compact support and

(2.19) 1Ullw1r@ny < Cllullwie)-

Moreover, since U has compact support, there exist mollified functions u,, € C§°(R™) such
that u,, — U in WHP(R™). Now according to Lemma 2.28,

[tm = wl| o= gy < Cl|Vtim — V|| Lo gn)
for all I,m > 1; whence u,, — U in LP"(R") as well. Since Lemma 2.28 also implies
||Um||LP*(]Rn) < CHvumHLP(R")

we get in the limit that
Ul ze* gy < ClIIVU | o er)-
This inequality and (2.19) complete the proof. O

Theorem 2.30. Let 2 C R" be bounded and open. Assume 1 < p <n, and u € Wol’p(Q).
Then u € L1(Q) and

[ullae) < ClIVullr(a)
for each q € [1,p*], the constant C depending only on p,q,n and Q.

Proof. Since u € Wol’p(ﬂ), there are functions u,, € C§°() such that u,, — u in WP ().
We extend each function 1, to be 0 in R"\Q and apply Lemma 2.28 to discover (as above)
[ull Lo () < ClIVullLe(e)-

Since [Q| < oo, we furthermore have
lullza@) < Cllull e @

for every ¢ € [1,p*]. O

We now turn to the case n < p < oo. The next result shows that if u € WHP(2), then
u is in fact Holder continuous, after possibly being redefined on a set of measure zero.

Theorem 2.31. (Morrey’s Inequality) Assumen < p < oo. Then there exists a constant
C, depending only on p and n, such that

(2.20) [l 13 gy < Cllullwrory, ¥ u€ CHRY),

Proof. We first prove the following inequality: for all z € R, » > 0 and all u € C*(R"),

(2.21) /B ( )|u<y>_u(x>|dy§” /B D)l

n (z,r) |.’IJ - y|n—1 ‘
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To prove this, note that, for any w with |w| =1 and 0 < s < r,

/ —u(z + tw) dt‘

/0 Vu(z + tw) - wdt‘

(e + sw) - u(x)] =

S
< / |Vu(z 4+ sw)| dt.
0
Now we integrate w over 0B(0,1) to obtain

/ lu(z + sw) — u(x)| dS
8B(0,1)

IN

/ / |Vu(z + sw)|dSdt
0 JoB(0,1)
[ v,
B(z,s) |.I - y|n
< / IV"u(y)_!1 dy
B(z,r) ‘l’ - y‘n

Multiply both sides by s”~! and integrate over s € (0,7) and we obtain (2.21).
To establish the bound on [[u[|cogn), we observe that, by (2.21), for z € R",

1

1
u(x _ u(y) —u(z)|dy + —— u(y)| dy
p—1
L/p a—np 7
< C(/ IVu(y)!pdy) / ly — x| »=1 dy + Cllull e ®n)
R™ B(z,1)
< Cllulwisn.

To establish the bound on the semi-norm [u],, v =1 — %, take any two points z,y € R"™.
Let r = |x — y| and W = B(z,r) N B(y, ). Then

(222)  Julz) — uly)| < |W|/ lu(z \dz+|W’/ luly) — u(2)] d=.

Note that |[W| = gr", r = |v —y| and [, < mm{fB(x r),fB(y -} Hence, using (2.21), by
Hoélder’s inequality, we obtain

/ lu(z) —u(z)|dz < / lu(z) —u(z)]dz < r |Du(2)||z — z|' ™ dz
w B(z,r) " JB(x,r)
1/p p—1
rh (d-n)p P
< — / |Vu(z)P dz / |z — x| »=1 dz
" \JB(zr) B(x,r)

p—1

T (-mp _1 P
Cr™||[Vull prrr) / s =1 " ds
0

< Cr"|Vul| o gny,

IN

where vy =1 — %; similarly,

[ 1) = ullds < Tl

Hence, by (2.22),
lu(@) —u(y)| < Clz —y["[Vull Lo ).
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This inequality and the bound on |lu||co above complete the proof. O

Theorem 2.32. (Estimates for WP, n < p < 00) Let Q C R" be bounded and open,
with 8 € C. Assume n < p < oo, and u € WP(Q). Then u e C”"' "5 (Q) a.e. and

HUHCOJ*%(Q) < CHUHWLP(Q)

where the constant C' depends only on p,n and €.

Proof. Since 92 € O, there exists an extension U € WHP(R") such that U = u in Q, U
has compact support and

(2.23) 1Ullw1r@ny < Cllullwie)-
Moreover, since U has compact support, there exist mollified functions u,, € C§°(R") such
that wu,, — U in WHP(R") (and hence on compact subsets). Now according to Morrey’s
inequality,

[[tm — ulHCOJ*"/P(R") < Cllum — wllwrpgn)
for all I,m > 1; whence there is a function u* € Co’lfn/p(R”) such that wu,, — u* in
CO1=n/P(R™). Thus u* = u a.e. in Q. Since we also have

[umllcor-n/p@ny < Cllumllwiegny
we get in the limit that
[u*lcoa—n/p@ny < ClIUllwrpgn)-
This inequality and (2.23) complete the proof. O

We can now concatenate the above estimates to obtain more complicated inequalities.

Proof of general Sobolev inequalities. Assume kp < n and u € WHP(Q). Since D €
LP(Q) for all |o| < k, the Sobolev-Nirenberg-Gagliardo inequality implies

IDPull 1 gy < Cllullwsr(g)

if 3] <k —1, and so u € WF1P"(Q). Moreover, ||[ullx—1, < c||ullkp. Similarly, we find

u € WE=2P"(Q), where
1 1 1 2

1
p*pt n pon
Moreover, |[ul|g—2p < c||ullg—1p+. Continuing, we find after k steps that u € W%4(Q) =
L9(Q) for

1 1 k

q p n
The stated estimate (2.9) follows from combining the relevant estimates at each stage of
the above argument. In a similar manner the other estimates can be established. ]

We now consider the compactness of the imbeddings. Before we present the next result
we recall some facts that will be needed. A subset S of a normed space is said to be totally
bounded if for each ¢ > 0 there is a finite set of open balls of radius € which cover S.
Clearly, a totally bounded set is bounded, i.e., it is contained in a sufficiently large ball. It
is not difficult to see that a relatively compact subset of a normed space is totally bounded,
with the converse being true if the normed space is complete. Moreover, a totally bounded
subset of a normed space is separable.
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Theorem 2.33. (Rellich-Kondrachov) Let Q@ C R"™ be bounded and open. Then for
1<p<n:

(a) The imbedding Wol’p(Q) C L9(Q) is compact for each 1 < g < np/(n —p).

(b) Assuming 0Q € C', the imbedding WP (Q) C L1(Q) is compact for each 1 <

q < np/(n—p).
(c) Assuming 02 € O, vo : WHP(Q) — LP(9R) is compact.
If p > n, then
(d) Assuming 0Q € C*, the imbedding WHP(Q) C C¥(Q) is compact for each 0 <
a<l1l—(n/p).

Proof. We shall just give the proof for p = ¢ = 2. The other cases are proved similarly.
(a) Since C3(9) is dense in H{ (), it suffices to show that the imbedding C}(Q2) € L%(Q) is
compact. Thus, let S = {u € C3(Q) : ||ul[12 < 1}. We now show that S is totally bounded
in L2(9).

For h > 0, let S}, = {uy, : uw € S}, where uy, is the mollified function for u. We claim
that S}, is totally bounded in L?(Q). Indeed, for u € S, we have

un(@)| < /( wn(2)|u(z = 2)|dz < (supwp)|ully < e1(supwp)

and

|Djup(x)| < casup |D; i
so that S, is a bounded and equicontinuous subset of C' (_Q) Thus by the Ascoli Theorem,
Sy, is relatively compact (and thus totally bounded) in C(2) and consequently also in L?(€2).

=1,...,n

Now, by earlier estimates, we easily obtain

fon—ulf < | e ([ 1w =) = utePa )

/Q‘u(x_z)_u(x)Pdﬂj _ /9/01Cw(ilt_mdt2
— /9/01(—Vu(:z:—tz),z)dt

1
[ ( | 1vuta - tz>12dt) dr < |2 Jull? .
Q 0

Consequently, ||up, — u|l2 < h. Since we have shown above that Sy is totally bounded in
L2() for all h > 0, it follows that S is also totally bounded in L?(£2) and hence relatively
compact.

and

dx

2
dx

IN

(b) Suppose now that S is a bounded set in H'(2). Each u € S has an extension
U € H} () where Q CC . Denote by S’ the set of all such extensions of the functions
u € S. Since [|U|| g1y < the set S’ is bounded in H{(Q'). By (a) S’ is relatively
compact in L?(Q') and therefore S is relatively compact in L%(Q).

(c) Let S be a bounded set in H'(£2). For any u(z) € C'(Q), the inequality (2.7) with
p = 2 yields

(2.24) HUHLZ 8Q) HUH2 +C2ﬁ”UH12
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where the constants ci,co do not depend on u or 8. By completion, this inequality is
valid for any v € H'(Q). By (b), any infinite sequence of elements of the set S has a
subsequence {u,} which is Cauchy in L?(Q): given ¢ > 0, an N can be found such that for
all m,n > N, ||um — up|l2 < . Now we choose = ¢. Applying the inequality (2.24) to
Um — Unp, it follows that the sequence of traces {you,} converges in L?(92).

(d) By Morrey’s inequality, the imbedding is continuous if « =1 — (n/p). Now use the
fact that C? is compact in C¢ if o < . O

Remarks. (a) When p = n, we can easily show that the imbedding in (a) is compact for all
1 < ¢ < co. Hence, it follows that the imbedding VVO1 P(Q) c LP(Q) is compact for all p > 1.

(b) The boundedness of {2 is essential in the above theorem. For example, let I = (0, 1)
and I; = (4,7 +1). Let f € Cé([) and define f; to be the same function defined on I; by
translation. We can normalize f so that || f|[y1.r(;) = 1. The same is then true for each f;
and thus {f;} is a bounded sequence in W1P(R). Clearly f € LI(R) for every 1 < ¢ < oo.
Further, if

Hf”Lq(R) = ||f||Lq(]) =a>0
then for any j # k we have

J+1 E+1
1 = fllfaey = [ 1607+ [ 1l = 20
J

and so f; cannot have a convergent subsequence in L4(R). Thus none of the imbeddings
WP(R) C LI(R) can be compact. This example generalizes to n dimensional space and to
open sets like a half-space.

2.4. Additional Properties

2.4.1. Equivalent Norms. Two norms || - || and |- | on a vector space X are equivalent
if there exist constants c1,ca € (0,00) such that

|z]| < ecilz| < egllz| forall x € X.

Note that the property of a set to be open, closed, compact, or complete in a normed
space is not affected if the norm is replaced by an equivalent norm. A seminorm ¢ on a
vector space has all the properties of a norm except that ¢(u) = 0 need not imply u = 0.

Theorem 2.34. Let 0Q € C' and let 1 < p < co. Set

n 1/10
Jull = ( /Q > D + <q<u>>p>

where q : WHP(Q2) — R is a seminorm with the following two properties:
(i) There is a positive constant d such that for all u € WHP(£2)
q(u) < dffull1p.
(ii) If u = constant, then q(u) = 0 implies u = 0.
Then || - || is an equivalent norm on WHP(Q).
Proof. First of all, it is easy to check that || - || defines a norm. Now by (i), it suffices to
prove that there is a positive constant ¢ such that

(2.25) |ullip < cllul| for all ue WhHP(Q).
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Suppose (2.25) is false. Then there exist u, € WHP(Q) such that |us|l1, > nllu,|. Set
Up, = Up/||tn||1,p. Then

(2.26) |lunlip =1 and 1> nl|uyl.

According to Theorem 2.33, there is a subsequence, call it again {u,, }, which converges to u
in LP(Q2). From (2.26) we have |u,| — 0 and therefore Vu,, — 0 in LP(Q2) and ¢(u,) — 0.
This implies Vu = 0 and hence u = const and u, — u in W1P(Q). Hence, ||ul/1, = 1 and
by triangle inequality, g(u) = 0. Since u is constant, this implies u = 0, which contradicts
llull1,, = 1. O

EXAMPLE 2.35. Let 9Q € C1. Assume a(z) € C(Q),0(z) € C(0) with a > 0 (£ 0), o >
0 (£ 0). Then the following norms are equivalent to || - ||, on WHP(Q):

221) |l = (/Qz:;\Diu]pdx—l—‘/Qudxp

1/p
) with g(u) = | [ udz| .
n D 1/p

(2.28) l|lul| = </ Z | D;ulPdx + ’/ voudS’ ) with g(u UaQ YoudS| .
Qi 9]
n 1/p

(2.29) Jul| = (/ Z | Dju|Pdz —|—/ Jhou|pdS> with g(u) = (f 0|*you|pd5’)1/p.

Qi 19)

1/p
(2.30) llul| = (/ Z | Diu|Pdz —I—/ a]u|pd:c> with g(u) = (fﬂa\u|pda:)1/p.

Clearly, for all these ¢’s, condition (ii) of Theorem 2.34 holds. To verify condition (i)
of Theorem 2.34, one uses the trace theorem in (2.28) and (2.29). Also, the ¢(u) in (2.27)
is bounded by ¢(u) in (2.30). Condition (i) for g(u) in (2.30) follows from the imbedding
WLP(Q) — LP(Q).

< c||lu|| if |ju]] is any

equivalent norm of W?(Q). Using such an inequality with ||u|| defined by (2.27) on function
u— (u)q, where (u)q = ﬁ Jo udz is the mean of u over €, we have

ExampLE 2.36. (Poincaré’s inequalities.) Note that |lu|rrq) <

(2.31) / |u(x YolPdz < c/ Z |DjulPdz, Yuec WhHP(Q),

where the constant ¢ > 0 is independent of u. This inequality is often referred to as a
Poincaré’s inequality. Also if u € VVO1 P(Q), by (2.28), it follows that

(2.32) / u(z)[Pdz < ¢ / > |DiufPdr, Yue WyP(9Q),
Q i

where the constant ¢ > 0 is independent of u. This inequality is also referred to as a
Poincaré’s inequality. In particular, (2.32) implies that quantity

n l/P
el po = ( /ﬂ 3 rDiu|pdx>
=1

defines an equivalent norm on VVO1 P(Q).
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2.4.2. Difference Quotients. Assume u € L} (Q) and Q' CC €. Let e1,--- ,e, be the

loc
standard basis vectors of R". For all h € R with 0 < |h| < dist(€,09) and i =1,2,--- | n,
we define the i-th difference quotient of u of size h on €' by
u(z + he;) — u(z)

o , e

Shu(x) =

Denote §"u = (68u, 68u, - - -, 6"u).
Theorem 2.37. (Difference Quotients and Weak Derivatives)

(i) Suppose 1 < p < oo and u € WHP(Q). Then for each ' CC Q there exists a
constant C such that

16"l o < ClIVullpry V0 < || < dist(€, 09).

(ii) Let 1 <p < oo, u € L} () and & CC Q. Assume i € {1,2,--- ,n}. Suppose
that there exist constant C and sequence hy — 0 such that

(2.33) 1675 ull oy SC Yk =1,2,--- .

Then weak derivative uy, exists in LP(SY) and ||luz, | rpy < C.

Proof. 1. We first assume u is smooth. Let z € ' and 0 < |h| < dist(Q',9€). Then
1
u(x + he;) —u(x) = / Uy, (T + the;)h dt
0

and hence

= |u(3: + he;) — u(x)
N h
Raising to the p-th power, using Holder’s inequality and integrating over x € € will yield

1
/ Sl P de < / / V(e + the))|P didz
& Q' Jo

1
|6} u(a) | < / \Vu(z + the;)|dt.
0

1 1
< / V(e + the,)|P dudt < / / V()| dedt / V()P da.
0 Q 0 Q Q
Thus
/ |5hu|pdx§0/ |Vu(x)|P dx
Q/ Q

with C' actually depending only on n,p. This estimate holds for all smooth u and hence is
also valid by approximation for arbitrary u € W1P().

2. By (2.33), the sequence {55Lku} is bounded in LP(€). Since p > 1, there exists
a subsequence {5?’%}, still denoted by k, that converges weakly to v € LP()). Clearly
[v]|Lp(ey < C. We show that v is the weak derivative u,, on €. Let ¢ € C§(€'). For each
0 < |h| < §dist(€,09), it is easy to check that

// u(m)éi_hqﬁ(a:) dx = — o o(z)0Mu(z) d.

(This is the integration by parts formula for difference quotients.) Take h = hy — 0 in this
formula, by the weak convergence of (5? Fu to v and the fact 6; "¢(2) — ¢y, () uniformly on
Q' as h — 0, and one proves that

| w@on@de=— [ s@p@)ds voe @),

Q/
By definition of weak derivatives, v = u,,. ]

K3
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2.4.3. Fourier Transform Methods. In defining Sobolev spaces H* on the whole R,
it is often useful to use the Fourier transform.

For a function u € L'(R"), we define the Fourier transform of u by

1 .
~ - - —ixy n
u(y) = @n)? /Rn 2 u(z)dr, VyeR",

and the inverse Fourier tranform by

1 .
~ _ 1Ty n
a(y) = 2nyr /]Rn e"Yu(r)de, VyeR"

Theorem 2.38. (Plancherel’s Theorem) Assume u € L'(R") N L2(R™). Then 4, 4 €
L*(R™) and
@/l L2 (mry = 18]l L2ny = [lull L2(rny.-

Since L'(R™) N L?(R") is dense in L?(R™), we can use this result to extend the Fourier
transforms on to L?(R™). We still use the same notations for them. Then we have

Theorem 2.39. (Property of Fourier Tranforms) Assume u,v € L?>(R"). Then
(i) Jgnutdz = [p, 00 dy,
(ii) 50‘\u(y) = (iy)*u(y) for each multiindex o such that D%u € L?(R™),
(iii) u = 1.
Next we use the Fourier transform to characterize the spaces H*(R").

Theorem 2.40. Let k be a nonnegative integer. Then, a function u € L?>(R™) belongs to
H¥(R™) if and only if
(1+ ly)a(y) € L*(R™).
In addition, there exists a constant C' such that
C M ull ey < N+ JyI®) @l 2eny < C llull v geny
for all w € H*(R™).

Using the Fourier transform, we can also define fractional Sobolev spaces H*(R™) for
any 0 < s < oo as follows

H*(R") = {u € L*R") | (1 + |y|*) @ € L*(R™)},
and define the norm by
lullgs @y = 11+ |yI°) @l 2(n)-
From this we easily get the estimate
lullpoemny < Nl@l 1 (n)
1L+ Jyl)a (1 + Ty 1*) ™ o gy
< I+ fyPYall L@ |+ 1917) 7217 gy
< Clullgs@ny,

where C' = ||(1 + |y\s)_2||%1(Rn) < oo if and only if s > %. Therefore we have an easy

imbedding, which is known valid for integers s by the previous Sobolev imbedding theorem,
H*(R™) C L™(R") if s> 3.



Chapter 8

Second-Order Linear
Elliptic PDEs in
Divergence Form

3.1. Second-Order PDEs in Divergence Form

3.1.1. Single Equation Case. Henceforth, 2 C R" denotes a bounded domain with
boundary 952 € C!. Consider the (Dirichlet) boundary value problem (BVP)

(3.1) Lu=f in , u=0 on 0.

Here f is a given function in L?(£2) (or more generally, an element in the dual space of
H}(Q)) and L is a formal second-order differential operator in divergence form
given by

n

Lu=— Z D; (a;j(x)Dju) + Z bi(x)Diu + c(z)u

ij=1 i=1

with real coefficients a;;(z), b;j(x) and c(x) in L*(2). Moreover, L is assumed to be uni-
formly elliptic in 2, i.e., there exists a number # > 0 such that for every x € {2 and every
real vector £ = (§1,...,&,) € R"

n

(3.2) D ag(@)&s = 0> |6

ij=1 i=1

A function u € HE(Q) is called a weak solution of (3.1) if the following holds

(3.3) Bi(u,v) = /

: { i aijDjuD;v + (i b;Diu + cu)v} dx = /vada:, Voe H&(Q)
i=1

ij=1

Other problems can also be formulated in the weak sense as above in different Hilbert
spaces.
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EXAMPLE 3.1. Consider the following weak formulation: Given f € L?(Q), find u € H*(Q)
satisfying

/Vu~Vvda::/fvd:E for all v e HY(Q).
Q Q

Find the boundary value problem solved by u. What is the necessary condition for the
existence of such a u?

3.1.2. General System of PDEs in Divergence Form. For N unknown functions,
ul, - ul, we write uw = (ul,--- ,u) as a vector field. We say u € X(Q;RY) if each
uF € X(Q), where X is a symbol of any function spaces we have learned. For example, if

u € WIP(Q; RY) then we use Du to denote the N x n Jacobi matrix (9u*/07;)1<k<N 1<i<n-
The (Dirichlet) BVP for general system of nonlinear partial differential equations in

divergence form can be written as follows:

(3.4) —div A(z,u, Du) + b(x,u, Du) = F in Q, wu=0 on 09,

where A(z,5,6) = (Af(z,5,¢), 1 < i < n, 1 <k < N, and b(x,5,6) = (0(x,5,€)),
1 < k < N, are given functions of (z,s,£) € Q x RN x MN*X" satisfying some structural
conditions, and F = (f¥), 1 < k < N, with each f* being a given functional in the dual
Lp
space of Wy ().
The suitable structural conditions will generally assure that both |A(z,u, Du)| and

! P2(Q-RN _ p_
|b(z,u, Du)| belong to LP (Q) for all u € WHP(Q;RY), where p’ = -5

A function u € T/VO1 P(Q;RYN) is called a weak solution to problem (3.4) if

(3.5) /Q

for all ¢ € Wol’p(Q) and each k =1,2,--- , N.

System (3.4) is said to be linear if both A(z, s,£) and b(x, s, ) are linear in the variables
(s,€), so that

> Af(x,u, Du)Dip + b (2, u, Du)p| dz = (f*, )
=1

N
Ak (x,u, Du) = Z af}(m) Djul + Z d"(z) ul,
(3.6) 1<I<N,1<j<n =1

N
bk('r?u?Du) = Z bfl(m) Djul+zckl($) ul.
1<j<n, I<ISN =1

In the linear case, as in the single equation case, we work in the Hilbert space H}(; RN),
which has the inner product defined by

(u,v) = Z / Du* D” da.
1<i<n, 1<k<N &

The pairing between H}(€2; RY) and its dual is given by

N
(F,u) = Z(fk,uk) if /= (f*) and u = (u").

k=1

Then a weak solution of linear system (3.4) is a function u € H}(€;RY) such that

(37) BQ(U, ’l)) = / <ai€]lDJulDﬂ)k + d?lulDiUk _|- b;?leulka' _|_ Ck'lulvk> d.%' — <F‘7 U>
Q
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holds for all v € H}(€;RY). Here the conventional summation notation is used.

3.1.3. Ellipticity Conditions for Systems. There are several ellipticity conditions
for the system (3.5) in terms of the leading coefficients A(z,s,€). Assume A is smooth on
& and define

OAF(z,5,€)

kl —
Aij(xﬂgag) - 355 )

&= (&).

The system (3.5) is said to satisfy the (uniform, strict) Legendre ellipticity condition
if there exists a v > 0 such that, for all (x, s, &), it holds

(3.8) Z Z Akl (x,8,8)n; né- >v|n> for all N x n matrix n = (nF).
1,7=1k,l=1

A weaker condition, obtained by setting n = ¢ ® p = (¢"p;) with p € R", ¢ € RV is the
following so-called (strong) Legendre-Hadamard condition:

(3.9) Z ZA'“ x,5,€)q"¢'pip; > vIpl*lg]* VpeR", g eRY.
1,j=1k,l=1

Note that for systems with linear leading terms A given by (3.6), the Legendre condition
and Legendre-Hadamard condition become, respectively,

n N
(3.10) SN ai@nfni =vinl® Vo= 0k, 1<i<n;
ij=1ki=1
n N
(3.11) > afi(@) ¢ d'pips = vIpl la]> VpeR”, g RN
ig=1 k=1

ExaMPLE 3.2. The Legendre-Hadamard condition does not imply the Legendre ellipticity
condition. For example, let n = N = 2 and ¢ > 0; define constants a L by

2

Z af}{f{é Edetﬁ—i—e]g\Q.

i7j7kvl:1

Since
2

> afipip;d*dt = det(q@p) + elg @ p* = € |p|lgl?,
Z'7j7k7:1
the Legendre-Hadamard condition holds for all ¢ > 0. However, show that the Legendre
condition holds for this system if and only if € > 1/2.

EXAMPLE 3. 3 Let v = (v, w) and (z1,22) = (x,y). Then the system of differential equations
defined by a L given above is

€AV + Wy =0, €Aw — vy =0.
This system reduces to two fourth-order equations for v, w (where Af = fop + fyy):
A%y — Vgayy = 0, EN%w + Wezyy = 0.

Show that both equations are elliptic (in the sense of linear operators) if and only if e > 1/2.
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3.2. The Lax-Milgram Theorem

Let H denote a real Hilbert space with inner product (-,-) and norm || - [|. A function
B: H x H— Ris called a bilinear form if

B(au + pv,w) = aB(u,w) + BB (v, w)

B(w, au+ pv) = aB(w,u) + B(w,v)

for all u,v,w € H and all o, 8 € R.

Our first existence result is frequently referred to as the Lax-Milgram Theorem.

Theorem 3.4. (Lax-Milgram Theorem) Let B: H — H be a bilinear form. Assume

(i) B is bounded; i.e., |B(u,v)| < allull||v|]| Yu,v € H, for some a > 0; and

(ii) B is strongly positive (also called coercive); i.e., B(u,u) > f||ul|* Yu € H,
for some B > 0.

Let f € H*. Then there exists a unique element v € H such that
(3.12) B(u,v) = (f,v), YveH.

Moreover, the solution u satisfies ||ul| < % IIf1]-

Proof. For each fixed u € H, the functional v — B(u,v) is in H*, and hence by the Riesz
Representation Theorem, there exists a unique element w = Au € H such that

B(u,v) = (w,v) = (Au,v) Y v e H.

It is easy to see that A : H — H is linear. From (i), ||Aul|? = B(u, Au) < alul|||Aul|,
and hence ||Au|| < allu| for all w € H; that is, A is bounded. Furthermore, by (ii),
Bllull? < B(u,u) = (Au,u) < ||Aul|||u|| and hence ||Au|| > B||u|| for all u € H. By the Riesz
Representation Theorem again, we have a unique wy € H such that (f,v) = (wp,v) for all
v € H and ||f|| = ||lwo||. We will show that the equation Au = wy has a unique solution
u € H. The uniqueness of u follows easily from the property ||Au — Av| > B|jlu — v|| for
all u,v € H. There are many different proofs for existence; here we use the Contraction
Mapping Theorem.

Note that the solution u to equation Au = wy is equivalent to the fixed-point of the
map T: H — H defined by T(v) = v — tAv + twg (v € H) for any fixed ¢ > 0. We
show that for ¢ > 0 small enough T is a contraction. Note that for all v,w € H we have
|T(v) — T(w)|| = ||(I —tA)(v — w)||. We compute that for all u € H

I = tA)ul® = [l + 2] Aul® - 26(Au, w)
< JulP(1+ 20> - 281)
< Al

for some 0 < v < 1 if we choose t such that 0 < ¢t < i—é Therefore, map T': H — H is a
contraction (with constant \/7) on H and thus has a fixed point. This fixed point u solves
Au = wy and is thus the (unique) solution of (3.12). Moreover, we have | f|| = ||lwo] =
|Au|| > B||lu|| and hence |Jul| < % | ||. The proof is complete. O
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3.3. Garding’s Estimates and Existence Theory

In the following, we assume all coefficients involved in the bilinear forms B; and By defined
above are in L*(£2). Then one easily shows the boundedness:

|Bj(u, v)| < aljull[|v]]

for all u,v in the respective Hilbert spaces H = H(Q) or H = H}(Q;RY) for j = 1,2.
Here and below, the norm [[u[| on H is the equivalent norm || Dul|z2(qy induced by the inner
product (u,v)g = [o(Du, Dv)dz in both scaler or vectorial cases.

The strong positivity (also called coercivity) for By or Bs is not always guaranteed
and involves estimating the quadratic form Bj(u,u), which usually involves the so-called
Garding’s estimates. We will derive these estimates below and then state the corre-
sponding existence theorem.

3.3.1. Estimate for Bj(u,u).

Theorem 3.5. Assume the ellipticity condition (3.2) holds. Then, there are constants
B >0 and v € R such that

(3.13) By(u,u) > Bllul? — yllul22(0

for allu € H = H}(Q).

Proof. Note that, by the ellipticity,

Bi(u,u) — /Q(Z biDju + cu)udx > O/QZ | Dsul*dz.
i=1 i=1

Let m = max{||b;||p=(q) |1 < i < n}. Then

|(b; Diu, w)s m|| Diul|2||ull2

<
< (m/2)(el| Diul3 + (1/e)[[ull3),

where in the last step we have used Cauchy’s inequality with e:
laB| < (¢/2)a® + (1/2)8% Y o, B €R.
Also, (cu,u)s > kOHUH%Q(Q)’ where kg = essinf,eq ¢(z). Combining these estimates we find
Bi(u,u) > (0 —me/2)|| DullF2(q) — (mn/2e — ko) |ul|72(q)-

By choosing € > 0 so that § = 6§ — me/2 > 0 we arrive at the desired estimate, with
v =mn/2e — k. O

Theorem 3.6. Let Lu be defined as above. There is a number v € R such that for each
A\ > v and for each function f € L*(Q), the boundary value problem

Lu+ X = f(x) in Q, u=0 ondQ
has a unique weak solution u € H = HE}(Q) which satisfies

lullg < el 12

where the positive constant ¢ is independent of f.
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Proof. Let v be defined from (3.13) and let A > ~. Define the bilinear form
B*(u,v) = By(u,v) + Mu,v)y forall wu,ve H

which corresponds to the operator Lu + Au. Then B*(u,v) satisfies the hypotheses of the
Lax-Milgram Theorem. Hence equation Lu + Au = f has a unique weak solution in H;
moreover, ||u|| < %Hf”g, where > 0 is the constant from (3.13). O

ExAMPLE 3.7. Consider the Neumann boundary value problem

(3.14) —Au(z) = f(z) inQ, gz =0 on 0N.

A function v € H'(Q) is said to be a weak solution to (3.14 if

(3.15) /Qvu.vudxz /vadx, Vove  HY(Q).

Obviously, taking v = 1 € H'(Q), a necessary condition to have a weak solution is

Jo f(z)dz = 0. We show this is also a sufficient condition for existence of the weak so-
lutions. Note that, if u is a weak solution, then u + ¢, for all constants ¢, is also a weak
solution. Therefore, to fix the constants, we consider the vector space

H = {u € H'(Q) | / u(z)dx = O}
Q
equipped with inner product
(u,v)g = / Vu-Vudz.
Q

By the theorem on equivalent norms, it follows that H with this inner product, is indeed a
Hilbert space, and (f,u) r2() is a bounded linear functional on H:

|(fyw) 2@ < [1fllz2@llvliz2@) < [1fllz2@ vl &

Hence the Riesz Representation Theorem implies that there exists a unique v € H such
that

(3.16) (u,w)g = (f,w) 2y, Y weH.

It follows that u is a weak solution to the Neumann problem since for any v € H* () we
take w = v — ¢ € H, where ¢ = ﬁ Jo vdz, in (3.16) and obtain (3.15) using [, fdx = 0.

EXAMPLE 3.8. Denote by H] the space
H! = {u € H(Q) : you = const}.

Note that the constant may be different for different u’s.
(a) Prove that H! is complete.

(b) Prove the existence and uniqueness of a function u € H} satisfying

/ (Vu - Vo + uv)dz = / fvdx for all v € H}
Q Q

where f € C(Q).
(c) If u € C%(Q) satisfies the equation in (b), find the underlying BVP.
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ExXAMPLE 3.9. Let us consider the nonhomogeneous Dirichlet boundary value problem
(3.17) —Au=fin Q, wulpo=¢

where f € L?(Q) and ¢ is the trace of a function w € H'(2). Note that it is not sufficient
to just require that ¢ € L?(09) since the trace operator is not onto. If, for example,
© € C1(09), then ¢ has a C! extension to , which is the desired w.

The function u € H(12) is called a weak solution of (3.17) if u — w € H}(Q) and if
/QVU -Vudz = /vadx for all v € HL(Q).
Let u be a weak solution of (3.17) and set u = z +w. Then 2 € H{(Q) satisfies
(3.18) /QVZ -Vudr = /Q(fv — Vo -Vw)dz forall ve HQ).

Since the right-hand side belongs to the dual space H, &(Q)*, the Lax-Milgram theorem yields
the existence of a unique » € Hg () which satisfies (3.18). Hence (3.17) has a unique weak
solution wu.

ExAaMPLE 3.10. Let © C R™. Show that if u,v € HZ(Q), then
n
/ AuAvdr = Z / DjjuD;jvdz.
Q G1/9
Hence, ||Aul|2 defines a norm on HZ(£2) which is equivalent to the usual norm of HZ().

ExAMPLE 3.11. Now let us consider the boundary value (also called Dirichlet) problem for
the fourth order biharmonic operator:

0
A?u=fin Q, ulsg= 8—ulag =0.
n

We take H = HZ(f2). By the general trace theorem, H = H3(Q) = {v € H*(Q) : yov =
~y1v = 0}. Therefore, this space H is the right space for the boundary conditions.

Accordingly, for f € L*(Q), a function u € H = H(Q) is a weak solution of the
Dirichlet problem for the biharmonic operator provided

/AuAvdx:/me YveH.
Q Q

Consider the bilinear form
B(u,v) = / AuAvdz.
Q
Its boundedness follows from the Cauchy-Schwarz inequality
| B(u, v)| < [|Aull2]|Av]ly < dl|ull2,2][v]]22-
Furthermore,
B(u,u) = [[Aul3 > c||ul]3 5.

So, by the Lax-Milgram theorem (in fact, just the Riesz Representation Theorem), there
exists a unique weak solution u € H.
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3.3.2. Estimate for By(u,u). Let H = H}(;RY) and let (u,v)y and ||u||g be the inner
product and norm defined above on H.

We consider the system (3.4) with A and b given by (3.6). Let Ba(u,v) be the bilinear
form on H x H associated with this problem, defined by (3.7). We will derive the Garding
estimate for Ba(u,u).

Define the bilinear form of the leading terms by

A(u,v) ZZ/ z) Djul Div¥da (u, v € H).

i,=1k,l=1

kl

Lemma 3.12. Assume that either coefficients a I satisfy the Legendre condition or a;;

are all constants and satisfy the Legendre- Hadamard condition. Then

A(u,u) > v|ul|3, VueH.

Proof. The conclusion follows easily if the coefficeints a! satisfy the Legendre condition.
kl

tj

J

We prove the second case when a}: are constants satisfying the Legendre-Hadamard condi-

tion

Z Z ail ¢" ¢ pip; > vIpl*lgl®, VpeR", g RV
1,j=1k,l=1

It suffices to prove

A(u,u) ZZ/aleuDu dx>y/|Du|2dx
Q

1,7=1k,l=1

for all u € C§°(Q; RY). Given such a function u, we extend it onto R™ by zero outside § so
that u € C§°(R™; RY). Define the Fourier transform of u by

(y) = (277)"/2/ e Ty (z)dr; y € R™
Then, for any u, v € C§°(R"; RY), we have
[ u@) oo = [ i) Tdy, D) = iy (o)

the second identity can also be written as m(y) =iu(y) ® y. Now, using these identities,
we have

/ afl Diu*(z) Djul (z) do = / afl Dyu*(y) Djul(y) dy
R™ n

= /R ail iy uF(y) ul(y) dy = Re (/R al yi v b (y) ul (y) dy) :
Write 4(y) = n + i€ with 5, € € RY. Then
Re (@(y)tﬁ(y)) =nFn' +¢F ¢l

Therefore, by the Legendre—Hadamard condition,

Re 3 (ol ) 7)) 2 v (o + 6 = vIoF 6o

1,5=1k,l=1
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Hence,
A(u,u) ZZ/aleu ) Dju' (z) da
t,J=1k,l=1
n N e —
=Re » < / af yi yj uF (y) ul(y) dy)
ij=1kl=1 \/R"
> v/ lyI* [a(y)* dy = V/ lia(y) @ yl* dy
R" R
=v / |l/)&(y)|2 dy =v / | Du(x)|? dz.
n Rn
The proof is complete. O

Theorem 3.13. Let Ba(u,v) be defined by (3.7). Assume
1) akl € C(Q),
2) the Legendre-Hadamard condition holds for all x € Q; that is,
ail(x) "¢ pip; > vIp|*lal?, VpeR", g€ RN,

3) b, K dft e L(Q).
Then, there erist constants Ag > 0 and Ay > 0 such that

Ba(u,u) > o l[ullfy = M l|ullZ2,  Vu € Hy(RY).

Proof. By uniform continuity, we can choose a small € > 0 such that

lafj (@) —aff (W) S v/2, Va,ye -yl <e

We claim

(3.19) /af}(m)Diuijuldz:Z;/|Du(:v)|2d$
Q Q

for all test functions u € C§°(Q;RY) with diameter of the support diam(suppu) < e. To

see this, we choose any point x¢ € supp u. Then, by Lemma 3.12,

/Qaff(:v) Diuf Djul dx = / afj(xo) Diuf Dju! dx

Q

—i—/suppu(f]l(a:) ajl (o)) Diu® Dju! da

2V/|Du(a:)]2da:—y/]Du(x)2d:1:,
Q 2 Ja

which proves (3.19). We now cover 2 with finitely many open balls { B, a(w
and m = 1,2,..., M. For each m, let (;, € C§°(B,/2(x™)) with (p(z) =1 for x € B, j4(x

™} with 2™ € Q

Since for any x € Q we have at least one m such that z € B, /4(«™) and thus (p(z) = 1, we

may therefore define

Oom(z) = Gn () m=1,2,.., M.

( Zﬁ‘il Cjz(x)) 2
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Then Z%Zl @2 () =1 for all z € Q. (This is a special case of partition of unity.) We have
thus

M
(3.20) af}(m) Diu® Dju' = Z <aff(a:) @2, Diu® Djul)
m=1

and each term (no summation on m)
af} () ¢p, Diuf Djul = OL?} (2) Di(pm uk) Dj(pm ul)

—a}l(z) (som Do u' Diu® + @y Dipm uF Djul + Do Do, u” ul) :

Since ppmu € CF(Q2N Be/2(xm);]RN) and diam(Q N B, j3(z™)) < €, we have by (3.19)

[ at10) Dilom ) Dyomnl e 2 % [ 1D (o
Note also that
[D(pm w)|* = o5, [Dul® + [Dom|? [uf® + 2 o Ditom u® Dyu®.
Therefore, we have by (3.20) and the fact that 3% 2 =1 on ©,

/Qaf}(x) Diu* Dju! d

14
> [ 1DuP do = Cy ull2 [ Dulz = Ca [l

The terms in B (u, u) involving b, ¢ and d can be estimated by ||ul|2 [[Dul|z2 and ||ul|%,.
Finally, by all of these estimates and the inequality

1
ab < ea® + —b?
4e
we have Ba(u,u) > Ao [[ul|} — Ay [|u]|2; for all uw € H(€;RY). This completes the proof. [

Note that the bilinear form B*(u,v) = Ba(u,v) + A (u,v) 2 satisfies the condition of
the Lax-Milgram theorem on H = H}(;RY) for all A > Ay; thus, by the Lax-Milgram
theorem, we easily obtain the following existence result.

Theorem 3.14. Under the hypotheses of the previous theorem, for X\ > Ay, the Dirichlet
problem for the linear system

(3.21) —div(A(x,u, Du)) + b(x,u, Du) + A\u = F, ulgpg =0

has a unique weak solution u in H&(Q;RN) for any bounded linear functional F on H.
Moreover, the solution u satisfies ||u||g < C'||F|| with a constant C' depending on X and the
L>-norms of the coefficients of linear terms A(x,s,§) and b(x, s,§) given above.

Corollary 3.15. Given A > A\ as in the theorem, the operator K: L2((;RY) — L2(Q;RY),
where, for each F € L?>(Q;RYN), uw = KF is the unique weak solution to the BVP (3.21)
above, is a compact linear operator.

Proof. By the theorem, [|ul| g1 (opny < C||F | z2(;ry). Hence K is a bounded linear opera-
tor from L2(Q; RY) to H(Q; RY). So, by the compact embedding HJ (2; RY) — L2(;RY),
the linear operator K: L2(€;RY) — L2(Q;RY) is compact. O
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3.4. Regularity of Weak Solutions

We now discuss the question as to whether a weak solution is smooth. We restrict ourselves
to the case (3.1) of single equation for one unknown scalar u. We also emphasize the interior
regularity; see EVAN’s book for more.

Consider the equation
(3.22) Lu=f in Q,

where L is given by

Lu=— Z D; (aij(x)Dju) + Z bi(z)Diu + c(x)u

ij=1 i=1
with uniform ellipticity condition: for some 6 > 0,

n

(3.23) Z aij(.%)fzfj > GZ |§z’2 Ve, ¢ € R™.

ij=1 i=1

Assume f € L?(Q2). A function u € H'(Q) is called a weak solution to Lu = f if
Bi(u,v) = [ fodz holds for all v € H}(R), where Bi(u,v) is the bilinear form defined
before. Note that we do not assume u € H}(€).

We first prove the following interior regularity result.
Theorem 3.16. (Interior H2-Regularity) In addition to ellipticity condition, assume
ajj € CI(Q), b;, c € LOO(Q).

Suppose f € L*(Q) and u € H'(Q) is a weak solution to Lu = f. Then u € HE ().
Moreover, for each ¥ CC Q, we have the estimate

(3.24) lull zr2eery < Clllullzz@) + 1 fllzz@)),
where constant C depends only on ', Q, and the coefficient of L.

Proof. Set ¢ = f — > | biDju — cu. Since u is a weak solution of Lu = f, it satisfies

n
(3.25) / Z a;jDiuDjpdx = / qpdx forall o€ H}(Q).
Q.50 Q
Choose an open set Q7 such that Q' cc Q" cc Q. Then select a smooth function 7
satisfying
n=1on, suppncCQ’, 0<n<l.

First, set ¢ = n%u in (3.25) and use Djp = n?Dju + 2nuD;n to discover
/ Z a;j(nDiu)(nDju) / Z 2a;;u(Djn)(nDyu) dx + / qn*udz.
3,j=1 1,7=1 Q

By the ellipticity condition, the left-hand side of this identity is > 6 [, n%|Vul|? dz, while
the right-hand side, by the definition of ¢ and Cauchy’s inequality with e, is no greater than

e/ nz\Vulzdx—l—Ce/(ug—i—fQ)dm.
Q Q

Hence choosing € = §/2 we have shown that

/nz\VuFdw < C/(u2+f2)dx
Q Q
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Thus
(3.26) [l g1y < Clllullpz) + 11 fllL2@))-

We now prove a similar H?-estimate. Since we cannot differentiate the equation Lu = f,
we need to use difference quotient operator 8" defined earlier.

For 0 < |h| < %dist (Q7,00) and k = 1,2,--- ,n, we choose the test function ¢ = 5,;’11)
with v = 7?0fu, in (3.25) and use D;p = 6k_h(Djv) and integration by parts for difference
quotients to obtain

/[5,’;(2 a;jDyu)) Djvdr = —/ qéghvdx.

Q S0 Q

Henceforth, we omit the ) sign. Using the definition of ¢ and the equality
0p (aijDyu) = alfy(z)(6) Dyw) + (Diu)(Syai;),

where al’.(r) = a;;(z + hey), and noting that supp v C ", we get

ij
/ a?j(Di(S,};u)(Djv)dx = —/ ((52aij)DiuDjv+q(5,;hv)) dx
Q Q

< c(llullgrn + 1 lz2@) IVl £2(0)-
Since Djv = n?D;(68u) + 2n(D;n)dhu, it follows that

/{anQ%(Dié?u)(Dj(S{‘u) < —2/977(1%(D,~62U)(Dj77)52u

+ e (lull mrany + 1 flr2wy) (IMVRullr2) + 168wV Dl r2))-
Using the ellipticity condition and Cauchy’s inequality with €, we obtain

0
5 | mivulas < c [ (VaRistuas + e (s, + 1)

Hence
1627l 0y < € (Ilalls oy + 171320y -
Since = 1 on &, we derive that (Vu),, € L?(Q') for all k = 1,2,--- ,n. Hence u € H?(Y').
Moreover,
I1D%ull 20y < C (l[ull i + Il r2) -
By (3.26), we obtain the estimate (3.24). O

Theorem 3.17. (GlobaliH2—Regularity) Assume in addition to the assumptions of The-
orem 3.16 that a;; € CL(Q) and 0Q € C?. Then a weak solution u of Lu = f satisfying
u € HE(Q) belongs to H*(2), and

(3.27) lull 2y < Cll|ullL2) + 1 fllL2 @)

where the constant C' depends only on n, ||ai;|lw1.0(q), [|0ill L (@), ¢l Lo (@) and 0.

Proof. Cover €2 by a finite number of balls. In each ball containing a part of 02, we
apply the usual transformation to flatten the boundary, and then derive the corresponding
boundary estimate in a half ball. In each ball not containing a part of 02, we apply the
above interior estimate. ]

By using an induction argument, we can also get higher regularity for the solution.
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Theorem 3.18. (Interior Higher Regularity) Assume L is uniformly elliptic, and let
aij, bi,c € C*TY(Q), f € H¥Q). Ifu e HY(Q) is a weak solution of Lu = f, then for any
Q' cC Q we have u € H*2(QY).

Theorem 3.19. (Global Higher Regularity) Assume in addition to the assumptions of
Theorem 3.18 that a;j,b;,c € C*T1(Q), 0Q € C**2 and f € H*(Q). Then a weak solution
u of Lu = f satisfying u € H}(Q) belongs to H**2(Q2), and

(3.28) [ull ey < CllullLz) + 1f 1l mx ()

where the constant C' is independent of u and f. Furthermore, if the only weak solution
u € HYHQ) of Lu=0 is u =0, then

(3.29) [ull grve () < ClFllaxo)

where C is independent of u and f.

Proof. We just prove the last statement for k& = 0; the more general case is similar. In
view of (3.28), it suffices to show that

[ullz) < el fllz2 (o)

If to the contrary this inequality is false, there would exist sequences u,, € H?(2) N H}(Q)
and f, € L?(Q) for which |juy|l2 = 1 and ||f,[l2 — 0. By (3.28) we have |[uy|/22 < ¢. Thus
we can assume that u, converges weakly to u in H?(Q2) and strongly in L?(Q). For fixed
v e HHQ), Bi(u,v) € (H*(Q))*, and so by passing to the limit in

Bi(up,v) = / fovdz  for all v e H(Q)
Q

we see that u is a weak solution of Lu = 0. Hence, u = 0 by weak uniqueness. This
contradicts ||ul|2 = limy—e0 ||unll2 = 1. O

Remark. Similar results are valid for the more general boundary condition B.u|sg = 0.
Moreover, from the above regularity results and the Sobolev imbedding theorem, we easily
deduce the following: If v € H'(Q) is a weak solution of Lu = f € H*(Q), B.u|pqg = 0,
where k > n/2, then u € C?(Q). In particular, if v € H'() is a weak solution of Lu =

f, Beulpg = 0, and if a;j, a;,a, f € C*(§2), then v € C™(2).
The following global results on LP estimates will play an important role in studying
nonlinear problems.
Theorem 3.20. Suppose L is uniformly elliptic with a;; € C1(Q),b;,c € C(Q) and let
00 eC? Ifue WhP(Q), 1 < p < oo, satisfies
Bi(wo) = [ fode forall o€ CFH(c)
Q

then u € W2P(). Moreover, for all u € WP(Q) N Wol’p(Q)
(3.30) lullw2p) < c(llLull ) + [lullLe@)
where the constant ¢ is independent of u.

Theorem 3.21. Let 9Q € CH2%(k > 0). Suppose u € C(Q)NC2(Y) satisfies the uniformly
elliptic problem Lu = f, ulsgq = 0, where f and the coefficients belong to C**(Q). Then
u € CF22(Q).

Part of the next result improves Theorem 3.21.
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Theorem 3.22. Let u € T/Vlif(Q) be a solution of the uniformly elliptic equation Lu = f.
Suppose the coefficients of L belong to C*~11(Q)(CkF—1(Q)), f € Wha(Q)(CF12(Q)), and
0N € CHLL(CFLe) with1 < p,g < oo, k>1, 0< a < 1. Thenu € Wk24(Q)(CF1o(Q)).

3.5. Symmetric Elliptic Operators and Eigenvalue Problems

3.5.1. Symmetric Elliptic Operators. In what follows, we assume 2 C R" is a bounded
domain and N > 1 is integer. We consider the operator
Lu = —div A(z, Du) + c(z)u, u € H}(Q;RY),
where A(x, Du) is a linear system defined with A(z, &), & € MYV*", given by
A, )= > af(x)g.
1<I<N,1<j<n

Here af} (z) and ¢(x) are given functions in L>°(€2). The bilinear form associated to L is

N n
(3.31)  B(u,v) :/(Z > aff(x)Dju' Div® + c(x)u - v) da, u, v e Hy(QRY).
Q pi=14j=1

In order for B to be symmetric on H}(;RY), that is, B(u,v) = B(v,u) for all u,v €
HE(Q;RY), we need the following symmetry condition:

(3.32) ajl(x) =dfi(z), Vi, j=1,2--,n; k1=12--- N.
We also assume the Garding inequality holds (see Theorem 3.13 for sufficient conditions):
(3.33) B(u,u) > ollulfn — pluljz, ¥ ue Hy(%RY),

where o > 0 and p € R are constants.

3.5.2. The Compact Inverse. For each F' € L?(€; RY), define u = KF to be the unique
weak solution in HE(Q;RY) of the BVP
Lu+pu=F inQ, wul|sgg=0.

By Theorem 3.14 and Corollary 3.15, this K is well defined and is a compact linear operator
on L2(£; RY). Sometime, we write KC = (L+uI)~!. Here I denotes the identity on L?(2; RY)
and also the identity embedding of H}(€;RY) into L?(Q; RY).

Theorem 3.23. K: L2(Q;RY) — L2(Q;RY) is symmetric and positive; that is,

(KF,G) 2 = (KG,F)2, (KF,F)2>0, VYF, Ge&L*QRY).
Furthermore, given X € R and F € L*(O;RY), u € HYRY) is a weak solution of
Lu—Xu=F if and only if [I — (A + p)K]u = KF.

Proof. Let u = KF and v = KG. Then

(u,G)r2 = B(v,u) + p(v,u) 2 = B(u,v) + p(v,u)r2 = (v, F) 2,
proving the symmetry. Also, by (3.33),

(3.34) (KF, F)p2 = (u, F) 2 = B(u,u) + pllullz2 > ollull3 = o KF|7, > 0.
Finally, v € H}(Q;RY) is a weak solution of Lu — Au = F if and only if Lu + pu =

F + (XA + p)u, which is equivalent to the equation u = K[F + (A + p)u] = KF + (A + p)Ku;
that is, [I — (A + p)K]u = KF. O
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3.5.3. Orthogonality Conditions. From Theorem 3.23 above, the BVP
(3.35) Lu=F, ulpo=0

has a solution if and only if KF € R(I — pk) = [N (I — uK)]*.
If 4 = 0, the Lax-Milgram theorem already implies that the problem (3.35) has a unique
weak solution u = ICF. If u # 0, then it is easy to see that

N =N(I—-pK)={ve H}(ERY) | Lv =0}

Note that, by the Fredholm Alternative Theorem, this null space N is of finite dimension
k, and let {v1,va,--- , v} be a basis of this null space. Then (3.35) is solvable if and only
if the following orthogonality condition holds:

/F-Gidx:O, i=1,2,--- .k,
Q

where G; = Kv;; that is, G; is the unique weak solution to the BVP: LG; + uG; = v;, in
HE(Q;RY).

3.5.4. Eigenvalue Problems. A number A € R is called a (Dirichlet) eigenvalue of
operator L if the BVP problem

Lu—Au=0, wulpgn=0

has nontrivial weak solutions in H} (€2; RY); these nontrivial solutions are called the eigen-

functions corresponding to eigenvalue .

From Theorem 3.23, we see that A is an eigenvalue of L if and only if equation (I —(A+
p)K)u = 0 has nontrivial solutions u € L?(Q;RY); this exactly says that A # —u and ﬁ
is an eigenvalue of operator K. Since, by (3.34), K is strictly positive, all eigenvalues of K
consist of a countable set of positive numbers tending to zero and hence the eigenvalues of

L consist of a set of numbers {/\j}?il with —pp <A <A <2 <A = 00,

Theorem 3.24. (Eigenvalue Theorem) Assume (3.32) and (3.33) with n = 0. Then the
eigenvalues of L consist of a countable set ¥ = {\;}32,, where

O< A< A3

and

lim A\ = oc.
k—o00

Note that A1 is called the (Dirichlet) principal eigenvalue of L. Let wy, be an eigenfunction
corresponding to Ay satisfying ||wk r2rvy = 1. Then {wy}2, forms an orthonormal
basis of L?(Q;RY).

Note that

(3.36) AL = min B(u,u).

w€HG (RN, |lul 2=1
Theorem 3.25. Let N = 1 and let wy be an eigenfunction corresponding to the principal
eigenvalue Ai. Then, either wi(z) > 0 for all x € Q or wyi(x) < 0 for all x € Q. Moreover,
the eigenspace corresponding to A1 is one-dimensional.
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Proof. The first part of the theorem relies on the characterization (3.36) and a maximum
principle which we do not study here. We prove only the second part. Let w be another
eigenfunction. Then, either w(z) > 0 for all z € Q or w(z) < 0 for all x € . Let t € R be

such that
/w(az) da::t/ wi (x)dz.
Q Q

Note that u = w — tw; is also a solution to Lu = Aju. We claim v = 0 and hence w = twq,
proving the eigenspace is one-dimensional. Suppose u # 0. Then w is another eigenfunction
corresponding to A;. Then, by the theorem, we would have either u(xz) > 0 for all x € Q or
u(z) < 0 for all z € Q and hence [, u(x)dz # 0, which is a contradiction. O

Remark. Why is the eigenvalue problem important? In one specific case, one can use
eigenvalues and eigenfunctions to study some evolution (i.e. time-dependent) problems. For
example, to solve the initial boundary value problem (IBVP) for the time-dependent
parabolic equation:

(3.37) u+Lu=0, ulgo=0, u(z,0)=px),

one can try to find the special solutions of the form: u(z,t) = e~*w(z); this reduces to the
eigen-problem: Lw = Aw. Therefore, for each pair (\;, w;) of eigenvalue and eigenfunction,
one obtains a special solution to the evolution equation given by u;(z,t) = e **w;(x). Then
one proceeds to solve the IBVP (3.37) by finding the solution of the form

u(t) = 3 aie Ny (x),
i
where a; is determined by the eigen-expansion of the initial data ¢:

p(r) = Z a;jw;(z).

However, this course does not study the parabolic or other time-dependent problems.



Chapter 4

Variational Methods
for Nonlinear PDEs

4.1. Variational Problems

This chapter and the next will discuss some methods for solving the boundary value problem
for certain nonlinear partial differential equations. All these problems can be written in the
abstract form:

(4.1) Au] =0 in €, Blu]=0 on 0Q,

where Afu] denotes a given PDE for unknown u and B[u] is a given boundary value condition.
There is, of course, no general theory for solving such problems.

The Calculus of Variations identifies an important class of problems which can be solved
using relatively simple techniques from nonlinear functional analysis. This is the class of
variational problems, where the operator AJu| can be formulated as the first variation
(“derivative”) of an appropriate “energy” functional I(u) on a Banach space X; that is,
Alu] = I'(u). In this way, A: X — X* and the equation Afu] = 0 can be formulated weakly
as

(I'(w),v) =0, VwveX.

The advantage of this new formulation is that solving problem (4.1) (at least weakly) is
equivalent to finding the critical points of I on X. The minimization method for a
variational problem is to solve the problem by finding the minimizers of the related energy
functional. In this chapter and the next, we shall only study the variational problems on
the Sobolev space X = WP (Q; RY).

We should also mention that many of the physical laws in applications arise directly as
variational principles. However, although powerful, not all PDE problems can be formulated
as variational problems; there are lots of other (nonvariational) important methods for
studying PDEs.
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4.2. Multiple Integrals in the Calculus of Variations

Consider the multiple integral functional

(4.2) I(u) = / F(z,u(x), Du(x)) dx,
Q

where F(z,s,£) is a given function on  x RY x M7,

4.2.1. First Variation and Euler-Lagrange Equations. Supposg F(z,s,£) is contin-
uous and is also smooth in s and £€. Assume v is a nice (say, v € C*(Q;RY)) minimizer of
I(u) with its own boundary data; that is, v is a map such that

I(u) < I(u+tp)
for all t € R and ¢ € C5°(S; RY). Then by taking derivative of I(u +tp) at t = 0 we see
that u satisfies

(4.3) /Q (FélgC (,u, Du) D" () + F (v, u, Du) o (2)) dv = 0

for all p € C5°(Q;RY). (Summation notation is used here.) The left-hand side is called
the first variation of I at w. Since this holds for all test functions, we conclude after
integration by parts:

(4.4) —div A(x,u, Du) + b(z,u, Du) = 0,
where A, b are defined by
(4.5) Af(,5,8) = Far(w,5,8), b'(2,5,6) = Fu(,5,€).

This coupled system of nonlinear partial differential equations in divergence form is called
the system of Euler-Lagrange equations for the functional I(u).

4.2.2. Second Variation and Legendre-Hadamard Conditions. If F, u are suffi-
ciently smooth (e.g. of class C?) then, at the minimizer u, we have

2

d
dtzI(u—i—tLp) - 0

This implies
(4.6) / [ng ¢l (z,u, Du) Diakajcpl +2Fr g (z,u, Du) ' Dok + Fo g (x, u, Du) cpkapl} >0
Q 1 1

for all ¢ € C§°(€;RY). The left-hand side of this inequality is called the second variation
of I at u.

We can extract some useful information from (4.6). Note that routine approximation
argument shows that (4.6) is also valid for all functions ¢ € VVO1 (RN (that is, all
Lipschitz functions vanishing on 0€2). Let p: R — R be the periodic zig-zag function of
period 1 defined by

(4.7) p(t+1) = p(t) (tER),
(4.8) pt)y=t f0<t<3;pt)y=1—t if$<t<1.
Given any vectors p € R?, g € RY and € > 0, define ¢ € WOI’OO(Q; RN) by

p(2) = ep(—E)i(@)g, Ve,
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where ¢ € C§°(Q2) is a given scalar test function. Note that D;o"(z) = p'(£2)pig"¢ + O(e)
as € — 0T. Substitute this ¢ into (4.6) and let ¢ — 07 and we obtain

n N
/Q [ Z Z Fep gt (2, u, Du) pip;a"d'| ¢ dz > 0.

ij=1kl=1
Since this holds for all ( € C§°(12), we deduce

n N

(4.9) g E Fep gl (z,u, Du) piqukql >0, Vze, peR®, geRV.
Y
i,j=1k,l=1

This is the weak Legendre-Hadamard condition for F' at the minimum point w.

4.2.3. Ellipticity Conditions and Convexities. We now consider the ellipticity of the
Euler-Lagrange equation (4.4), where A(x, s,§), b(z, s,&) are given by (4.5) and F(z, s, &) is
C? in ¢. In this case, the Legendre ellipticity condition (3.8) and the Legendre-Hadamard
condition (3.9) defined in the previous chapter reduce to, respectively:

(4.10) Ferei(z,5,8)nfnf > vinf* vne MV

(4.11) Ferei (x,5,6) 6" pipj 2 vipl’lal® Vg €RY, p e R".
Obviously, (4.10) implies (4.11). We also have the following equivalent conditions.

Lemma 4.1. Let F be C? in &. Then condition (4.10) or (4.11) is equivalent to the following
condition respectively:

v

(412) F($>3,77) > F(x787§)+F§f<$737§) (771]6 _gf)_‘_ 5‘77_§’27
v

(4.13) F(z,5,6+q@p) > F(2,5,) + Fer(2,5,8) pid” + 5 pl*laf*

forallz € Q, s, q e RN, &, neMN*" and p € R™.

Proof. Let ( =n — ¢ and f(t) = F(x,s,£ 4+ t(). Then, by Taylor’s formula,

1
F(1) = £(0) + £(0) + /0 (1) (1) dt.

Note that
F(t) = Fere(w, 5,6 + 1) ¢, f"(8) = Fergt (25,6 +10) (.

From this and the Taylor formula, inequality (4.12) or (4.13) is equivalent to (4.10) or
(4.11), respectively. O

Remark. Interchanging n,& in (4.12), we also see that condition (4.10) implies
(4.14) (Fyp(@,8,€) = Fee(w,,m)) (nf — &) = vin — &%
that is, (DF(z,s,n) — DF(x,5,£))-(n—§&) >vin—£2 forallz € Q, s € RN, £, n € MV*",

A function F(z, s, £) is said to be convex in & € MV *™ if

F(z,s,t+ (1 —t)n) < tF(x,s,&) + (1 —t)F(x,s,n)
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for all z, s, £, n and 0 <t < 1. While F(x,s,§) is said to be rank-one convex in ¢ if the
function f(t) = F(z,s,& +tq® p) is convex in t € R! for all z, s, £ and ¢ € RV, p € R™,
Obviously, a convex function is always rank-one convex.

We easily have the following result.

Lemma 4.2. Let F(x,5,&) be C? in . Then the convexity of F(z,s,€) in & is equivalent
to (4.10) with v = 0, while the rank-one convexity of F(x,s,&) in & is equivalent to (4.11)
with v = 0.

Remark. Rank-one convexity does not imply convexity. For example, take n = N > 2, and
F(&) = det&. Then F(£) is rank-one convex but not convex in . (Exercise!) Later on, we
will study other convexity conditions related to the energy functionals given by (4.2).

4.2.4. Structural Conditions. Distributional solutions to the Euler-Lagrange equations
(4.4) can be defined as long as A(z,u, Du) and b(z,u, Du) are in L] (;RY), but we need

loc
some structural conditions on F(z, s,§) so that the weak solutions to the BVP

(4.15) —div A(z,u, Du) + b(z,u,Du) =0 in ), u=¢ on 0,

can be defined and studied in W1P(Q;RY). These conditions are also sufficient for the
functional I to be Gateaux-differentiable on WP (Q; RY).

Standard Growth Conditions. We assume F(x,s,¢) is C! in (s,¢) and

(4.16) [F(z,,8)| < ca([€]P + [s|P) + ca(x), c2 € L1(Q);
(4.17) D F(w,5,6)] < ca(|€P~ + [s[P1) + ealw), ea € LiT(Q);
(4.18) DeF (2,5, 6)] < es([€P~1 + [s[1) + co(2), 6 € L7 (9),

where ¢y, c3, c5 are constants.

Theorem 4.3. Under the standard conditions above, the functional I: W'P(Q;RYN) — R
is Gateauz-differentiable and, for u, v € WIP(Q;RN), the directional derivative (I'(u),v)
1s exactly given by

(4.19) (I'(u),v) = / (Fgf (z,u, Du) Dv*(x) + Fye(x,u, Du) v*(2)) do
(as usual, summation notation is used here).

Proof. Given u, v € X = WP(Q;RN), let h(t) = I(u + tv). Then, by (4.16), h is finite
valued, and for ¢ # 0 we have
h(t) — h(0) / F(x,u+ tv, Du+ tDv) — F(x,u, Du)
t - Jo t

where for almost every = € (),

dx = / F'(z) dz,
Q

1 1 [td
Fi(z) = ;[F(a:, u+ tv, Du+tDv) — F(z,u, Du)] = t/o %F(x, u+ sv, Du+ sDv) ds.

Clearly,

%in% F'(z) = Fer (2, u, Du) D* () + Fo(z,u, Du) vk (z) a.e.
% 2

We also write

1 t
F'(z) = 7 /0 [Fff (z,u + sv, Du+ sDv) Div*(z) + Fy.(2,u 4 sv, Du + sDv) v"(z)| ds.
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Using conditions (4.17), (4.18), and Young’s inequality: ab < % + %, where % + % =1, we
obtain that, for all 0 < [¢t| < 1,

[F!(2)] < C1(IDuf? + | Dol? + [uf’ + [vf) + Ca(x), C2e€ LY(Q).

Hence, by the Lebesgue dominated convergence theorem,

h'(0) = %1_13% A F'(x)dx = /Q [Fglz_c (z,u, Du) Dyo™(x) + Fa(z,u, Du) v*(x)| dx.

This proves the theorem. O

Dirichlet Classes. Given ¢ € WHP(€; RN), we define the Dirichlet class of ¢ to be the set
Dy = {u € WH(QRY) |u— ¢ € Wy (;RY)}.

4.2.5. Weak Solutions of Euler-Lagrange Equations. Under the standard growth
conditions, we say u € WP(Q;R"Y) is a weak solution to the BVP of Euler-Lagrange
equations (4.15) if u € D, and

(4.20) / (ng_C (z,u, Du) Dyv*(x) + Fo(x, u, Du) vk(x)) dr =0

Q K2
for all v € W, P(Q; RY).
Theorem 4.4. Under the standard growth conditions above, any minimizer u € Dy, of

I(u) = min [
(u) Inin (v)

is a weak solution of the BVP for the Euler-Lagrange equation (4.15).
Proof. This follows from Theorem 4.3. g

4.2.6. Minimality and Uniqueness of Weak Solutions. We study the weak solutions
of Euler-Lagrange equations under the hypotheses of convexity and certain growth condi-
tions. For this purpose, we consider a simple case where F(z,s,§) = F(x,&) satisfies, for
some 1 < p < o0,

(4.21) |Fer (2,6)] < p(x(2) + [§P7) Vo eQ, £e MV,
where 1 > 0 is a constant and x € Lﬁ(Q) is some function. Let
I(u) = / F(x, Du(x)) dx.
Q
Theorem 4.5. Let F(x,&) be C? and conver in €. Let u € WIP(Q;RN) be a weak solution
of the Euler-Lagrange equation of I and I(u) < co. Then u must be a minimizer of I in
the Dirichlet class D, of WYP(Q;RN). Furthermore, if F satisfies the Legendre condition

(4.10) (with v > 0), then w is the unique minimizer of I in D,,.

Proof. Since u is a weak solution of the Fuler-Lagrange equation of I, it follows that

(4.22) /QFﬁf (z, Du(z)) Dyv* dx = 0



4.2. Multiple Integrals in the Calculus of Variations 76

for all v € Wol’p(Q;RN). The growth condition (4.21) implies Fgx (2, Du) € L#(Q) Now
let v € WHP(Q;RYN) with v —u € Wol’p(Q; RY). By the convexity condition, we have

(4.23) Fe.n) 2 F(a,6) + Fe(0,6) (nf = €8) + 5 In— &P v&,m,

where v = 0 if F' is only convex in £ and v > 0 if F satisfies the Legendre condition. This
implies

k k
/QF(ZL‘,DU) de > /QF(:E,D’LL) dx +/S;F££c(l’,Du) D;(v" — u") dx
v 2
+ = [ |Du— Dv|*dx.
2 Ja
Since u is a weak solution, we have
/QFgf(%D“) Di(v* —uF)dz = 0.

Therefore, it follows that

(4.24) 1) > I(w) + 2 /Q \Du— Dof2de > I(u)

for all v € WHP(Q; RY) with v —u € Wol’p(Q; RY). This shows that u is a minimizer of I in
the Dirichlet class D,,.

Now assume v > 0 and v € D,, is another such minimizer of I. Then from (4.24) we easily
obtain Du = Dwv in  and hence v = u since u — v € Wol’p(Q;RN). The proof is now
completed. O

4.2.7. Regularity. We now study functional I(u) scalar functions u, where

I(u) = / F(Du(z))dz
Q
for a smooth convex function F'(§) satisfying the following condition: for some constants C'
and 6 > 0,
(4.25) ID*F(E)| < C, Feg,(O)pin; = 0p*, V& peR™

Let f € L?*(9). Recall that a function u € H(f) is called a weak solution to the
nonlinear PDE (the Euler-Lagrange equation for I(u)):

n
(4.26) — (Fe,(Du))y, = f inQ

i=1
if

/ ZF&(DU)UM dr = / foder Yove HNQ).
Qi Q

Theorem 4.6. (H2-Regularity) Let u € HY(Q) be a weak solution to (4.26). Then
u € HE (Q). If in addition u € H}(Q) and 9 is C?, then u € H*(Q) and

loc

lullz20) < Cllfllr2()-
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Proof. The proof of for the interior regularity will follow largely from the same proof for
linear equations. However, we only obtain an estimate like

(4.27) lull sy < C@)(lull iy + 1 fllzz@y) ¥ & cC 9.

If u € H}(), we can estimate ||u||H&(Q) by [ fllz2(q)- In fact, by (4.14) and (4.25), it
follows that (DF(¢) — DF(0)) - & > 0|¢]? for all £ € R™. So

DF(£)-€ > DF(0) - € +6¢[%, V¢ eR™

Using v = u € H(Q) as test function, we have

/qu:/QDF(Du)-Duz/QDF(O).DujL/QmDu?:9/9|Du12.

By Poincaré’s inequality, ||u||12(q) < ¢l[Dul|r2(q) and hence, using Cauchy’s inequality with
€, we obtain

[ Dullr2¢0) < Cllfll r2()-
Then the global estimate can also be proved largely following the idea for global regularity
of linear equations. O

Remarks. (1) Assume f and F are C*°. Assume u € H*(Q) is a weak solution to (4.26).
Then u € H?, () and, using v = wy, as test function, where w € C§°(12), we obtain

n
/ Z Feie,(Du)ug, oz wy, dz = / fr,wdz ¥V we CFP(Q).
Q50 Q
Let aij(z) = Fge;(Du(r)), @ = ug, and f = fs.. This identity implies that, for any
O ccQ,aec H() is a weak solution of the equation
(4.28) —Dy(aij(z)Dja) = f in €Y.
However, the coeflicient (a;;(z)), which depends on solution u and satisfies the strict ellip-
ticity condition, is only in L*°(2); therefore, we cannot use the regularity theorem (e.g.,
Theorem 3.16) of linear equations (which needs a;; € C1).

(2) There is a well-known DeGiorgi-Nash-Moser theorem for equations of the form
(4.28) which asserts that if f € C* then any weak solution @ € H'(£') must be in C*()
for some 0 < o < 1. Hence Du € C*(§Y'), which implies a;; = Fg,e;,(Du) € C. Then, a
classical Schauder’s estimate for equation (4.28) will imply @ € C1?; such an estimate
can also be established by using the technique of Cappanato spaces. Therefore, a;;(x)
defined is in fact in C'Y®. This bootstrap argument will then show that if f and F are
C™ then any weak solution u € H'(Q2) must be C*°. For details, see GIAQUINTA [13] and
GILBARG & TRUDINGER [14].

4.3. Direct Method for Minimization

4.3.1. Weak Lower Semicontinuity. Assume 1 < p < co. Let X = WIP(Q;RY). A set
C C X is called weakly closed if {u,} C C, wu, — wu implies u € C. For instance, all
Dirichlet classes D, are weakly closed.

A functional I: X — R is called weakly lower semicontinuous(w.Ls.c.) on X if for
every ug € X and every sequence {u,} weakly convergent to ug in X it follows that

I(ug) < lin_1>inf I(uy).

I is called weakly coercive on a (unbounded) set C' in X if I(u) — oo as ||u|| = oo on C.
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4.3.2. Direct Method in the Calculus of Variations. The following theorem is a
special case of the generalized Weierstrass theorem (see Theorem 1.38).

Theorem 4.7. (Existence of Minimizers) Assume 1 < p < oo. Let I:C C X =
WLP(Q;RYN) — R be w.l.s.c. and weakly coercive on a nonempty weakly closed set C in X.
Then there is at least one ug € C such that I(ug) = infyec I(u). In this case we say ug € C
is a minimizer of I on C.

Proof. This theorem is a special case of Theorem 1.38 under assumption (ii) there; the proof
involves the basic ideas of what is known as the direct method of calculus of variations. We
explain this method by giving a proof of this theorem. First of all, by the weak coercivity,
one can easily show that inf,cc I(u) is finite; so take a sequence {u, }, called a minimizing
sequence, such that

lim I(u,) = inf I(u).

V—r00 ucC
Then the weak coercivity condition implies that {u,} must be bounded in X. Since 1 <
p < 0o and thus X = WHP(Q; RY) is reflexive, there exists a subsequence of {u,}, denoted
by {u,,}, and ug € X such that u,; — ug weakly in X. The weak closedness of C implies
ug € C. Now the w.l.s.c. of I implies

I(up) < liminf I(u,,) = inf I(u).
j—o0 u€eC

This implies ug is a minimizer of I over C. O

4.3.3. An Example: p-Laplace Equations. As an example, we consider the BVP for
nonlinear p-Laplace equations (p > 2):

n
(4.29) —> Di(|VulP2Dyu) + f(z,u) =0 inQ, u=0 ondQ,

i=1
where f : 2 Xx R — R be a given function satisfying the Carathéodory property, i.e.,
for every s € R, f(z,s) (as a function of x) is measurable on 2, and for almost all z € €,
f(z,s) (as a function of s) is continuous on R. Note that when p = 2, (4.29) becomes the
semilinear elliptic problem.

Define s
Fla,s) = / Fa, ) dt
0
and the functional I on X = W,”(Q) by
1
I(u) = / [|Vu|p + F(az,u)} dzx.
QLp

Assume the following growth conditions are satisfied:

(4.30) F(x,s) > —c1|s] — ca(x),
(4.31) |F(x,s)| < es(x) + cq|s|P,
(4.32) |f(,5)| < es(x) + colsP~!

for all z € Q and s € R, where c1, ¢4, cg are nonnegative constants, and co, c3 € L' (), and
cs € Lﬁ(Q) are given functions. Note that (4.32) implies (4.31).

Theorem 4.8. Under these conditions, the functional I has a minimizer on X = Wol’p(Q)
and hence (4.29) has a weak solution.
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Proof. We only need to check I is w.l.s.c and weakly coercive on X. We write
1
I(u) = I (u) + Ix(u) = / |VulP dx —{—/ F(z,u)dz.
PJa Q

Note that pIi(u) = [lul{, o on X which is w.l.s.c. And since the embedding X C LP(Q)
is always compact, by (4.31), we can show that I3 is in fact continuous under the weak
convergence. Hence [ is w.l.s.c. on X. By (4.30), we have

1 1
I(u) > ];HUH?,J,O —allullpye -C= I;HU\I’f,p,o —clluflipo = C,

and hence I(u) — oo if ||ul|x = |lul|1p0 — oo. This proves the weak coercivity of I. The
result follows then from Theorem 4.7. O

EXAMPLE 4.9. Let n > 3 and 2 < p < n. Show the theorem is valid if (4.32) above is
replaced by
|f(z,8)] < a(z)+bls|?,

1
where b > 0 is a constant, a € L%(Q) and 1 <g<p*—1
4.4. Minimization with Constraints

In some cases, we need to minimize functional I under certain constraints. If I is a multiple
integral functional on X = W1P(Q;RY) defined before, there may be constraints given in
terms of one of the following:

(4.33) J(u) =0, where J(u) = [, G(x,u)dx.
(4.34) h(u(x)) =0, Vae. xe€Q.
(4.35) M(Du(x)) =0, VY a.e. zec

All these lead to some PDEs involving the Lagrange multipliers. For different types of
constraints, the Lagrange multiplier comes in significantly different ways.

4.4.1. Nonlinear Eigenvalue Problems. The following theorem was proved in the Pre-
liminaries (see Theorem 1.43).

Theorem 4.10. Let X be a Banach space. Let f,g: X — R be of class C' and g(ug) = c.
Assume g is a local extremum of f with respect to the constraint g(u) = c. Then either
g (up)v =0 for all v € X, or there exists A € R such that f'(up)v = Ag'(ug)v for allv € X;
that is, ug is a critical point of f — Ag.

If ug # 0 then the corresponding A is called an eigenvalue for the nonlinear eigenvalue
problem: f/'(u) = A¢’(u), and ug is the corresponding eigenfunction.

We have following applications.

Theorem 4.11. Let k(z),l(x) € C(Q) with [(x) > a > 0 on Q. Then, for each R € (0,0),
the problem
n+2

(4.36) Au + k(z)u + M) |ufu =0 in Q, ulsg =0 (0<T< p—

)

has a (weak) solution pair (ur, A\r) with T—il Jo l(@)|ug|" *dz = R. Furthermore, one can
have ug > 0 on €.
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Proof. Define the functionals

flw) =5 (90 = kla)) do. g = = [

As before, we easily see that f is w.ls.c., and g is weakly continuous on H}(Q) (it is here
that the assumption 7 < 2£2 is used to guarantee that the embedding H{(€2) C L™1(Q)
be compact). Note that for each R > 0 the set C = {u € H}(Q) : g(u) = R} is nonempty
(Why?) and weakly closed. Now we show that f is weakly coercive on C. First of all, by
Hoélder’s inequality we have

T+1
(/ | dx) < |QT/ ™+ dg
Q Q

'Q/ 1) |u|™ dz = Cg(u) = CR.
Q

e

Hence ||u||; is uniformly bounded on C. (If 7 > 1 then we can also see that |lul|2 is bounded
on C and in the following we do not need Ehrling’s inequality.) Furthermore, by Ehrling’s
inequality (Theorem 1.46), for each & > 0, there is an absolute constant c¢(¢) > 0 such that

lull < ellulli 20+ c(e)lullf  for all we Hy(Q).

I(z)|u|" da.

IN

Thus 1 )
flu) 2 5(1 - emax D IF 2,0 — 5¢(e) max |3

If we choose ¢ small enough so that 1 — e max |k| > 0, then f(u) — oo as |lul|1,2,0 — oo for
u € C. Therefore, we can apply the direct method to obtain a minimizer ur € C of f over
set C. Hence up is a minimizer of f with respect to the constraint g(u) = R. Furthermore,
since f(u) = f(Ju]) and g(u) = g(|ul) for all u € H}(2), |ug| will also be a minimizer of f
with respect to g(u) = R; hence we can assume up > 0.

It is easily shown that f and g are both G-differentiable on H = H}(Q2) and

(f'(u),v) = /(Vu-Vv — k(z)uv)dz, (g (u),v) = / I(z)|u|™ tuw de
Q Q
for all u,v € H. Hence
1 (w) = f'w)llg= = sup  (f'(u) = f'(w),v) < Cllu—wlx
veH, o] p <1

and

lg'(w) = g' (W)l = sup /l(ﬂf)(lu\T_lu—\wV_lw)vdfc
veEH, ||v||p<1JQ

< (max(@))[[Jul™ u — [w|™ " w] za ol < Cllful™ u — w]" w]| .
T T

Since Nemystkii operator N(u) = |u|""lu: L™1(Q) — LTTH(Q) is bounded and contin-
uous and the imbedding H — L7T!(Q) is continuous, it follows that both f’ and ¢’ are
continuous from H to H* (in fact, ¢’ is compact); hence both f and g are C* on HZ(Q)
and that ¢’(u) = 0 iff u = 0. Since g(ur) = R > 0, clearly ug # 0 and hence ¢'(ur) # 0.
Therefore, by Theorem 4.10, we conclude that there exists a real number Ar such that
f'(ur) = Arg'(ugr); hence (ug, Ag) is weak solution of (4.36) with g(ugr) = R. Moreover, if

Br = f(ur) = minyec f(u), then it is easily seen that Ap = (TQfBR. O
Corollary 4.12. For 0 < 7 < (n+2)/(n —2) and 7 # 1, there exists a nontrivial weak
solution of

(4.37) Au+|ul"Tu =0 in Q, u|gg = 0.
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Proof. By Theorem 4.11, there exist ugr # 0, Ag > 0 such that
Aup + )\R”U,R‘T_luR =0 in €, ’U,R‘ag =0.

Set ur = kv (k > 0 is to be determined). Then kAv + Ark™|v|""1v = 0. Since 7 # 1, we
can choose k > 0 to satisfy Agk”~! = 1; hence, it follows that

Av+ o7 lo=01in Q, v|sga =0

has a nontrivial weak solution in Hg (). O

Remarks. (1) Another method to show the existence of nontrivial weak solution to (4.37) is
given later by the Mountain Pass Theorem.

(i) The nonexistence of nontrivial classical solutions to problem (4.37) when 7 > 2t2

n—2
will be studied later for certain domains with simple topological property.

ExXAMPLE 4.13. For domains like annulus, problem (4.37) always has nontrivial solutions
for all 7 > 1. For example, let Q be the annulus 0 < a < r < b, r = |z| and suppose 7 > 1.
Prove that the BVP

Au+lu"tu=01in Q, wulsgq=0

has a nontrivial solution.

Proof. Minimize the functional

b
f(u) = / (W2 dr, 7= o]

over all u in the set

b
C= {u € H}(a, b)‘ / ju|"H L dr = 1} .
([l

4.4.2. Harmonic Maps and Liquid Crystals. We now consider the Dirichlet energy
1
I(u) = / | Dul|? dz
2 Ja
for u € H'(; RY) with point-wise constraint |u(z)| = 1 for almost every x € €. Let

C={ueD,||u(z) =1 a.e.},

where D,, is a Dirichlet class in H!(€; RY). We assume C is non-empty. Then C is weakly
closed in H'(£; RY). We have the following result.

Theorem 4.14. There exists u € C satisfying

I(u) = Iglelélf(v)

Moreover, u satisfies
(4.38) / Du - Dvdzx = / |Dul?u - v dx
Q Q

for each v € HY (S RYN) N L2(Q; RY).
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Remark. In this case, we see u is a weak solution to the harmonic map equation:
—Au = [Dul?u in Q.

The “Lagrange multiplier” in this case is the function A = |Du|?, instead of a constant.

Proof. The existence of minimizers follows by the direct method as above. Given any
v € Hy(RY) N L2 (Q;RY), let & be such that [e]|[v]| 0 (q) < 1. Define

u(x) + ev(x)
= ——=, hie)=1 .
) = ) e MO T
Note that w. € C and h(0) = I(u) = mine I < h(e) for sufficiently small &; hence, h/(0) = 0.
Note that

owe  Ju+tevfvo—(u-v+epP)(utev) Owe
— - : le=0 = v — (u-v)u.
Oe |u + ev Oe

Hence
R'(0) = / Du-D(v— (u-v)u)dr = /(Du - Dv — |Dul?u - v) dz,
Q Q

where we have used Du - D((u-v)u) = (u-v)|Du|? due to the fact that (Du)Tu = 0 (which
follows from |u| = 1). This yields the weak form of harmonic map equation (4.38). O

Liquid Crystals. Let n = N = 3. Then the harmonic map Dirichlet energy can be considered
as a special case of the Oseen-Frank energy for liquid crystals defined earlier:

I(u) = /QF(u, Du)dx = /Q(m(div u)? + ko(u - curlu)? + k3(u x curlu)?) dz

+ /Q ka(tr((Du)?) — (divw)?) da,

where € is a bounded domain in R3, u: Q@ — R3, divu = trDu is the divergence of v and
curlu = V x u denotes the curl vector of u in R3. In the first part of the total energy
I(u), the ki-term represents the splay energy, ko-term represents the twist energy and
k3-term represents the bending energy, corresponding to the various deformations of the
nematic director u with |u(z)| = 1; the k4-term is a null-Lagrangian, depending only
on the boundary data of u (see Example 5.30 in Chapter 5).

From the algebraic relation |Du — (Du)”|> = 2| curl u|? one easily sees that
|Du* = | curlu|? + tr((Du)?).
Furthermore, since |u(z)| = 1, it easily follows that
|curlul? = (u - curlu)? + |u x curlul?.

If kK = min{k1, K2, k3} then it easily follows that

(4.39) I(u) > H/Q |Du|? dz + (k4 — K) /Q[tr((Du)Z) — (divu)?] d.

If k > 0, then it can be shown that the first part of F(u,£) is convex and quadratic in &,
and hence the first part of the energy I is w.l.s.c. on H'(Q;R?) by Tonelli’s theorem
(Theorem 5.1). By (4.39), one can easily obtain that

/Q|Du(:c)|2dx§col(u)+0¢7 Y u €D, C H (OR?).

Therefore, by the direct method, we have established the following existence result for
minimizers.
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Theorem 4.15. Let k; > 0 fori=1,2,3. If C = {u € Dy ||u(z)| =1 a.e.} # 0, then there
exists at least one u € C such that

I(u) = IglGIél I(v).

Remark. If all four x; are equal to %, then I(u) reduces to the Dirichlet integral for har-

monic maps: I(u) = 3 [, [Du|? dz.

4.4.3. Stokes’ Problem. Let  C R3 be open, bounded and simply connected. Given
f € L?(;R?), the Stokes’ problem

—Au=f—-Vp, divu=0 inQ, u=0 on 0,

can be solved by minimizing the functional

I(u) = /Q (31Duf* ~ - u)d

over the set
C={uc H} R | divu =0 in Q}.
The function p in the equation is the corresponding “Lagrange multiplier”, known as the

pressure. Pressure does not appear in the variational problem, but arises due to the con-
straint divu = 0.

4.4.4. Incompressible Elasticity. Suppose u: 2 — R3 represents the displacement of
an elastic body occupying the domain  C R3 before deformation. Assume the body is
incompressible, which means

det Du(z) =1 Yz eQ.

The stored energy is given by an integral functional

I(u):/QF(;U,u,Du)da:.

The suitable space to work in this case is W1P(Q; R3) with p > 3. For further details, see
next chapter.

4.4.5. A Nonlocal Problem in Ferromagnetism. We study a minimization problem
in ferromagnetism which involves a constraint and a nonlocal term. Certain simplification
of the Landau-Lifshitz theory leads to a model of the total micromagnetic energy I(m)
given by

(4.40) I(m) = /Qcp(m(x))dac + % /Rn \Vu(z)|* de,

where 2 is a bounded domain with C' boundary 92, m € L*®(Q;R") with |m(z)| = 1
a.e. = € (that is, m € L>(Q; S" 1)), representing the magnetization of a ferromagnetic
material occupying the domain €2, ¢ is a given function representing the anisotropy of the
material, and u is the nonlocal stray energy potential determined by m over the whole
space R™ by the simplified Maxwell equation:

(4.41) div(—=Vu +myq) =0 in R",

where q is the characteristic function of Q, and u € H} (R") with Vu € L?(R™;R").
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The equation (4.41) is understood in the weak sense:
/ Vu-V(¢dr = / m-V(dr VY ¢e HNRY).
n Q

Note that any two weak solutions of (4.41) can only differ by a constant; therefore Vu is
uniquely determined by m.

Let B be a fixed open ball containing Q in R™. We have the following result.

Theorem 4.16. For each m € L*(;R™), there exists a unique weak solution u = Tm €
H} (R™) to (4.41) such that [pu(z)dz = 0. Moreover T: L*(Q;R") — H'(B) is linear and
bounded with

Tl g1y < C|m|2pny, ¥V me L (QR).

Proof. Let
X ={uecH.(R")| Vuc L*R";R"), / u(z) dz = 0}.
B
Given m € L?(Q;R"), define a functional J: X — R by

1
J(u):2/ |Vu|2dx/m~Vudx, ue X.
R” Q

We solve the minimization problem: inf,cx J(u). Note that X is simply a nonempty set
of functions and has no topology defined. But we can always take a minimizing sequence
ug € X such that

lim J(ug) = inf J(u) < oco.

k—o00 (k) ueX ()

By Cauchy’s inequality with e, it follows that

1
J(u) > / |Vu2da?—e/ ]Vu\de—C’ef |m|? dz.
2 Jrn R™ Q

Taking € = i yields
1
J(u) > 4/ |Vu*dz —C, VY uceX.
Rn
Therefore {Vuy} is bounded in L?(R™; R™) and hence, via a subsequence, converges weakly
to some F € L?(R™;R"); this F' can be written as F' = Vi for a unique u € X. (The last

fact needs a little more analysis; see Theorem 4.20 below!) We then see that u € X is a
minimizer of J over X. It also satisfies the Euler-Lagrange equation

(4.42) /nvu.vg:/Qm.vg V¢ € X.

This equation also holds for all ¢ € H}(R™). From this equation, the uniqueness of minimiz-
ers and the linear dependence of & on m will follow. Define 4 = T'm. Furthermore, using
(=1u€ X in (4.42), we also have

/ ]Vﬂ|2 dr = /Qm -Vudx S HmHLQ(Q;Rn)|’va”L2(B;R”)-

Hence
IVl 2 (grey < M| r2Qrn)-
Since [ g udr =0, by Poincaré’s inequality,
4l 1By < C llml|p2(qrny-

The theorem is proved. u
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From (4.42), we also see that

(4.43) I(m) = /ng(m) dm+;/gm-Vudx,

where & = Tm is defined in the theorem above.

The following result is a special case of some general theorem, which can be proved
easily.

Lemma 4.17. Let T: L*(Q;R") — HY(B) be defined above. Then Tmy, — Tm weakly in
H'(B) whenever my, — m weakly in L?(Q;R™).

Theorem 4.18. Assume o(m) >0 on S"~! and the minimal set p~(0) contains at least
{£mg}. Then

inf I(m) = 0.
meL>® ;571

Proof. It suffices to find a sequence {my} in L>(;S"!) such that

I(myg) = /ng(mk(a:))da: + % /Q my(x) - Vug(x)de — 0

as k — oo, where ug = T'my, is the solution in X of the simplified Maxwell equation (4.41).
To this end, let n € S"~! be such that n L mg and define

my () = p(kz - n)mg + (1 — p(kz - n))(-mp), =€,
where p(t) is a periodic function of period 1 with
pt)y=1 (0<t<1/2); pt)=0 (1/2<t<1).

It is easy to check my — 0 weakly in L?(€;R"). Let up = Tmy. Then, by Lemma 4.17
above, u; — 0 in H'(B). Note that, by Rellich-Kondrachov imbedding theorem (Theorem
2.33), imbeddings H'(B) cC L?(B) and H'(B) cC L?(0B) are both compact; hence
ug, — 0 strongly in both L?(Q)) and L?(952). We now compute by the divergence theorem

that
/ my - Vup dx = / UpMy, - I/dS—/ uy, divmy, dz,
Q; 09; Q;
where v is the unit outward normal on the boundary and the formula is valid on each

piece (2; of Q) where my, is constant my or —mg; hence divmy = 0 on each 2. Moreover,
my, - v = 0 on 085 \ 0N2. Hence we have

/ my, - Vuy dz
Q

Finally, noting that ¢(myg(z)) = 0, we arrive at

< / ()] dS < [09?Jug | 200 — 0 a5 k — oo,
o0

I(rg) = /an(mk(az))daz—f—;/gmk(x) Vup(x) dz — 0
as k — oo. O

Theorem 4.19. Assume ¢~ 1(0) = {&mg}. Then there exists no minimizer of I(m) on
L>(Q; 5771,
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Proof. Suppose m is a minimizer. Then I(m) = inf I = 0 and hence p(m(z)) = 0 and
u = Tm = 0. Therefore,

m(x) = xp(z)my + (1 — xg(z))(—mp), div(myq) =0,
where the set E = {x € Q|m(x) = mg} is a measurable subset of ). Therefore

(4.44) [ J@)VC(@) modz =0 ¥ ¢ € GF(R"),

where f(z) = xa(x)[2xp(z) — 1] = 2xe(z) — xa(z). Let x = 2’ + tmg where 2/ 1 mg and
write f(z) = g(a/,t). In (4.44), by change of variables, we have

/ o G ) da'dt =0 ¥ ¢ € CRO(RM).

This implies the weak derivative g:(2/,t) = 0 on R", and hence g(z/,t) = h(z') is indepen-
dent of ¢t. But h(z') = f(2' 4 tmyg) vanishes for large ¢ and hence h = 0. So f = 0 on R™.
However f(z) € {1} for € Q. This is a contradiction. O

4.4.6. Representation of Curl-Free Fields. Let X = L?(R";R") denote the Hilbert
space with the inner product and norm defined by

(u,v) = / (v + - U™ da = / w-vdr;  ul = (u,u)'/?
n R
For u € L*(R™;R"), we define curlu = (curlu);; as distribution:

(curlw)ij, o) = — / (Wipa, —wpn)de, V¥ o€ CF(RT).

n

Note that, if u € VV&;;(R”;R”), then curlu = Du — (Du)”. In the case n = 2 or n = 3,
curlu can be identified as follows:

curlu & V4 u =V ut =div(ul) =ul, —u2  (n=2);
~ — (23 2 1 3 2 1 —
curlu = V X u = (uy, — ug,, Uy, — Uy, ,uz, —Ug,) (n=3).

Define the subspace of curl-free fields as follows:
Xewt = {u € L*(R™;R™) | curlu = 0 in the sense of distribution}.

Let

Y ={f € H(®R") ||| f]l« < o0},
where || f||. is defined by

1

(4.45 2= [ Vs et swp ot [ 1@,

Rn R>1 Br

Clearly, Vf € Xcun for all f € Y; the converse is also true.

Theorem 4.20. (Representation by Local Functions) The space Y is a Banach space
under the norm || f||« defined. Moreover, the gradient operator V:Y — Xy is surjective;
more precisely, for any v € Xy, there exists a f € Y such that

v=V[f, |Ifll+ < Cullv].
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Proof. The proof that Y is a Banach space follows directly by the definition and will not
be given here. We prove the rest of the theorem.

Given v € X¢y, let v = v * p. be the smooth approximation of v. Then v, € X¢y N
C*(R™;R™). Define

1
fe(x) 2/0 ve(tx) - x dt.

Then one can easily compute that
1 1
Oz fe(r) = / vl (tz)dt + / (O, ve) (tz) -tz dt
0 0
1 T
= / vl (tz)dt + / Vol (tx) - texdt
0 0
L Lqg .
= / vl (tx)dt + / —[v!(tx)]tdt
0 o dt
1 ' . 1
_ / ol (t) dt + [vg (t)t]} — / ol (tx)dt]
0 0

= (@),

where we have used the condition 9, v, = V! from curlv, = 0. This proves V f.(z) = ve(z)
for all x € R™. Therefore, v. = V f. and hence, for all z,y € R",

1
fe(@+y) = fe(y) = /0 ve(y + tx) -z dt.

Hence
2

1
[fe(z+y) — f()]? = /ng(vata:)mdt

IN

1
mz/o ey + t) 2 dt.

Integrating this inequality over x € Br(0) = Bg, we obtain

_ 2 5 [1 ( , >
/BR@;) fele) ~ Jelp)dz < R/o /BR [ve(y + tx)|* dx | dt
1
= R2 ) 2d t*n "
/0 </BtR(y) ‘U (Z)’ Z)

1 1

= R"+2/ ve(2)|?dz | dt
0 <rBtR<y>r penty e

< RPPM(Juel*)(v),

where M(h) is the maximal function of h (see STEIN’s book). Since |vc|> € LY(R"), it
follows that

5n sr
miy € R" | M(Joe)(y) > a} < / fue[? der < / jof? d.
o Rn o Rn

Let
Ec={y € Bi| M([v*)(y) < ao},
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where we choose

2. 5™ 9
g = v|“dx.
o=Ta7 fo

Then it follows that |E.| > 3|By| for all e. Therefore, it is a simple exercise to show that
there exists a sequence €, — 0 and a point yo € By such that yo € N2, E, ; that is,

2-5™
’Bﬂ ||U||27 Vk= 1,2,---.

M(Jve,*) (o) < ao =
Using this yo we define a new sequence

gk(z) = fek(z) - fEk(y0)7 z e R™
Then, for all R > 1, we have

2.-5"
[ merass [ g < @R ol
Br Bar(yo) |B1]
By using diagonal subsequences, there exists a subsequence gx; and a function f € L?OC(R”)

such that gy, — f weakly as k; — oo on all balls Br(0), R > 0. This function f must
satisfy Vf = v € L?(R"; R") and
1 2 2
sup —— x)|“dx < C v(z)|” dx;
SUP 2 /BR\f( )P dz < Cy Rn\ (z)|

hence ||f|[« < C|lv||. This completes the proof. O

Given any u € X = L?(R%R"), for each R > 0, let Bg = Br(0) and consider the
following minimization problem:
(4.46) inf / Vo — ul? dz.
@EH(%(BR) Br

By direct method, this problem has a unique solution, which we denote by ¢r. We also
extend pg by zero to all R™. This sequence {¢pr} is of course uniquely determined by u € X.
It also satisfies the following properties:

(4.47) Jon(Vor —u) - VCdz =0 V(€ Hj(Q), QC Bg,
(4.48) IVerllrzny < [lull

Lemma 4.21. Given u € X, it follows that Vor — v in X as R — oo for some v € Xy
uniquely determined by u. Moreover, this v satisfies
lv—ull = min [jv" — ul|;
v’ curl

therefore, v = u if u € Xcurl-

Proof. First of all, we claim Vipr — v weakly in X as R — oo. Let v/, v” be the weak limits
of any two subsequences {Vyg/} and {Vpgr»}, where R', R” are two sequences going to oc.
We would like to show v' = v”, which shows that Vogr — v as R — oco. Since Vogr € Xeu,
it follows easily that v',v” € Xy and, by (4.47) above,

(4.49) /n(v’ —u)- V(= Rn(v” —u)-V¢(=0 VQCCcR" V(e H&(Q)

This implies div(v'—u) = div(v” —u) = 0 and hence div(v' —v") = 0. Since curl(v'—v") = 0,
it follows that A(v' —v”) = 0 in the sense of distributions on R"; therefore, v' — v” €
C>(R™) N X is harmonic component-wise. By the mean value property of harmonic
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functions, it follows that v’ —v” = 0. Hence v/ = v”. We denote this weak limit by v € Xcu.
Note that, by (4.49), div(v — u) = 0. If curlu = 0 then curl(v — u) = 0 and hence v = w.
We now prove Vipr — v in X as R — oo. Taking ( = ¢ € H}(Bg) in (4.49) and letting
R — oo we have

(4.50) / (v—u)-vdr=0.

Using ¢ = g in (4.47), taking R — oo and by weak limit, we have

lim \V@R\de:/ U~u:/ lv|? da.
R—oo Jpn R n

This implies Vg — v strongly in L2(R"; R"). We now show that

(4.51) lov—wul|= min [[v' —ul.
,U/

curl

Given any v’ € X1, choose the sequence ¢r corresponding to v — v. Since div(v —u) = 0,
it easily follows that

(W —v,v—u)= (V@r,v —u) =0.

lim
R—oo
Hence ||v/ —ul|? = ||[v —v'||> + 2(v" —v,v —u) + ||[v — u||* > ||v — u||?; this proves (4.51). O
Theorem 4.22. Let n > 3 and Y be the closure of C°(R™) in Y. Then,

Yi={f € L5 (R")| VS € L(R%RY)

and Yy has the equivalent norms || f|l. = ||V f|[L2(wny for all f € Y1; therefore Y1 is the closure
of C5°(R™) under the norm ||V f| p2@n). Furthermore the gradient operator V: Y1 — Xcurn
1$ bijective.

Proof. Let W = {f € Li=2(R") | Vf € L2(R"; R™)}.

1. We show that Y7 C W and
(4.52) [fll« < ClIVfllp2mny V f € Yi.

Let f € Y;. Then there exists a sequence f; € C5°(R™) such that ||f; — f||« — 0 as j — oo.
Therefore ||V f;|| 2 = ||V f]|z2. By the Sobolev-Galiardo-Nirenberg inequality,

1fill2* ey < C IV SjllL2@ny V¥ J-

Hence f; — g € L? (R™). Since f; — f in L*(Bg) for all R > 0. We have f = g. Hence
f € W. Furthermore, by Hélder’s inequality,

HfjHL2(BR) <cn R® HfjHL2*(BR) <CR? vajHLE(Rn)-
Hence, by taking limits as j7 — oo, it follows that

sup

1 2 / 2
flode < C V f(x)|“ dz,
o1 Rn+2/ /] = n| f(2)]

which proves (4.52).

2. We show that W C Y. Let f € W. Define f; = fpj, where p; € WH°(R") defined
by pj(z) =1 on |z| < j, pj(z) =0 on |z| > 2j and p;(x) is linear in |z| for j < |z| < 2j.
Then f; € Y1. It can be easily shown that

lim [ fj = f[l« =0,
j—00

which proves f € Y; and hence W C Y;.
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3. We show that V: Y] — Xcu is surjective. Given any u € Xy, let or € H&(BR)
be the function determined as in the minimization problem (4.46) above. Since curlu = 0,
it follows that Vyor — u in X = L?(R?%;R?) as R — co. Since ¢ € W, we have pr € Y.
Inequality (4.52) implies that sequence {¢r} is a Cauchy sequence in Y] and hence its limit
[ belongs to Y1; moreover, since [[pr — fll« = [Vor — V| 2rn) — 0 as R — oo, we have
V f = u. This completes the proof. O

4.5. Mountain Pass Theorem

4.5.1. The Palais-Smale Condition. Let £ : X — R be G-diff on the Banach space X.
We say E satisfies the Palais-Smale condition (PS) if whenever {u,} is a sequence in X
such that E(uy,) is bounded and ||E’(uy,)|| — 0, then {u,} has a convergent subsequence.

Remark. The (PS) condition is not satisfied by very smooth functions very often. For
example, the function £ : R — R with E(u) = cosu does not satisfy (PS), which can be
easily seen by considering the sequence u,, = nm. Similarly, the function E(u) = ¢ does not
satisfy (PS). It can be shown that if F is F-diff on the Banach space X (not necessarily
reflexive) and is bounded below and satisfies (PS), then E attains its minimum value. But
we study the case where functionals are neither bounded from above or below.

Lemma 4.23. (Deformation Lemma) Let E : X — R be a C' functional satisfying
(PS). Let ¢, s € R and define

K.={ue X: E(u)=c, E'(u)=0}

As={ue X: E(u) < s}.

Assume K. = 0. Then there exists an € > 0 and a continuous function n : [0,1] x X — X
such that for all 0 < e < ¢,

(i) n(0,u) =u forall we X,

(ii) n(t,u) =u forall t€[0,1],u g E~Y([c—¢,c+¢]),
(i) E(n(t,u)) < E(u) forall te][0,1], u e X,

(iv) n(1, Aete) C Ac—c.

This lemma shows that if ¢ is not a critical level, then we can nicely deform the set A.¢
into A._. for some € > 0. For a proof, see EVANS’s book.

4.5.2. The Mountain Pass Theorem. We now prove the main theorem of this section.

Theorem 4.24. (Ambrosetti-Rabinowitz) Let E : X — R be a C! functional satisfying
(PS) on the real Banach space X. Let ug,u; € X, ¢o € R and R > 0 be such that

(i) [lur —uol > R
(ii) E(up), E(u1) < cog < E(v) for all v such that ||v — upl| = R
Then E has a critical point u with E(u) = ¢, ¢ > co; the critical value c is defined by

4.53 c=inf sup F
(4.53) ol e (p(t))

where K denotes the set of all continuous maps p : [0, 1] — X with p(0) = up and p(1) = u;.
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Remark. Think of the graph of E as a landscape with a low spot at wug, surrounded by a
ring of mountains. Beyond these mountains lies another low point at u;. Note that every
path p connecting up to u; has to cross the sphere {v : |[v — ug|| = R} since u; lies outside
the sphere. Moreover, on this sphere the value of E is at least ¢y. Hence the maximum
value of E(p(t)) for any such path p is at least ¢y. Hence ¢ > ¢p. An important aspect of the
MPT is that the critical point u at level c is distinct from ug and u;. Hence, if ug already
satisfies E'(up) = 0 by some other method, then u will give a second solution of E’(u) = 0.

Proof. Let ¢ be as defined in (4.53). If it is not a critical value, then K, = (. Let n and
€ be as in the deformation lemma. Now by condition (ii) of the theorem, we can choose &
small enough so that 0 < & < € and E(ug), E(u1) € [c — e,c+ €] (since ¢ > ¢p). Let p € K
and define the path £ : [0,1] — X by

£(t) =n(1,p(t)).
Since p(0) = up and p(1) = uy, it follows, by the choice of €, that
5(0) = "7(1>U0) = Uuo, 5(1) = "7(17U1) = u
using condition (ii) of the lemma. Thus £ € K. Now, we can choose p € K such that

E .
e (p(t)) <c+e

Since p(t) € Acte, by (iv) of the lemma, £(t) € A.—.. Thus

Q%EE@(» c—e

which contradicts the definition of ¢. Hence K. # 0. O

4.5.3. Saddle Point Solutions. In order to illustrate these ideas we apply the MPT to
the problem

(4.54) Au+ f(z,u) =0 in Q, wulgg =0
where f € Car satisfies the growth condition

(4.55) (2, 2)] < e(L+]2]7), [falz,2) S e(1+ ]2
with 1 <7 < (n+2)/(n —2). Moreover, we assume f(z,0) =0 and
(4.56) 0< F(z,2) <vf(z,2)z

for some constant v < 1/2, where F(z, z) fo z, s)ds. Finally we assume

(4.57) alz| < |F(z, 2)| < Alz|™

for constants 0 < a < A.

Remarks. (i) A typical example is given by f(x, z) = l(z)|z|" "2, where | € C(Q) and I(x) >

a > 0. In this case, F(z,z) = T}rll( )|z|7*! satisfies (4.56) and (4.57) with v =

(ii) Note that assumption (4.57) implies that
F.(x,0) = f(2,0) = 0.

1
+

Hence u = 0 is a trivial solution to (4.54).
Associated with (4.54) is the functional I defined by

:1/ Vul? de — J(u),
2 Ja
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where
J(u) = / F(z,u)dx.
Q
The following lemma simplifies some of the technical details that follow.

Lemma 4.25. Let I and J be defined on H = H}(Q) as above. Then both I and J are of
Cl on H and

(a) J': H— H* is compact.

(b) If {un} is a bounded sequence in H such that I'(u,) — 0 as n — oo, then {uy}
has a convergent subsequence.

Proof. The norm [, |Vu|?dz is obviously of C* on H. .J is a Nemytskii operator with F
being C! in u, and hence is of C' on H with J': H — H* given by

(J'(u),v) = /Qf(x,u(x))v(:c) dr, Yu,veH.

We have the estimate

1 (w) = T (@)l = sup [{J'(u) = J'(w),0)]
veEH, |jv]|<1
< fGw) = FG gy llollra
< CHf('au)_f('aw)H(T-l-l)/Tv Vu, UJGH,
where we have used the Sobolev inequality [v[|;+1 < Cllv|lg < C since 7+ 1 < 2% = 22

Let {u,} be a bounded sequence in H. Then by choosing a subsequence if necessary,
un — u in H and u, — v in L7T1(Q). By the continuity of Nemyskii operators, f(-,u,) —
f(,u) in LT+D/7So, by the estimate above, J'(u,) converges to J'(u) in H* and hence
J': H— H* is compact.

Let A : H — H* denote the duality map defined by

<Au,v>:/Vu-Vvdx for all w,v e H.
Q

Then (I'(u),v) = (Au,v) — (J'(u),v) for all u,v € H. Note that, by the Riesz representation
or Lax-Milgram theorem, A~! exists and is bounded on H*; hence, it follows that

AT () = u — AL (u).

Let {u,} be a bounded sequence in H with I'(u,) — 0 as n — oco. Since A~! is linear
and continuous and J’ is compact, by passing to a subsequence if necessary, we have u, =
A7 (uy) + A=Y (uy,) converges. O

Remark. We only need the assumption (4.55). Also, from the proof we see that the com-
pactness of the embedding H = H}(2) C L™1() is necessary.

Theorem 4.26. The boundary value problem (4.54) has at least one nontrivial solution
u € HLH(Q).

Proof. Consider the C! functional I(u) above, which we rewrite as

1
I(u) = 5”“ %,2,0 —J(u), where ||UH%,2,0 = fg ]Vu|2dx,

for u € H& (). In order to apply MPT, we first verify the Palais-Smale condition. Let
{un} C HE(Q) be a sequence such that |I(uy)| < ¢ for all n and I’(u,,) — 0. If we can show
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that {|lunll1,2,0} is bounded, then according to Lemma 4.25, I satisfies (PS). For the given
sequence

1
1) = gl 20~ [ Flaun)da
Q

and

(1)) = 0= [ (@)
and so, by (4.56),

1

lnlo < 1) +7 [ wf(ou)do

< e+ (lunllf 20 + 1 (wn)ll Nunll120)-
Since v < 1/2 and ||I'(uy)|| — 0, this inequality implies that Hun||i270 is bounded. Hence
(PS) condition is proved. To verify the conditions (i), (ii) in the Mountain Pass Theorem,

we choose ug = 0. Clearly, I(ug) = 0. Now we show that I|gp,r) > co for some R, co > 0.
In view of the embedding H}(Q2) C L™1(Q), we have, by (4.57),

JMSAAWH%Sﬂﬂﬁb

Thus for all u satisfying |lul|120 =R

R2
I(u) > = = cR™ > ¢y >0

provided we take R sufficiently small. (Here we need 7 > 1, which is not needed before.)
Next, let v = tu, where u # 0 is a fixed function in H}(Q), and ¢t > 0 is to be selected.
Then, by (4.57),

2
I(v) = 5\\u|]%7270—¢](tu)

t2
< Slulfag—at [ s
Q
< 0

if t > 0 is sufficiently large. (Again 7 > 1 is needed.) Moreover, v € H} (Q\B(0, R).
Therefore, by MPT, there exists a critical point u # 0 of I which is a weak solution of
(4.54). 0

4.6. Nonexistence and Radial Symmetry

In this section, we always assume (2 is a bounded domain in R” and 92 is C*. We will show
that for some of such domains the boundary value problem (4.36) (with £k = 0,1 = 1) does
not have nontrivial classical solutions if 7 > (n + 2)/(n — 2).

4.6.1. Pohozaev’s Identity. We shall need the following fundamental identity:
Theorem 4.27. (Pohozaev) Let u € C?*(Q), u|pq = 0. Then

(4.58) /{m u?(z - v)dS = /Q[Z(Vu -x) + (n — 2)u]Audx

where v = (11, -+ ,vy) denotes the outward unit normal to 0 and u,, = % = Vu-v ="y (u)
denotes the normal derivative of u on 0f).
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Proof. By an easy calculation we have the following identity
28u(Vu - z) = div[2(Vu - )Vu — |[Vul?z] + (n — 2)|Vu|?

An application of the divergence theorem gives
/ [2(Vu - z)u, — |Vul*z - v]dS = / [2Au(Vu - z) — (n — 2)|Vu|dx
o0 Q

Since © = 0 on 011, fﬂ uAudx + fQ |Vul?dr = 0 and u,, = vyu,, ie., Vu = u,v, which
combined with the above integral identity yields (4.58). O

Corollary 4.28. Let u € C%(Q) be a solution of the boundary value problem
Au+ f(u) =0 in Q, ulgpg =0.

Let F(u fo t)dt. Then u satisfies the equation
1 9 _

(4.59) / u?(z - v)dS = n/ F(u)dx + —— uf(u)da:
2 Joq Q 2

Proof. From (4.58) we have

1 9 - . 2—n
B /BQ us(x-v)dS = /QAu(Vu x)dx + — /Quf(u)dx

so it suffices to show that
/ Au(Vu - x)dx = n/QF(u)d:E
In this direction, we first note that V(F(u)) = f(u)Vu; hence
Au(Vu-z) =—f(u)(Vu-z) = -V(F(u)) - .
Since V - (xF(u)) = nF(u) + z - V(F (u)),
/QAU(VU cx)dr = /QnF(u)d:U - /QV (zF(u))dz.

However, the second integral on the right is zero, as may be seen by applying the divergence
theorem and noting that F'(u) = 0 on 052 since u = 0 on 0f2. O

we have

EXAMPLE 4.29. (H. WEINBERGER) Let 2 be a bounded domain in R" with smooth bound-
ary 9Q. Assume u € C3(Q) is a solution to Au = —1 in Q and v = 0 on 9. If the normal
derivative u, is a constant ¢ on 92, then €2 must be a ball of radius nc.

Proof. Use (4.59) with f(u) =1 and F(u) = u and we have
02/ (x-v)dS = (n+2)/ udx.
R19) Q
But [y, (z - v)dS = fBQV(%) vdS = [ A |T dz = n|Q|; so we obtain
(4.60) (n+2) / udx = nc?|Q).
Q
On the other hand, by Cauchy-Schwarz inequality, we have

(4.61) 1= =Au <> fug,| < V() ul ) < V(> ul, )2
i=1

i=1 ij=1
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Consider function v = |Vu|? + 2u. From Au = —1, it follows that, by (4.61),

AU—QZU —>O in Q.

,j=1
From u = 0 on 02, we have |[Vu|?> = u? = ¢? on 9Q; hence v = ¢? on 9. By strong
maximum principle, we conclude that either v < ¢ in Q or v = ¢? in . Suppose v < ¢? in

Q). Then

2 2 2
02|Q\>/vda::/|Vu\2da:+/uda::—/uAuda:+/uda::n+ /udaz,
Q Q Q Q Q noJo
2 —0in

which contradicts (4.60). Hence v = ¢? in Q. This implies Av = 2 doij=1 xﬁj - =
Q; hence n ) ., u%ixj = 1. Therefore, inequalities in (4.61) are all equalities. This implies
Up,z, = —26;5 in Q. So u(z) = —5-|z> +p-x+k in Q, where p € R and k € R are
constants; thus u can be written as

2

1 2
u(e) = (A~ [ — xof?)
for some xp € R™ and A € R. Since the set {u = 0} is nonempty, we must have A > 0.
Again, by strong maximum principle, u > 0 in Q; hence Q = {z € R" : |z — x| < VA}.
From u, = ¢ on 092, we have the radius of the ball Q is VA = nec.

4.6.2. Star-shaped Domains. Let Q be an open set containing 0. We say (1 is star-
shaped (with respect to 0) if, for each z € €2, the line segment {Az : 0 < A < 1} lies in
Q.

Remark. Clearly if € is convex and 0 € Q, then  is star-shaped. An annulus is not
star-shaped since = - v < 0 on the boundary of the inner circle.

Lemma 4.30. Assume 09 is C' and Q is star-shaped with respect to 0 € Q. Then z-v(z) >
0 for all x € O, where v(z) is the outward unit normal at x € ON.

Proof. Given z¢ € 05, since 99 is C*, there exists a ball B = B.(zg) and a C* function ¢
on B such that
QNB={zxeB|p(x) <0}, 902NB={zrecB|¢(x)=0}

Note that the outward unit normal at z( is now given by v(xg) = W¢§ §| Let 6 > 0 be

sufficiently small so that Azg € B for all A € [1 — 4, 1]; hence, from 2 being star-shaped,
Axg € QN B for all A € [1 — 4, 1]. Consider h(\) = ¢(Axg) defined on A € [1 — 6, 1]. Then h
has the maximum 0 at right-end point 1 and hence

h/(lf) = V(ﬁ(l’o) ~xo > 0,
which proves zg - v(z¢) > 0 for all 2y € 9. O

4.6.3. Nonexistence of Classical Solutions.

Theorem 4.31. Let Q) be star-shaped with respect to x = 0. Then the problem

2
(4.62) Autluu=0in Q upa=0 (> )
n p—
has no nontrivial C%(Q) solution. Furthermore, the problem
n+2

(4.63) Au+u™ =0 in Q, ulgg=0 (r> n—2)
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has no positive C*(Q) solution.

Proof. Suppose u is a nontrivial C?(Q) solution of (4.62). Applying formula (4.59) with
f(u) = |u|""'u (and thus F(u) = %H]u\TH), and using Lemma 4.30, we obtain

1 T+1 2 _
(4.64) / ul(z-v)dS = n [u dx + n/ Ju|" " dx
2 Joq oT+1 2 Ja
-2
(4.65) - (-7 [rta =
T+ 1 2 Q
which yields TLH > %‘2 and hence a contradiction: 7 < Z—i‘%
If u is a positive C2(€2) solution of (4.63) with 7 = 2£2. Since u = 0 on 99, by a

sharp maximum principle (see Serrin’s Maximum Principle, Lemma 4.32 below), we
have u,, < —co on 9f2 for a positive number o. By (4.65), we obtain

02/ a:-udSS/ u?(z-v)dS =0,
[2/9] oN

from which we have a desired contradiction:

|22
0= x-vdS= | A(—)dz =n|Q|.
o9 o 2

This completes the proof. ]

4.6.4. Radial Symmetry of Solutions in a Ball. Let 2 = B be the open unit ball in
R™. We shall study the nonlinear problem

(4.66) Au+ f(u) =0 in Q, wulpg =0.

We are interested in positive solutions: « > 0 in Q. Assume that f : R — R is
Lipschitz, but is otherwise arbitrary. Our intention is to prove that u is necessarily radial,
i.e., u(z) depends only on r = |z|. This is the famous theorem of GIDAS, N1 & NIRENBERG
and is a quite remarkable conclusion, as we are making essentially no assumptions on the
nonlinearity.

The technique of proof is based on an extension of the maximum principle and the
method of moving planes.

Lemma 4.32. (Serrin’s Maximum Principle) Let 2 be a bounded domain in R™. As-
sume u € C?(S2) satisfies

Au+a(z)u<0, u>0(#0) in Q

where a(x) is bounded. If xg € O, u(xo) =0, and 2 satisfies the interior ball condition at
xo, then the normal derivative u,(xo) < 0. Moreover, u > 0 in Q.

Proof. Set a = at + a~, where a* = max(a,0), a~ = min(a, 0). Thus
Au+a (z)u< —aTu <0 in Q

and the conclusions follows from the strong maximum principle and the boundary point
principle. (|
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4.6.5. Moving Plane Method. Let Q denote the open upper half ball Q N {z,, > 0},
and Q_ the open lower half ball QN {z, < 0}.

Lemma 4.33. Let u € C?(2) be a positive solution of (4.66). Then

Ug, <0 in Q near 0.

Proof. Fix any point 2o € 04 and let v = (v1,...,,) denote the outer unit normal to
004 at xg. Note that v, > 0. We claim that u,, < 0 in  near xg.

We shall give the proof under the assumption f(0) > 0. Then
0 = —Au—f(u)+ f(0) = f(0)

Lo
< —Au—/o &f(su(:z))ds

< —Au+cu
for c(x) = —fol f'(su(x))ds. According to Lemma 4.32, u,(xo) = Vu(xg) - v < 0. Since
Vu is parallel to v on 9 and v, > 0, we conclude that wu,, (z¢9) < 0, and thus wu,, <
0 in © near xg. ]

Theorem 4.34. Let u € C%(B) be a positive solution of (4.66). Then u is radial, i.e.,
u(z) = v(r) (r=|[z[)
for some strictly decreasing function v : [0,1] — [0, 00).

Proof. We apply the method of moving planes, following the important work of GIDAS,
N1 & NIRENBERG.

For0<A<1,set P,={x €R":2, =A}. Forx = (z1,--- ,2,) € B, let
Ty = (T1, .00y Tn—1,2X — )

denote the reflection of = with respect to Py. Let E\ = {x € Q : A < x, < 1}. For each
0 < A < 1, consider the statement

(4.67) u(z) <wu(zy) forall ze€ Ej.

According to Lemma 4.33, we see that this statement is valid for each A < 1, A suffi-
ciently close to 1. Set

Ao = inf{p € [0,1): (4.67) holds for each A € [u,1)}.

We claim that Ag = 0. Suppose to the contrary that Ao > 0. Set

w(x) =u(zy,) —u(x) (z€ Ey,).
Then

—Aw = f(u(zy,)) — f(u(z)) = —cw in Ej,
for )
c(z) = —/ f'(su(zy,) + (1 — s)u(z))d.

As w >0 in E),, we deduce from Loemma 4.32 (applied to E),) that

w > 0in Ey,, wg, > 0on P, NE.
Thus
(4.68) u(z) < u(zy,) in Ey,
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and

(4.69) Uz, < 0on Py, NQ.

Using (4.69) and Lemma 4.33, we conclude

(4.70) u(zp) <O0on Py,—. NN forall 0<e<eg

if ¢ is sufficiently small. Then (4.68) and the continuity of u imply
(4.71) u(z) < u(zyg—e)in Ey,—. forall 0<e<gg
if g is small enough. Assertion (4.71) contradicts our choice of Ag.
Since \g = 0, we see that

w(xy, ..., Tp—1,—xn) > u(xy,...,x,) forall ze Q.
A similar argument in 2_ proves

w(xy, .o Tp1, —xp) <u(xy,...,x,) forall ze Q.
Thus « is symmetric with respect to the plane Py and u,, = 0 on Fj.

This argument applies as well after any rotation of coordinate axes, and so the theorem
follows. 0



Chapter 5

Weak Lower
Semicontinuity on
Sobolev Spaces

As discussed before, in many variational problems, weak lower semicontinuity is essential
for using direct method to establish the existence of minimizers. In this chapter, we study
the conditions for weak lower semicontinuity of a multiple integral functional I(u) on the
Sobolev space W1P(Q; RY). Assume

I(u) = /QF(SU,U, Du)dzx.

Recall that I is called weakly lower semicontinuous on WP (Q;RY) if

(5.1) I(u) < lirginf I(u,) whenever u, — @ weakly on W1P(Q;RY).
vV—00

5.1. The Convex Case
5.1.1. Tonelli’s Theorem. We first prove a semicontinuity result of TONELLI.

Theorem 5.1. Let F(x,s,§) > 0 be smooth and convex in §. Assume F, F¢ are both
continuous in (z, s, ). Then the functional I(u) defined above is sequentially weakly (weakly
star if p = 0o) lower semicontinuous on WHP(Q;RN) for all 1 < p < oco.

Proof. We need only to prove I(u) is w.ls.c. on WH1(€Q;RN). To this end, assume {u,}
is a sequence weakly convergent to v in W1 (€Q;RY). We need to show

I(u) < liminf I(u,).

v—0o0

By the Sobolev embedding theorem it follows that (via a subsequence) u,, — u in L*(Q; RY).
We can also assume u,(x) — u(x) for almost every = € 2. Now, for any given 6 > 0 we
choose a compact set K C €2 such that

(i) up — w uniformly on K and |Q\ K| < § (by EGOROV s theorem);

(ii) u, Du are continuous on K (by LUSIN’s theorem).
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Since F(x,s,£) is smooth and convex in &, it follows that
F(z,5,m) > F(x,5,&) + Fer(2,5,6) (ff — &) V¢, n e MV,

Therefore, since F' > 0,
I(u,) > / F(x,uy,, Du,)dz

K

> / [F(:L', Uy, Du) + Fer (2, uy, Du) (Dsu¥ — D)
K 3

= / F(z,u,, Du) +/ Fer (2, u, Du) (Dsuf — Dju®)
K K

+ / [Fgr (2, uy, Du) — Fer (2, u, Du)] (Dsuk — Dju®).
K T T

Since F(x,s,&) and Fg(x, s, ) are both uniformly continuous on bounded sets and u, (z) —
u(x) uniformly on K we have

lim F(x,u,,,Du)dx—/ F(z,u, Du)dz,
K

vV—00 K

V—r00

Now since Fgr(z,u, Du) is bounded on K and Diuf — D;ju* weakly in L'(Q) as v — oo,
we thus have

V—00

lim Fer (2, u, Du) (Dsuf — D) dz = 0.
K 3
From these estimates, noting that, for any two sequences {a,}, {b,},

(5.2) liminf(a, 4+ b,) > lirr_1>inf a, + liminf b,

V—r00 V—r00

we have

vV—00

limian(ul,)Z/ F(z,u, Du)dx.
K

If F(z,u, Du) € L*(Q), i.e., I(u) < 0o, then for any given € > 0, we use Lebesgue’s absolute
continuity theorem to determine § > 0 so that

/ F(z,u, Du)dx > / F(z,u,Du)dz —e, VYE CQ, |Q\ E| <.
E Q

On the other hand, if I(u) = oo then for any given large number M > 0 we choose § > 0
so that

/F(x,u,Du)dx>M, VE CQ, [Q\ E| <6
E

In any of these two cases, using this § > 0 with £ = K, where K is determined according
to (i) and (ii) above, we conclude, by setting either € — 0 or M — oo, that

liminf I(u,) > I(u).

V—00

The theorem is proved. g



5.2. Morrey’s Quasiconvexity 101

5.1.2. Existence in the Convex Case. Using the theorem, we obtain the following
existence result for convex functionals.

Theorem 5.2. In addition to the hypotheses of the previous theorem, assume there exists
1 < p < oo such that

F(x737§) > c‘§|p - C(.’E),

where ¢ > 0, C € LY(Q) are given. If for some o € WIP(Q;RN), I(p) < oo, then mini-
mization problem infyep, I(u) has a minimizer in the Dirichlet class D,.

Proof. This follows from the abstract existence Theorem 4.7 in the previous chapter. [

Remark. Both theorems in this section hold for more general functions F'(z, s,&). For ex-
ample, we can replace the continuity condition by the Carathéodory condition.

5.2. Morrey’s Quasiconvexity

In this section, we will derive a condition which, under the mild general assumption, will
be the “right” (necessary and sufficient) condition for the weak lower semicontinuity for
integral functionals on Sobolev spaces. This will be MORREY’s quasiconvexity condition;
see MORREY [15, 16]. Please be aware that there is at least one other quasiconverity in
the analysis that has a totally different meaning.

5.2.1. Lipschitz Convergence. Note that W1 (€2;R") can be identified with the space
of all Lipschitz maps from Q to RN. A sequence {u,} converges to u in the weak star
topology of W1°°(Q:;RY) if and only if {u,} converges to u in the sense of Lipschitz
convergence; that is,

1) u, — u uniformly in C(Q;RY);

2) the Lipschitz norms of u, and u are bounded.

5.2.2. Quasiconvexity as Necessary Condition. The following result, mainly due to
MORREY [15], gives the necessary condition for the lower semicontinuity under the Lipschitz
convergence of the multiple integral

I(u) = /Q F(a, u(z), Du(x)) da.

Theorem 5.3. (Morrey) Assume F(x,s,£) is continuous on QxRN x MV*", Assume the
functional I(u) is s.l.s.c. with respect to Lipschitz convergence on WI’OO(Q;RN). Then the
following condition holds for all zq € 2, so € RN, &g € MN*" and all ¢ € WOI’OO(Q;IR{N) :

(5.3) F(z9,80,&0) < ][QF(xo,SO,ﬁo + D¢(x)) dz.

Proof. Let ¢ € WOI’OO(Q;RN) be given. Let @ be a fixed open cube containing Q with
center T and side-length 2L. We extend ¢ by zero onto @Q; then ¢ € WOLOO(Q; RM).

Let 29 € Q, so € RY and & € MY *" be given. Let @(z) = so + & - (z — xg). Assume
Q' CC Q is an arbitrarily given cube containing xo with side-length 2I. For any positive
integer v we divide each side of @’ into 2¥ intervals of equal length, each being equal to
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27 ¥+1]. This divides @’ into 2™ small cubes {Q;’} with 7 = 1,2,...,2™. Denote the center
of each cube QJ”- by zy and define a function wu,: Q — RY as follows:

(2) = u(x) 1fm€Q\U2W
T ) + L (7 + 2 (o - 7)) 1fa:€Q],1§j§2"".
We easily see that u, — @ uniformly on 2. Moreover,

Duy () = o 1fm€Q\U2W
U SO—I—Dd)(x—i—?L(x—a:J)) if z € QF, 1§j§2m’.

Therefore {Du, } is uniformly bounded and, by definition, {u,} converges to @ as v — o0
in the sense of Lipschitz convergence. Note that

I(u) = /QF(:E, u(x), &) dz

and that
I(ul,):/F(a:,u,,(m),Du,,)da:
Q

= / F(xz,u,&)dx+ [ F(x,u,, Duy,)dz.
ANQ’ Q'
Therefore, by the lower semicontinuity of I, we have

(5.4) / F(z,a,&)dr <lim inf/ F(x,uy,, Du,)dz.

V—r00

From the uniform continuity of F(z,s,&) on bounded sets and the fact that u, — @ uni-
formly on Q we have

(5.5) liminf [ F(z,u,, Du,)dx = lim inf/ F(z,a,Du,)dz.
V—00 Q' V—00 f
We now compute
2711/ yL
// F(z,u,Du,) da:—Z/ xﬁ,fo—i-D(b(i: (m—a’c?)))dm

nv
2 v

= /QV,F(%V’“( ), &0 + Do (7 + #(w—x)))dﬁo()

:§<QfL>n/QF(x5,u< 7)€+ Dé(y)) dy + o(1)

onv

(5:6) —ZF )1Q41+o(1),
where o(1) — 0 as v — oo, and
Fi) = f_Flo.i). 60+ Do) dy

This function is continuous on @’ and the sum in (5.6) is simply the Riemann sum of the
integral of F' over QQ'. Therefore, we arrive at

lim F(x,u, Duy)dr = / F(x)dx,

V—r00 Q/ /



5.2. Morrey’s Quasiconvexity 103

which by (5.5) implies
F(x,u(z),&)dx < F(z)dzx.
Q' Q’
This inequality holds for any cube Q' CC Q containing xg; therefore,

F(zo, @(x0), &) < F(x0).
This is nothing but

F (20, 50,%0) < ][QF(l‘o, s0, &0 + Dé(y)) dy.
From this (5.3) follows since ¢ = 0 on @\ 2; hence the proof of Theorem 5.3 is complete. [J

Motivated by this theorem, we have the following definition of quasiconvex functions
in the sense of MORREY.

Definition. A function F': MY *" — R is called quasiconvex (in the sense of Morrey) if

(5.7) F(e) < ][QF@ + Do(x)) da

holds for all ¢ € W, >°(Q; RN).

The following result, due to N. MEYERS, will be useful to relax the zero boundary
condition on ¢.

Theorem 5.4. Let F': MV*" — R be continuous and quasiconvex. For every bounded
set @ C R™ and every sequence {z,} in WH(Q;RN) converging to zero in the sense of
Lipschitz convergence, we have

F(¢) < liminf ][QF(§ + Dz, (x)) dz

v—00

for every & € MN*",

Proof. Let Qi = {z € Q| dist(z,0Q) > 1/k}. Then Q) CC Q and |Q\ Qx| — 0 as k — oo.
Choose a cut-off function (; € C§°(Q) such that

0<G <L Glg =1 M= DGl < 0.
Since z, — 0 uniformly on @) we can choose a subsequence {vy} such that
|2 llLe < (M +1)71 VE=1,2,...

and we may also assume

lim [ F({+ Dz, (z))dz =1lim inf/ F(&+ Dz,(x)) dx.
Q

k—o0 Q v—00

Define ¢, = (j 2, Then ¢y, € Wol’oo(Q; RY) and we can use them as test functions in the
definition of quasiconvexity to obtain

QIF() < /Q F(¢ + Do) da

_ / F(E+ D2y + / F(€ + Doy + 2, @ DC)
Qk QA\Qxk

= / F(§+ Dz, (z)) dz + €,
Q
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where
€ = / [F(§+ G D2y, + 21, @ DCu) — F(E+ Dz, (2))] da.
Q\Qx

Since F'(&) is bounded on bounded sets and |Q \ Qx| — 0 as k — oo, we easily have ¢, — 0
as k — oo. Therefore,

Q| F(§) < lin_1>inf/ F(+ Dzy(x))dx.
V—00 Q
This completes the proof. [l

5.2.3. Quasiconvexity as Sufficient Condition. We now prove the sufficiency of qua-
siconvexity for the lower semicontinuity of the functional

I(u):/QF(x,u(:C),Du(x))d:c

under the Lipschitz convergence on Q.

Theorem 5.5. (Morrey) Assume F(x,s,£) is continuous on Q x RN x MNX" and is
quasiconvex in £. Then the functional I defined above is s.l.s.c. with respect to Lipschitz
convergence on §).

Proof. Let {z;} be any sequence converging to 0 in the sense of Lipschitz convergence on
Q, and let u € WH(Q; RY) be any given function. We need to show

(5.8) / F(z,u, Du) < lim inf/ F(z,u+ zi, Du+ Dz).
Q Q

k—o0

For any given € > 0, since both function F(z,u, Du) and sequence {F(z,u+ 2z, Du+ Dz)}
are bounded, we choose finitely many disjoint cubes ); contained in €2 such that

I(u)</ F(z,u,Du)dz + ¢
UQj
and
Iu+ z) > F(x,u+ 2z, Du+ Dzp) dx — ¢,
uQ;
for all k =1,2,--- . In what follows, we prove for each cube Q = Q;

Io(u) = / F(z,u, Du) dz < liminf Ig(u + z).
Q k—oo
This, by (5.2), will certainly imply the conclusion of the theorem. To this end, for each
positive integer v, we divide ) into small cubes {Q;’ } with center z7 as in the proof of
Theorem 5.3:

277.1-/
Q=JQjuE, |E=0.
j=1
Define
(u)y :][ u(z)dz, (Du)j = Du(z) dz,
7 Q5
and
2nV 2”1}

U (2) = S (W) - xge(@), M” =3 (Du)} - xgu ().

Jj=1 J=1
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Note that
1O N[zoe + 1M7]| oo < [Juflproe
and that the sequences {U"} and {M"} converge almost everywhere to v and Du on @) as

v — 00, respectively. We now estimate Ig(u + z).

IQ(u—i—zk):/ F(x,u+ zx, Du+ Dzy) = ay, + by, + ¢ + d” + Ig(u),
Q

where

ar = / Zﬂ U+Zk,DU+DZk) ($7U,DU+DZk)]d$7

by, = Z F(z,u, Du+ Dz) — F(z7, (u)y, (Du)j + Dz)] dz,
Jj= QF
on

& = Z 5y (Du)j + Dzg) — F(z5, (u)y, (Du);)] dz,
J=1 j
9n

- Z 4 (Du)y) — F(x,u, Du)] dx.

By the uniform continuity of F'(z,s,{) on bounded sets and the pointwise convergence of

{U"} and {M"} we have

lim a =0, lim d" =0
k—o0 V—00

and lim, . b7 = 0 uniformly with respect to k. We apply Theorem 5.4 to each Q;f to
obtain, by (5.2),

liminf ¢ >0
k—ro0

for all v = 1,2,--- . Therefore, again by (5.2),

liminf Ig(u + z;) > Ig(u),

k—o0

as desired. The proof is complete. ([l

5.2.4. Weak Lower Semicontinuity on Sobolev Spaces. Quasiconvexity is also the
“right” condition for weak lower semicontinuity of integral functionals on WhP(Q;RY). A
most general theorem in this direction is the following theorem due to ACERBI & Fusco
[1]; see the reference for proof.

Theorem 5.6. (Acerbi & Fusco) Let F(z,s,§) be a Carathéodory function. Assume for
some 1 < p < oo

0< F(x,s,8) <a(x)+C(|s]” + [£°),
where C > 0isa constcmt and a(x) > 0 is a locally integrable function in Q. Then func-

tional I(u) = [ F(x,u, Du)dx is w.s.l.s.c. on WhP(Q;RY) if and only if F(x,s,&) is
quaszconvex in €.
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5.2.5. Existence in the General Case.
Theorem 5.7. (Existence of minimizers) Let F(x,s,§) be Carathéodory and quasicon-
vex in & and satisfy

max{0, c[¢[” — C(2)} < F(z,s,£) < a(x) +C(|s]” + [¢F)

for some 1 < p < oo, where ¢ > 0 is a constant and C(z), a(x) are given integrable functions
in Q. Then, for any o € WIP(Q; RY), the minimization problem

min/F(a:,u(x),Du(x))dx
Q

u€D,

has a minimizer in the Dirichlet class D,,.

5.3. Properties of Quasiconvex Functions

5.3.1. Domain Independence. We prove that quasiconvexity is independent of the do-
main €.

Theorem 5.8. Let F': MV*" — R be such that (5.7) holds for all ¢ € Wol’oo(Q;RN). Then
for any bounded open set G C R™ with |0G| = 0 one has

(5.9 PO < f P+ Dity)dy, ¥ MV
holds for all 1 € Wy ™ (G; RN).
Proof. Let G C R" be any bounded open set with [0G| = 0, and ¢ € WOI’OO(G;RN).
Assume gy € G. For any = € 2 and € > 0 let
G(z,e) ={z € R"|z=x+€(y — y) for some y € G}.

Then there exists an €, > 0 such that x € G(z,e) C Q for all x € Q and 0 < € < ¢;. This
means the family

{G(z,e)|z€Q, 0<e<e}
covers {2 in the sense of Vitali covering. Therefore, there exists a countable disjoint
subfamily {G(z;,€;)} and a set E of measure zero such that

(5.10) 0=|JG(,¢)UE.
j=1
We now define a function ¢: Q — RN as follows.

B 0 ifx e U;)il G[G(xj,ej)]UE,
(@) e (y+ =2) if # € G(wj,¢;) for some j.

One can verify that ¢ € Wol’oo(Q; RM) and

Dg(x) = Dy (y +

€5

x—xj

) Va e G(zj,€)).

€j
Therefore, from (5.7), it follows that

F(e)|0] < /Q F(¢ + Dé(x)) da

F <g+ Dy (7 + f”j”’)) dz
J
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=32 [P petar= g [ R+ Do)

where the last equality follows since, by (5.10), >°72, €] = [Q|/|G|. We have thus proved
(5.9). O

In the following, let X be the unit cube in R™; that is
Y={zeR"|0<z,<1, a=1,2,--- ,n}.
Note that [¥] = 1.
Let f: R” — R be any given function. We say f is Y-periodic if f(--- ,Zq,---) is

1-periodic in z, for all @« = 1,2, -+ ,n. Quasiconvexity can be also characterized by the
following condition.

Theorem 5.9. Let F: MN*" - R be continuous. Then F is quasiconvez if and only if

(5.11) F(¢) < / F(€ + D¢(x))dx VE e MV
by
for all X-periodic Lipschitz functions ¢ € W1 (R™; RN).

Proof. Since any function ¢ € WO1 °(2;RY) can be extended as a Y-periodic function on
R™, we easily see that (5.11) implies (5.9) for G = X thus the quasiconvexity of F. We
have only to prove (5.11) holds if F is quasiconvex. Let ¢ € W1 °(R"; RY) be a X-periodic
function. Define

bi(x) = ;cb(jx)

for all j = 1,2,--- . It is easily seen that ¢; — 0 in the sense of Lipschitz convergence on
Whee(2; RY). Therefore the theorem of MEYERS, Theorem 5.4, and the quasiconvexity of
F implies

F(£) < lim inf /E F(& + Do, () do

j—0o0
Note that
/ F(€ + Dy(x)) da = / F( + Do(ja)) de
> >

—jn /J 6+ Do) dy

and that, besides a set of measure zero,

n

J

jz = U(jl/ + Z)v
v=1

where Z, are the left-lower corner points of the subcubes obtained by dividing the sides of
j2 into j-equal subintervals. Since D¢(x) is X-periodic, we thus have

/ F(€+ Do(y) dy—Z/u+Z (6+ Do)y =" | P&+ Do(w)do

and therefore
F() < /E (€ + Do(x)) da

as needed; the proof is complete. ]
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5.3.2. Convexity vs Quasiconvexity.

Lemma 5.10. (Jensen’s inequality) Let (E,pu) be a measure space with total mass
wE) =1 and let h: E — R be an integrable function on E. If G: R — R is a con-

vex function, then
G( /E h(z) du> < /E Gh(z)) dp.

Proof. Let F' = [}, h(x)du. Since G: RY — R is convex, there exists [z € R (note that
lp = DG(F) for almost every F') such that

G(A) > G(F)+I1p-(A—F) YAeRE
Then G(h(z)) > G(F) +lp - (h(z) — F) for all x € E, and integrating over x € E yields

[ Gt dn= 6 +1r- [ (1)~ Fyau= G(r)
which proves Jensen’s inequality. ]
Theorem 5.11. If F: MN*" — R is convez, then F is quasiconvez.
Proof. This follows easily from Jensen’s inequality and the divergence theorem. ([l

5.3.3. Quasiconvexity vs Rank-one Convexity. Recall that F': MY*? — R is rank-
one convex if for any £ € MY*" ¢ € RN p € R” the function f(t) = F(£ +tq®p) is a
convex function of ¢t € R.

We have the following result.

Theorem 5.12. FEvery finite-valued quasiconvex function is rank-one convex.

Proof. Let F be quasiconvex. We need to show that for any ¢ € MV*" ¢ € RV, p € R?
the function f(t) = F(£ + tq ® p) is a convex function of ¢t € R; that is, for all 0 < § < 1
and t, s € R,

(5.12) fOt+(1—0)s) <Of(t)+(1—0)f(s).
which is equivalent to

(5.13) F(§) <F(E+aq@p) + (1 - 0)F(E +bg®p),
where

E=E6+[0t+(1—0)slgep, a=1—0)(t—s), b=0(s—1).
Assume ¢t > s; 80 a > 0 and b < 0. Let ((7) be the periodic Lipschitz function of peroid
1 on R satisfying ((7) = a7 for 0 < 7 < @ and {(7) =b(7 — 1) for § < 7 < 1. Let G be a
cube of unit volume which is bounded between two planes {z - p = 0} and {z-p = 1}. For
x € R", define

|z|oo = max{|z;| |1 <i<n}, (z)=diste(z,0G) =inf{|z — y|s |y € OG}.
Then 6 € Wol’oo(G) and Vé(x) € {£e;|i=1,2,--- ,n}. Define functions by
up(z) =k~ ((kz - p)a,  dx(w) = min{kC(kx - p), §(x)}q. k=1,2,---.
Note that Dug(z) € {aqg ® p, bg ® p}, ¢ € WOI’OO(G;RN) and
Jim [{z € G| Duy(z) # Dew(z)}| = 0.
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Hence, by (5.7) and noting that Dug(x) and D¢y (x) take only on finitely many values,

F@) < lim [ F(E+ Déyle))de

k—oo Ja

= lim [ F(¢+ Dug(z))dx

k—oo Ja
= OF(E+ag@p)+ (1 - 0)F(E+bg@p).
This completes the proof. O

Remark. Another proof in the case of continuous F' is as follows. Let F' be quasiconvex. If
F is of class C?, then

ft) = /QF(§+tD¢(3?))d$

takes its minimum at ¢ = 0. Therefore f”(0) > 0; that is,
| P (@ D@Dyt @y do > 0
for all ¢ € C5°(€2; RY). This implies the weak Legendre-Hadamard condition:
Ferat (€)¢"d' pip; 20 Vg eRY, pe R,

which is equivalent to that F' is rank-one convex. For a continuous F', let F'* = F * p. be
the regularization of F'. Then F*€ is of class C*° and can be shown to be quasiconvex, and
hence F° satisfies (5.13) for all € > 0; letting € — 0 yields that F' satisfies (5.13) and thus
is rank-one convex.

The following result shows that Theorem 5.12 does not hold for extended valued func-
tions.

EXAMPLE 5.13. Let n > 2 and let A, B € MV*" be such that rank(A — B) = 1. Define
0 ¢e€{A, B},
GE o
oo §¢{A, B}

Then F' is quasiconvex convex, but not rank-one convex.

Proof. The rank-one convexity of ' would imply
0<FA+(1-XNB)<AF(A)+(1-MNF(B)=0

for all 0 < A < 1. Hence F is not rank-one convex. To see F is quasiconvex, given & € MV*"
and ¢ € W, (%;RY), we need to show

(5.14) H@SA}@+DM@MW

Since the integral on the right-hand side takes only two values of {0, 00}, we only need to
prove the inequality when

/EF(E + Dé(x)) dz = 0.

In this case, we must have £ + D¢(x) € {A, B} for almost every x € 3. We claim, in this
case, one must have £ € {A, B} and hence (5.14) is valid. To prove this, let £ + D¢(x) =
Xe(z)A+ (1 —xEg(x))B, where E = {z € £ |{+ D¢(x) = A}. Integrating this over ¥ yields
§=MA+ (1 - X)B, where A = |E| € [0, 1]. Hence

Dé(z) e {A—€& B¢y ={1-N(A—B), (A—B)} ae. z€3.
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Let A— B = q® p with p € S» 1. Let e € S"! be a vector perpendicular to p. Then
D¢(x)e = 0 for almost every x € ¥. This implies ¢(x + te) is independent of ¢ as long as
x +te € ¥; hence, choosing t such that = +te € 9%, we have ¢(z) = 0 for all z € ¥. Hence,
¢ € {A, B}, as claimed. O

Theorem 5.14. Every finite-valued quasiconvex function is locally Lipschitz continuous.

Proof. Let F: MV*" — R be quasiconvex. Then f(t) = F(£ +tq ® p) is a finite convex
function of t € R; hence f is locally Lipschitz continuous. From this the theorem follows. [

Lemma 5.15. If F' is a polynomial of degree two (quadratic polynomial) then F is quasi-
convez if and only if F' is rank-one convez.

Proof. Assume F' is a rank-one convex quadratic polynomial. We show F' is quasiconvex.
Since subtraction of an affine function from a function does not change the quasiconvexity
or rank-one convexity, we thus assume F' is a homogeneous quadratic polynomial given by

F(¢) = Af;fff;- (summation notation is used here and below)

with A’fj@ are constants. Note that the rank-one convexity is equivalent to the weak Legendre-

Hadamard condition:
n N
SN Alldhd pip; > 0.
i,j=1k,l=1
Using this condition and the Fourier transform as before (see proof of Lemma 3.12), we can
show that

. AN D;¢* () D;¢ (x) dx > 0
for all ¢ € C°(R™; RY). Note that
F(&+n) = F(€) + Affeln; + Affeint + Afinfn).
Hence
P+ Dota)) e = P + [ ALDH@)D,0 () do > FIE)
holds for all ¢ € C§°(Z;RY). This proves the quasiconvexity of F. O

Using the definition of null-Lagrangians given later, we have the following.

Lemma 5.16. A rank-one convex third degree polynomial must be a null-Lagrangian and
thus quasiconvex.

Proof. Let F' be a rank-one convex third degree polynomial. Then the polynomial f(t) =
F (& +tg ®p) is convex and of degree < 3 in ¢, and hence the degree of f(¢) cannot be 3.
Note that the coefficient of ¢ term in f is half of

(5.15) Feret (§) pipja°d' >0,

which holds for all &, p, ¢. Since Fergi (€ ) is linear in &, condition (5.15) implies
iS5

Ferel (€) pipj "¢ =o0.

Therefore f(t) = F({+tq®p) is affine in ¢ and hence F' is rank-one affine. Consequently, the
result follows from the fact that a rank-one affine function must be a null-Lagrangian. [
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5.3.4. Sverak’s Example. The following example of V. SVERAK [22] settles a long-
standing open problem raised by C. B. MORREY [15].

Theorem 5.17. (Sverak) If n > 2, N > 3 then there exists a rank-one convex function
F: MN*" 5 R which is not quasiconvez.

Proof. We only prove the theorem for n = 2, N = 3. Consider the Y-periodic function
u: R? = R3 defined by

1

u(x) = Q—(Sin 27xy, sin 2wwe, sin 27 (x1 + x2)).

T

Then
Ccos 2Ty 0
Du(x) = 0 COS 2T €L,
cos 27 (x1 + we) cos2mw(xy + x2)

where L is the 3-dimensional linear subspace of M = M?>*? defined by

r 0
L=<[rstl=| 0 s r,s,teR
t t

Note that a matrix £ = [r,s,t] € L is of rank < 1 if and only if at most one of {r,s,t} is
nonzero. Define g: L — R by g([r, s,t]) = —rst. Using formula 2 cos - cos § = cos(a+ ) +
cos(a — 3), we easily obtain

1 1
g(Du(z)) = -1 Z(sin47r(:1:1 + x2) + cosdmxy + cos dmas)

and by a direct computation it follows that

1 1
(5.16) /Eg(Du(:z))dx:/O /0 g(Du(a:))dxldxgz—i

We now extend g to the whole M. Let P: M — L be the orthogonal projection onto L and,
for k > 0, € > 0, consider fourth degree polynomials:

(5.17) Fi(&) = g(PE) + e (|€* + 1€ + k 1€ — PEJ>.

Lemma 5.18. For each € > 0 there exists a k = k. > 0 such that F¢ j_ is rank-one convex.

Proof. We use contradiction method. Suppose there exists an ¢y > 0 such that Fg,j is
not rank-one for all & > 0. Hence there exist sequences & € M, p* € R?, ¢, € R3 with
|p*| = |qx| = 1 such that

®Feor(k) o 8 kb _ 12 k K
DeDe? Gy PiP] = D7Fey k() [ar @ p", g @p"] <0, VE=1,2,---.
i 0%

Given &, n € M, let f(t) = F. (£ + tn); then computing f”(0) yields
f"(0) = D*Fe(€) [, 7]
= D?g(P€) [P, P + 2¢|n|* + e (4[¢[*[n|* + 8(& - 0)) + 2k [n — Pnf*.
The term D?g(P¢) is linear in &; the third term is quadratic and positive definite in & if
n # 0 (this is the reason the |¢|*-term is needed for F, ). Using this formula with £ = &

and 1 = ¢, ® p* and from (5.18), we deduce {£} is bounded as k — oo. Assume, via
subsequence,

(5.18)

Ek_>57Qk—>677pk—>ﬁ as k — oo.
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Note that D?F, ;(€) [n, n] < D*F (&) [n, 0] for all k > j. Hence we deduce
(5.19) D?*g(P€) [P(7®p), P(7©P)] + 260+ 2§ [P(G©P) — 7@ P| <0

forall j =1,2,--- . Hence P(G®p) = ¢® p; that is, g @ p € L. This implies §® p = [a, b, ],
where at most one of a, b, ¢ is nonzero. Therefore, function

t = g(P(E+tq®p)) = g(PE +1tq® Pp)

is affine in ¢, and hence the first term in (5.19) vanishes. This yields the desired contradiction
€0 < 0. The lemma is proved. O

We now complete the proof of Svergk’s theorem. Let u be the periodic function above.
We choose € > 0 small enough such that

: /(|Du(m)]2 +1Du(z)Y) do < i
b

Let Fi(§) = Fey (§) be a rank-one function determined by the previous lemma. Since
Du(z) € L, it follows by (5.16) that

w(x))dr = u) + € ul? ul? = F.(0).
/ZFE<D<>>d /Eg<D>+ /Z<\D|+1D\><o F.(0)

This shows that F is not quasiconvex by Theorem 5.9 above. The theorem is now proved.
O

5.4. Polyconvex Functions and Null-Lagrangians

Unlike the convexity and rank-one convexity, quasiconvexity is a global property since the
inequality (5.7) is required to hold for all test functions. It is thus generally impossible to
verify whether a given function F(§) is quasiconvex.

We have already seen that every convex function is quasiconvex. However, there is a
class of functions which are quasiconvex but not necessarily convex. This class, mainly due
to C. B. MORREY, has been called the polyconvex functions in J. M. BALL [4]. In order
to introduce the polyconvex functions, we need some notation.

5.4.1. Determinant and Adjugate Matrix. Let £ be a n x n square matrix. We denote
by det £ and adj £ the determinant and adjugate matrix of £, respectively, which satisfy
the following relation:

§(adj§) = (adj§) € = (det &) 1,
where [ is the n x n identity matrix. From this relation, we have

ddet ¢

(5.20) 5

= (adj¢)",

where n” is the transpose matrix of 7.

Lemma 5.19. For all u € C?(Q;R™) it follows that div(adj Du(x))? = 0; that is,

n

Y Dil(adjDu(z))i] =0 (k=1,2,--- ,n).
=1
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Proof. Note that by the identity above, we have (det &)1 = ¢ (adj&)T. For € = Du(x) this
implies

(detDu UizD a‘d.]Du( )) Z?J:17277n

Differentiating this identity Wlth respect to xj; and summing over j = 1,2,--- ,n, we have

Z 8ij(adj Du)i' D;(Dyuf) = >~ (D;Diu¥) (adj Du)], + (D;u¥) Dj[(adj Du)]]
j,k;m=1 k,j=1

for i = 1,2,--- ,n. This identity simplifies to read

n

> (Didk) [ Y Djl(adj Du)] | =0 (i=1,2,--- ,n).

k=1 j=1
In short, this can be written as
(5.21) Du(z)T[div(adj Du(z))T] =0, ze€Q.

Now, if det Du(xg) # 0 then by (5.21), div(adj Du(xg))? = 0. If instead det Du(xq) = 0,
we choose a sequence €, — 0 such that det(Du(zo) + €,I) # 0 for all v. Use (5.21) with
U = u + €, we have det Du(zo) # 0 and hence

0 = div(adj Di(z))T = div(adj(Du(zo) + e,1))T =0
for all €, — 0. Hence div(adj(Du(zo)))” = 0. O
5.4.2. Subdeterminants. Let ¢ = min{n, N}. Given an integer k € [1, 0], for any two
ordered k-tuples of integers
1§i1<i2<‘--<ik§N, 1§a1<a2<~-<ak§n,

let Jéllié;.i.’ak (&) be the determinant of the k x k matrix whose (g, p) position element is 5}35;
for all 1 < p, ¢ < k. Note that, by the usual notation,

02 L. gk i
Jiizis (Du(a)) = DU )) :det<8uq).

Qo
a(xapxazy T 7xak 83;(11)

Let J(£) be a fixed arrangement of J&t2)% (¢) for all k € [1,0] and k-tuples {i,}, {ap}.
In this way, J defines a function from MY*" to R, where

L:L(n,N):zo:<JZ><Z>.

k=1

Theorem 5.20. Let J (&) be defined as above, and let 3 be the unit cube in C R™. Then it
follows that

¢+ Dota))do = 76
for all ¢ € C°(X;RY) and ¢ € MN*™,

Proof. Since each [J(§) is given by a k x k-determinant, without loss of generality, we only

prove this identity for Ji(¢) = Ji27F(€), where 1 < k < ¢ = min{n, N'}. For simplicity, set

u(x) = &x + ¢(x). Let

2= (w1, 1), 2= (vpyr, o mn) ifk+1<n.
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Let X/, ¥ be the unit cubes in 2/, 2" variables, respectively. Fix z” € Y”, for t > 0,
consider maps V;, U;: ¥/ — R* such that

V(') = ta; + (2)', Ui(a') = ta; +u' (2, 2").

We can choose t > 0 sufficiently large so that V;, U; are both diffeomorphisms on ¥’, and
therefore

/ det(DU(z")) dz’ = / dy' = / dy' = / det(DVy(z")) da’
' Ue(Z') Vi (%) !

Since both sides are polynomials of ¢ of degree k, it follows that this equality holds for all
t. When t = 0 this implies

(5.22) /E/ Jp(€+ Do(a,2")) da’ = /, Jp(€) da’

Integrating (5.22) over 2" € ¥’ we deduce

(523) [ J4lé + Do) do = 3(6),

completing the proof. O

5.4.3. Polyconvex Functions. A (finite-valued) function F: MN¥*" — R is called a
polyconvex function if there exists a conver function G: RF — R such that F(§) =
G(J(€)) for all £ € MN*"; that is, F = G o J on MN*",

Remark. For a polyconvex function we may have different convex functions in its rep-
resentation. For example, let n = N = 2 and F(§) = [£]? — det&. In this case, let
J (&) = (£,det &) € R?. Then we have

F(&) =G1(T (), F(&)=GaT (),
where
Gi(&t) =67 —t, Ga(&t) = (61 — &)+ (& + &)+t

are both convex functions of (&,t).

Theorem 5.21. A polyconvex function is quasiconvex.
Proof. Let F': MY*™ — R be a polyconvex function. Then there exists a convex function

G: RY — R such that F(&) = G(J(€)) for all £. Given & € MY*™ and ¢ € C5°(3; RY), let
h(z) = J(£+ D¢(x)). Then Jensen’s inequality implies

G(/ dm) /G

By the theorem above, the left-hand side is G(J(€)) = F(€) and therefore

/G dw-/G (€ + Do(z )))d:r—/EF(ﬁ—irD(b(x))d:r

proving that F' is quasiconvex. [l
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5.4.4. Null-Lagrangians. A smooth function F: Q x RY x MY*" — R is called a null-
Lagrangian if the system of Euler-Lagrange equations (4.4) for the energy

I(u) = /QF(:E,u,Du) dx

is satisfied by all smooth functions u : Q — R¥; that is, for all u € C%(Q; RY), the equation
n a B

(5.24) Z %Fgf (z,u(x), Du(z)) = Fu(x,u(z), Du(z)), V z€Q,
(2

holds for all k=1,2,--- , N.

EXAMPLE 5.22. Let f: R® — R be C!, and let F(s,&) = f(s)det& for s € R, £ € M™ ™,
Then, by (5.20),

Fox(s,€) = for(s) deté, Fgf(s,g) = f(s) (adj &)}
Hence for any u € C’Q(Q' R™), by Lemma 5.19 above, we have

Z o0, Fet (ul@), Dul) - = Z 5 I (w()) (ad Duz))j]
= Z foi(u(@)) uf, (adj Du(x))j,
i,7=1

= Zfsj ) (det Du(x))d

= fsk( (z)) (det Du(z))
for all k =1,2,--- ,n. Hence F(s,&) = f(s)det{ is a null-Lagrangian.

We now prove the following boundary dependence property for null-Lagrangians.

Theorem 5.23. Let I(u fQ x,u, Du)dx and F be a null-Lagrangian. Assume u, v €
C?(Q;RY) satisfy u(x) = v( ) for all x € 0Q2. Then I(u) = I(v). Moreover, if F' satisfies
|F(x,8,8)] < c(|s]P + [€]P) + C(z) with ¢ > 0 and C € LY(), then I(u) = I(v) for all
u, v € WHP(Q;RN) with u —v € Wol’p(Q;]RN).

Proof. Define h(t) = I(U(t,-)) for t € [0, 1], where U(t,z) = tu(z) 4+ (1 — t)v(z). Then
B () = /Q (Fer (2, U (¢, 2), DUt 2)) Di(u® = o) + Fy (2, U (¢, ), DU (1, 2)) (u* = v*)) dir.

Since u — v, U(t,-) € C2(Q;RY) and v — v = 0 on 912, using the divergence theorem and
(5.24) with u = U(t, -) we have h/(t) = 0 for all ¢ € (0,1) and hence h(0) = h(1) and the first
part of the result follows. The second part follows by the continuity of I on W1P(Q;RY)
under the given assumption. O

We now study the null-Lagrangians depending only on variable in M™>"
Theorem 5.24. Let F': MV*" — R be continuous and let
la(w) = | F(Du(e) da,
Q

where € is any smooth bounded domain in R™. Then the following conditions are equivalent:

(1) F is of C? and is a null-Lagrangian;



5.4. Polyconvex Functions and Null-Lagrangians 116

2) F(&) = [x F(§+ Dy(x)) dz for all £ € MY*" and ¢ € Cg°(Z;RY);

3) Iq(u) = Ig(u+ @) for all u € CH(;RYN) and ¢ € C (% RN);

4) Iq is continuous with respect to the Lipschitz convergence on W1H>(Q; RN);
)

5) there exists a linear function £L: RY — R such that F(€) = L(J(€)) for all £ €
MNXn_

(
(
(
(

Proof. We will not show the equivalence of (5) to other conditions, but it is important to
know that null-Lagrangians can only be the linear combination of subdeterminants. We
prove other equivalent conditions.

It is easy to see that (3) implies (2). Note that (2) is equivalent to that both F' and —F
are quasiconvex; the latter is equivalent to that both I and —Iq are lower semicontinuous
with respect to the Lipschitz convergence on W1 (€; RY). Therefore, (4) is equivalent to
(2). It remains to show (2) implies (1) implies (3). Let us first show that (1) implies (3).
To this end, given u € C%(Z;RY) and ¢ € C§°(Z;RY), let

ft) = / F(Du(z) +tD¢(z)) dz
b
Then, by (1),
F(t) = /E Fei (Du(x) + tD(x)) Do () dax = 0.

Hence f is a constant function; hence f(0) = f(1), which proves (3). The proof of that (2)
implies (1) will follow from several lemmas proved below. O

Lemma 5.25. If F is of C2, then (2) implies (1).
Proof. Note that (2) implies
| P+ Do) o= Fle)10l Vo e CF(uRY)
Since F is of C?, this implies that, for any ¢, ¥ € C§°(€; RY), the function
_ /Q F(t Do(x) + D)) da
is constant and of C2. Therefore, f/(0) = 0, which gives
| FeDu@) Didt (@) do = .

Now given u € C%(Q;RY), we can select a sequence {1, } in C§°(Q; RY) such that 1, — u
in C?(supp ¢; RY). Using the identity above with 1) = 1), and letting v — oo yield

/ k (Du(z z<Z>’“(:Jc) dr = 0,

which, by the divergence theorem, shows the Euler-Lagrange equation for I is satisfied by
u € C?(;RY), and hence F is a null-lagrangian. O

We say F is rank-one affine if F(£ +tq®p) is affine in ¢ for all ¢ € MVX? g ¢ RV, p €
R™.

Lemma 5.26. If F' satisfies (2) then F is rank-one affine.
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Proof. Since (2) is equivalent to that F' and —F are rank-one convex, which is equivalent
to that F' is rank-one affine. O

We need some notation. Let pf, = e’ ® e,, where {e'} and {e,} are the standard bases
of RY and R”, respectively. For each 1 <k < o = min{n, N} and 1 < iy, ,ip < N, 1 <
i, -, ap < n, we define, inductively,

FL(&) = F(§+pd) — F(8),
FRliik (€) = Fah gy (64 pd ) — Fayai L, (6)-
Note that if F' is a polynomial it follows
F 8, (6) = 0°F(€) /0, - 08t -
Indeed, we have the same permutation invariance property.
Lemma 5.27. Let {1',--- [ k'} be any permutation of {1,--- ,k}. Then
Fi%, (6) = Fad, ().

Proof. We use induction on k. Assume this is true for all £ < s— 1. Let {1',2,--- s’} be
a permutation of {1,2,---,s}. We need to show

(5.25) FLs (6) = Fab 8l (9).
By definition
Fol 5 (6) = Fallah (6 + pg,) — FayWa .2, (8)-
By induction assumption, (5.25) holds if s’ = s. We thus assume s’ < s. In this case, by
induction assumption,

Fivis () = Fiie (4 i) — it (g)
(where the 7 means omitting m)
R (e s, ) - FE (6 )

L igeeigeis ( G\ gl (
- Fal---ds/---as §+MO‘5’) Falu-ds/---as 5),

which, by induction assumption, equals
Tyrtig_ 1y ” Tyrtig_1y/ iqr g
e (e i) — FLTHN (€)= BT (6).
This proves the induction procedure and hence the lemma. ([l
Lemma 5.28. If F' is rank-one affine, then all Féllﬁfk are also rank-one affine. Moreover,
(5.26) FRLl (€4 tpp) = FRiilk (&) + t FLT0 (8).

Proof. Use induction again on k. ]

Lemma 5.29. If F satisfies (2) then F(§) is a polynomial in &.
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Proof. If F satisfies (2) then F' is rank-one affine. Write

N n
E=) it
i=1 a=1
Then a successive use of the previous lemma shows that F(¢) is a polynomial of degree at
most nN in & with coefficients determined by Fg!'"%, (0). O

EXAMPLE 5.30. The function F(&) = (tr&)? — tr&2 is a null-Lagrangian on M"™*"™.
To see this, note that

25’ ng Z &éh = Z Py(¢

=1 i,k=1 i,k=1
where P (&) = §f§k — 5,25;“. For each pair (i,k), i # k, Pip(§) is a 2 x 2 subdeterminant of
¢. Hence F(€) is a null-Lagrangian.

5.4.5. Compensated Compactness of Null-Lagrangians. We prove a compensated
compactness property of the null-Lagrangians; for general results on compensated compact-
ness, see [7, 24].

Theorem 5.31. Let Ji(Du) be any k x k subdeterminant. Let {u;} be any sequence weakly
convergent to u in WHF(Q;RY) as j — oo. Then Jx(Duj) — Jp(Du) in the sense of
distribution in €; that is,

tim [ Ji(Duy(@)) 6(x) de = / Jo(Dii(x)) é(x) da

J]—00 0 Q
for all ¢ € CF°(Q).

Proof. We prove this by induction on k. Obviously, the theorem is true when k£ = 1.
Assume it holds for Jg with s < k — 1. We need to show it also holds for s = k. Without
loss of generality, we may assume

o(ut,u?, - ub)

8(%’1,1'2, e 7$k> .

Jr(Du(z)) =

For any smooth function u, we observe that Ji(Du) is actually a divergence:

(5.27) Z oz, < xl),yil-a,(@,---‘ zg)

where 7, again, means deleting x,. Let

J¥) (Du(z)) = (-

Then (5.27) implies

(5.28) /Q Ji(Du(z) dx—z / (2) I (Du(z)) Dyé(x) da

By density argument, this identity still holds if v € Wh¥(Q;RY). Suppose u; — @ in
WLF(Q; RY). By the Sobolev embedding theorem, u; — @ in L¥(Q; RY). Moreover, by the
induction assumption, for each v, J,gli)l (Duj) — J,gli)l (Du) in the sense of distribution. Note

that since sequence {J,ili)l (Duj)} is also bounded in L%(Q) it also weakly converges in
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LT (2); hence, the weak limit must be equal to the distribution limit .J li'i)l (Du). Therefore,
we have proved that ujl-Dl,gb — @' D, ¢ strongly in L*(Q) and Jlgli)l(Duj) — J,gli)l (Du) weakly
k
in LF¥1(Q); hence
tim [ we)D,0(0) I (Duy() do = [ @ @)D,o@) I (D)) da.
From this and (5.28) we conclude

lim [ Ju(Du;(z) d:c_z / ()7 (Du(x)) da: = /Q J(Du(z)) ¢(z) da,

J—00 0
as desired. The proof is complete. ([l

Corollary 5.32. Let Ji(Du) be any k x k subdeterminant and p > k be a number. Let {u;}
be any sequence weakly convergent to u in W1P(Q;RY) as j — oo. Then Ji(Du;) — Ji(Du)
weakly in L% ().

Proof. Note that f; = Ji(Du;) is bounded in L% () and hence, via a subsequence, fi—~f
for some f weakly in L%(Q), which also implies f; — f in distribution. Hence f = Ji(Du)
and the whole sequence f; — Ji(Du) in LE(Q). O

EXAMPLE 5.33. In general, the weak convergence u; — u in WLE(Q; RN) does not imply
the weak convergence Ji(Du;) — Ji(Du) in LY(2). For example, let Q = B be the unit

open ball in R™. Consider, for j =1,2,--- , the radial mappings
uj(z) = Jm z, Uj(r)={ 2—jr if1/j<r<2/j
0 if2/j <r<1.

Computation shows that u; — 0 in Wh?(B;R™) as j — co. But
det Duj(z) = (Uj(r)/r)"_lU;(r)

for a.e. x € B, where r = |z|, and hence

/ |det Duj(x)|de = C
|z[<2/j

is a constant independent of j. This shows that the sequence {det Du;} is not equi-integrable
in B, and therefore it does not converges weakly in L!(B). Therefore, although uj — U in
WLR(Q;RY), Jp(Duj) — Jp(Du) in the sense of distribution, and {Jx(Du;)} is bounded
in L1(Q2), but it is not true that Jx(Du;) — Ji(Du) weakly in L' ().

However, if we assume det Du;(z) > 0 a.e. in Q and u; — @ weakly in WH"(Q;R™)
then det Du; — det Du weakly in L], (€); this follows from a well-known theorem of S.
MULLER that det Duln(1 + det Du) € L}, (Q) if u € WL (Q;R") satisfies det Du(z) > 0
a.e.x € 2. We will not prove this result here, but prove the following similar result which
is useful below.

Theorem 5.34. Let uj € Dy, the Dirichlet class of ¢ € WH (4 R™). Assume uj — @ in
WLn(Q;R™) and det Duj(z) > 0 a.e. in Q. Then det Du; — det Du weakly in L'(£2).
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Proof. Note that, since det Du; is bounded in LY(€2), the weak convergence is equivalent
to

(5.29) lim [ det Duj(x)dx = / det Du(z) dx

for all measurable sets F C ). By Theorem 5.23, we have

(5.30) /Q det Duj(x) du = /

Q
Hence (5.29) holds when E = Q. Let E C Q. Let

F($,f) = XE('%') maX{O, det 5}7
where xp is the characteristic function of E. Then F(z,§) is polyconvex and hence
quasiconvex in £&. Note that

det Du(x) dz = / det Dp(z) dz.
Q

0< F(z,8) <Clg|"
Hence by Theorem 5.6 the functional
I(u) = / F(z, Du)dz
Q
is w.l.s.c. on W1n(Q; R"). Using the fact
F(x,Duj(x)) = xp(x)det Du;(x), F(x,Du(x)) > xg(x)det Du(z) VY a.e x€Q,

this w.l.s.c. implies

(5.31) / det Du(x) dz < lim inf/ det Duj(z) dz.
E J=eo JE

This is also valid for E¢ = Q \ E; that is,

(5.32) /C det Du(z) dx < lleI_l>(l)Iolf . det Du;(z) dz.

Note that
/ det Duj dx = / det Duj dx —/ det Du; dx.
c Q E
Hence (5.30) and (5.32)imply

/ det Du dx > lim sup/ det Du; dx,
E E

Jj—00

which, combined with (5.31), implies (5.29). O

5.5. Existence in Nonlinear Elasticity

5.5.1. Hyperelastic Materials. In nonlinear elasticity, a hyperelastic material refers
to a material that possesses a stored energy density function F'(z,u, Du) to character-
ize all the continuum mechanical properties under the deformation u of the material. In
particular, the total stored energy is defined by

I(u):/QF(a:,u(:c),Du(a:))d:c,

where 2 C R? is a bounded smooth domain occupied by the hyperelastic material in the
reference configuration, and u: 2 — R3 is the deformation (u(z) representing displacement
of material point x € Q in the deformed configuration).

The stored energy density function F'(z, s, ) should satisfy several assumptions due to
continuum mechanics principles and material properties; some of these assumptions exclude
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the possibility of F' being convex in £ and almost all practical problems require that F'(z, s, &)
satisfy the following:

(5.33) F(z,s,§) =00 if det{ <0, lim F(x,s,§) =
det £—01

The first is due to the orientation-preserving assumption and the second is due to the
fact that infinite energy is needed to press a solid material into zero-volume.

Therefore, for nonlinear elasticity problems, we often need to consider extended-
valued energy functionals; theorems proved above for finite-valued functionals may not
be applicable to these problems.

5.5.2. Polyconvex Energy Density Functions. We assume the energy density function
F(z,s,£) satisfies the following assumptions:

(1) F(x,s,&) = 400 if and only if det £ < 0, and . lém0+ F(z,s,&) = oo uniformly on
et {—
(z,5);

(2) F(z,s,§) is continuous in (z,s) € Q x R? and polyconvez on & € MfX?’, det& >0
in the sense that there exists a continuous function W (z, s, J) on Q x R3 x R19,
convex in J € R = M3*3 x M3*3 x R*, such that

F(z,5,§) = W(z,s,§ adj ¢, det §)

for all z € Q, s € R3, & € M3*3 with det & > 0; furthermore, W (z, s,.J) is smooth
in J € ]R}rg and Wy(z, s, J) is continuous on Q x R3 x R}Fg;

(3) F(x,5,6) > colé|? for all € € M3*3, where ¢ > 0 is a constant.

5.5.3. Existence Theorem. Let I(u) be the energy functional defined by

/qu Du(x)) dz,

where I satisfies the previous assumptions. Let ¢ € W13(€2;R?) be a given function such
that I(y) < co. Then we have the following existence result.

Theorem 5.35. (Existence in Nonlinear Elasticity) There exists at least one mini-
mizer u € D, with det Du(x) > 0 for almost every x € Q0 such that

I(u) = min I(u).

u€D,
Proof. Let {u,} be a minimizing sequence in D,,. Since lim I(u,) = infp, I < I(p) < oo,
from Assumption (1), it follows that
det Duy,(xz) >0 a.e. Q.

Now Assumption (3) implies that {|Du,|} is bounded in L3(£2) and hence, having the fixed
Dirichlet boundary condition, {u,} is bounded in W13(Q; R3). Therefore, via a subsequence,
we assume u,, — @ in W13(Q; R3) as v — co. Then, by compact imbedding, Corollary 5.32
and Theorem 5.34,

(5.34) u, — @ in L3*(Q), adjDu, — adjDu in L¥?(Q), det Du, — det Da in L'(Q).
It is easy to see that det Du(x) > 0 for almost every x € Q. We show det Du(z) > 0 a.e. in
Q. We follow an idea of PEDREGAL. Let

h(r) = inf{F(z,s,€) | (z,s,&) € Q x R® x M**3, det & = 7}.
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Then, by Assumption (1), lim,_,o+ h(7) = co. Note that

v v

sup/Q h(det Du,(x)) dz < sup/QF(x,ul,(a:), Duy(z)) dz < oo.

Let £ = {x € Q| det Du(z) = 0}. We show |E| = 0. Suppose |E| > 0. By weak conver-
gence,

lim [ det Duy(z)dx = / det Du(z)dx = 0.

V—00 E E

So det Du,, — 0 in L'(E). Hence, det Du,/(z) — 0 a.e.z € E along a subsequence v/ — oo.
Therefore, h(det Du,/(z)) — oo a.e.x € E. However, by Fatou’s lemma,

V' —o0 v —o00

/ lim inf h(det Du,/(x)) dx < lim inf/ h(det Du,/(x))dz < oo.
E E

This implies liminf,/_, o h(det Du,/(x)) < 0o a.e.xz € E, a contradiction. Hence |E| = 0;
so, det Du(x) > 0 a.e. in .

By Assumption (2), F(z,s,£§) = W(x,s,J(£)) for all z, s, { with det{ > 0, where
J(&) = (§,adj&, det £). Hence, at every point x where det Du, () > 0 and det Du(z) > 0,
it follows that

F(x,uy,, Du,) — F(x,u, Du)
— [W(z,u,, (D) = W(x, @, J(DR)] + [W (2, uy, J(Du,)) = W (a,u,, J(Da))]
> (W (2w, J(DT) — Wz, J(Da))] + Wy, u,, J(DT)) - (J(Du,) — J(D)).
We can then follow the similar steps as in the proof of the Tonelli theorem (Theorem 5.1)

to conclude that
I(u) < liminf I(u,).

V—00

For example, by (5.34), (via a subsequence) we can also assume u,(x) — @(x) for almost
every x € ). Now, for any given 6 > 0, we choose a compact set K C Q\ E, where
E = {z € Q] det Du(x) = 0}, such that

(i) up — @ uniformly on K and |2\ K| < ¢ (by Egorov’s theorem);

(ii) u, Du are continuous on K (by Lusin’s theorem);

(iii) det Du(x) > dp > 0 on K for some constant g > 0 (as det Du > 0 on K).
Since F' > 0, it follows that

I(u,) > /F(J:,u,,,Du,,)de/ F(x,u, Du)dx
K K

n /K W (2, uy, J(DT)) — W (z,a, J(Da))]dx
+ /K W (2, un, J(D@)) - (J(Duy) — J(Da))da.

Since W(z,s,J) and Wy(x,s,J) are both uniformly continuous on compact subsets of
Q x R? x RY and w,(z) — u(z) uniformly on K, it follows that W (z,u,,J(Du)) —
W(z,u,J(Du)) and Wjy(z,u,, J(Du)) — Wy(x,u,J(Du)) both uniformly on K. There-
fore, by (5.34), we conclude that

vV—r00

oo > liminf I'(u,) > / F(z,u,Du)dz.
K
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This, holding for a sequence of compact subsets K of Q approaching €, yields that I(u) =
fQ F(x,u, Du)dx < oo. Hence, for each € > 0, Lebesgue’s absolute continuity theorem
determines a number ¢ > 0 such that

/ F(z,u, Du)dx > / F(z,u,Du)dr —e, VS CQ, |Q2\S]<6.
S Q
Using this § > 0 with S = K, where K is determined according to (i, (ii) and (iii) above,
we conclude, by setting e — 0, that

liminf I'(u,) > I(a).

V—00

Hence % is a minimizer. This completes the proof. (|

Remark. For general existence results with Assumption (3) weakened to F'(x, s,£) > co(|¢[P+
|adj£]?) for certain p < 3 and ¢ > 1, see MULLER, TANG & YAN [18].

5.6. Relaxation Principle and Existence for Nonconvex Problems

There are many application problems that do not satisfy the convexity conditions. In such
cases, minimizers may not be found as we did before using the direct method, but the
variational methods may still help to study the problem.

5.6.1. Non-quasiconvex Problems. In general, we consider the multiple integral func-
tional

I(u) = /QF(m,u(a:),Du(x)) dzx,

where € is a bounded domain in R”, u: Q — RY, and F(z,s,¢) is a given function not
quasiconvex in . We give two examples of one-dimensional problem.

ExaMPLE 5.36. Consider the classical example of BOLZA: to minimize the functional

I(u) = /0 [(v)? = 1) + u?]dx

among all Lipschitz functions u satisfying boundary conditions u(0) = u(1) = 0. Let

1 ‘ kz] 1

uk(:r):ﬂ— r— 0 — —

k 2k |’

where [a] stands for the integer part of @ € R. Then uy — 0 in the Lipschitz convergence,
and I(ux) — 0 as k — oco. Hence the infimum of I over all such u is 0. Note that 1(0) = 1.
Hence I is not lower semicontinuous in the Lipschitz convergence. Moreover, I does not
have minimizers since I(u) = 0 would imply |u/| =1 a.e and hence u = 0.

EXAMPLE 5.37. Let f(£) = (£2 — 1) for ¢ € R and consider the functional

1 1
I(u) = /0 F(u (@) di = /0 ()2 — 1)%dz

over all Lipschitz functions u satisfying «(0) = 0, u(1) = a. Then this nonconvex problem
has minimizers for all values of a; moreover, the minimizer is unique if |a| > 1 and there
exist infinitely many minimizers if |a| < 1.
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Proof. Let first of all |a| < 1. Then it can be easily seen that there are infinitely many
Lipschitz functions u such that «/(z) € {—1,1} with «w(0) = 0 and u(1) = a; any of such
functions will be a minimizer of I with minimum value zero. Now let |a| > 1. Note that the
strict inequality

F©) = [f(a) + fi(a)(§ —a)] >0
holds for all £ # a if |a] > 1, or holds for all £ ¢ {—1,1} if |a| = 1. Therefore, for all
Lipschitz functions u with «(0) = 0,u(1) = a it follows that

1 1
I(u) = /0 f(d (@) de > f(a) + /0 f(@) (! (z) — a) dz = f(a) = (),

where @(x) = ax; hence the minimum value of I is f(a) and, certainly, @(z) = azx is a
minimizer. We show that @ is the unique minimizer. Suppose v is any minimizer of I over
all Lipschitz functions u with «(0) = 0,u(1) = a; that is,

I(v) = /0 F(/(2)) dz = f(a)

with v(0) = 0 and v(1) = a. If @ = 1 then since f(1) = 0 it must follow that v’(x) € {—1,1}
a.e. z € (0,1) and fol(l—v’(a:)) dz = 0 and hence v'(z) = 1 on (0,1). This implies v(x) = z.
Similarly if a = —1 then v(z) = —z. Now assume |a| > 1. Since f(§)— f(a)— f'(a)(§—a) > 0
for all £ # a, from

1
/0 [f('(2)) = f(a) = f'(a)(v'(z) — a)] dz =0,

it follows that v’'(z) = a for a.e. x € (0,1); henc v(x) = az. Therefore, in all cases, v = .
This completes the proof. ]

From this example, we see that the function

f&) [ =1

1
g(§) = mf(o,l)/o fE+w'(2)) de = f(€) = {0 if [¢] <1

wEWO1 o0
is the convexification of function f; that is, the largest convex function less than or equal

to f.

5.6.2. Quasiconvexification. Given a function F': MV*? — R, we define the largest
quasiconvex function less than or equal to F' to be the quasiconvexication or quasiconvex
envelope of F. We denote the quasiconvexification of F' by F9°¢,

Theorem 5.38. Let F' > 0 be continuous. Then

(5.35) FI(¢) = inf / F(&é+ D¢(x))dz, & MVN*™,
peW, > (Z;RN) Jo

Proof. For any quasiconvex function G < F)
G(©) < [ Gl¢+Dofa))da < [ P+ Dofa) da.
by b

Hence G(£) < F¢(¢) by the definition of F%€. It remains to prove that F'9¢ is itself quasi-
convex. We first observe that

(5.36) Fi¢) = inf ][QF(§ + D¢(z)) dx

PEW, > (RN)
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for any open set 2 C R™ with |0€2| = 0. This can be proved by using the Vitali covering ar-
gument as before. We now claim that, for all piecewise affine Lipschitz continuous functions
¢ € WOI’OO(E; RN), it follows that

(5.37) Fe(e) < /E Fe(¢ + Do(x)) da.

To see this, let ¥ = U;; UE be such that |E| = 0 and each €2; is an open set with [09Q;| =0
and such that ¢ € W(}’OO(E;RN) takes constant gradients D¢ = M; on each ;. Let € > 0
be given. By the above remark on the definition of F'9¢, there exists 1); € I/VO1 (i RY)
such that

F(¢ + M) 2][ F(& + M; + Dis()) da — e
Q;

With each 1; being extended by zero to X, we set ¢ = ¢ + >, 1;. Then ¢ € Wol’oo(E; RM)
and we have

[P+ Dota)) de = 3 e+ )

> S [[ #6214 Do o — |

i

- /EF@ + DY) de — € = FI(€) — c,

and hence the ineqquality (5.37) follows. From this we conclude that function F'%€ is rank-
one convex (using “sawtooth” like piecewise affine functions as before) and is thus locally
Lipschitz continuous. To show (5.37) holds for general test functions ¢ € WO1 CQ;RY),
we use approximation of ¢ by piecewise affine functions. An approximation theorem (see,
e.g., [9, Corollary 10.13]) asserts that there exists a sequence of piecewise affine functions
o € Wy ™ (Q;RN) such that

|[DérllLe < C,  [[Déy, — Dllpr(y — 0,

where 1 < p < oo. Using such an approximation and the continuity of F'9¢; one can show
that (5.37) holds for ¢ € WO1 °(3;RY). Hence F% is quasiconvex. This completes the
proof. O

5.6.3. Weak Lower Semicontinuous Envelope. Suppose F(z,s,¢) is a Caratheodory
function and satisfies

0< F(z,s,6) <C(EP+|sP+1) VeeQ, scRY, ¢ e MV

for some 1 < p < co. We are interested in the largest w.l.s.c. functional I(u) on WP (Q;RY)
which is less than or equal to the functional

I(u) = /QF(x,u(x),Du(x)) dx.

This functional I(u) is called the weak lower semicontinuous envelope or relaxation
of I in the weak topology of W1P(Q;RY). It turns out that under some mild conditions
I(u) is given by the integral functional of the quasiconvexification of F' with respect to &.
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Theorem 5.39. Let F%(x,s,) be the quasiconvexification of F(z,s,-) for given (z,s). In
addition, assume F¢ is also a Caratheodory function. Then the envelope I(u) of I in the
weak topology of WLP(Q;RN) is given by

Flu) = /Q F9(5, u(z), Du(z)) da.

Proof. Let I(u) be the integral of F(z, u(x), Du(z)) over Q. Since F is quasiconvex and
satisfies the same growth condition as F', the functional I(u) is thus (sequential) w.ls.c. on
WP(Q; RY) by the theorem of ACERBI & Fusco. Therefore, I < I. To prove the other
direction, we first assume there exists a Caratheodory function g(z, s, ) such that

(5.38) Flu) = /Q o(z,u(@), Du(z))dz ¥ uc WPQRY),

Then g¢(z,s,-) must be quasiconvex and g < F, and thus g < F%; this proves I <1
However, the proof of integral representation (5.38) is beyond the scope of this lecture and
is omitted; see e.g., ACERBI & Fusco [1], BUTTAZzO [6], or DACOROGNA [8]. O

5.6.4. Relaxation Principle. We have the following theorem; the proof of the theorem
is also omitted; see the references above.

Theorem 5.40. (Relaxation Principle) Assume F(x,s,§) and Fi(x,s,£) are both
Caratheodory and that

0< F(a,5,8) <O +[s]P +1)
holds for some constants C' > 0, p > 1. Then

inf [ F(z,u,Du)dx = inf F(z,u, Du) dx
u€Dy J u€Dy JQ

for any © € WIP(Q; RN), where D,, is the Dirichlet class of ¢.

Remarks. (a) The passage from F' to F'¢ is called relaxation. The relaxation princi-
ple replaces a nonconvex problem that may not have any solution by a quasiconvex (re-
laxed) problem that will have solutions if in addition we assume the coercivity condition
F(z,s,&) > c|{[P for some constant ¢ > 0. But, there are costs for this: we lose some useful
information about the minimizing sequences; e.g., the finer and finer patterns of minimizing
sequences.

(b) In phase transition problems for certain materials, the finer and finer patterns of
minimizing sequences account for the microstructures, while the minimizers of relaxed prob-
lem may only capture the macroscopic (or effective) properties of the material. In certain
studies, microstructures are usually characterized by Young measures; for more informa-
tion, we refer to MULLER [17] and the references therein.

(c) By the Relaxation Principle, if ug is a minimizer of [, F'(x,u, Du)dz then it must
satisfy the differential inclusion:

(5.39) Duy(x) € K(x,up(x)) a.e. x €9,

with set-valued function K(x,s) = {{|F(x,s,§) = F(x,s,£)}. There are whole lots of
researches on differential inclusions like (5.39), which could be a totally new topics course.
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5.6.5. Existence of Minimizers for a Nonconvex Problem. Consider
I(u) = / f(Vu(z)) dx
Q

where (2 is a bounded domain in R”, u:  — R is a scalar function, and f: R" — R is a
given continuous function. We define the subgradient of f at a point £ by

Of()={LeR|f(n) = fO)+1-(n—&), VneR"}
Each | € 0f(€) is called a subdifferential of f at £. Note that 9f(£) may be an empty set
for some &.

For a set of points {1,&,- -+ ,&; in R™, we denote by co{¢y,---,&;} the convex hull
defined by

q
V)\iZO,Z)\izl}.
=1

The following theorem indicates that even without convexity assumption the minimiza-
tion may still have solutions. However, the existence can not follow from the direct method,
but has to rely on different methods.

q
conv{ér, &} = {Z A
i=1

Theorem 5.41. Given £ € R", the minimization problem

inf Vu)dx
weWb1(Q), ulsn=¢e /Q f(V)
has a minimizer if and only if either Of(§) # 0, or there exist £,&2,- -+ , &, such that

(5.40) ¢ eintconv{&y, -+ ,&} and N}, 0f(&) # 0.

Proof. This form of the theorem is due to SYCHEV [23] and we follow his proof too.
1. “Sufficiency.”  First, if 0f(§) # 0, then one easily shows that u¢ = &z is a
minimizer. Indeed, let n € 9f(§); then
F(Vu(z)) = f(€) +n- (Vu(z)) =€) Yue WHH(Q).
Hence I(u) > I(ug) for all such u with u|sg = ue.
Now suppose there exist 1,82, ,&; such that

¢ € intconv{&y, -, &} and N, 9f(&) # 0.

We assume that &1, - - - , &, are the extreme points of conv{&, - - - ,&,}; hence conv{{, -+ , &} =
conv{&y, -+ ,&;}. Since £ € int conv{&;, - , &}, we can show that the function

w(z) = max {(§ — &) -w — 1}

1<i<r
is Lipschitz, Vw(z) € {& —€:i1=1,--- ,r} a.e., and w|sp = 0, where
P={zxeR": w(x) <0}
is a compact polyhedral set with nonempty interior containing 0. (Due to the special shape
of its graph, function —w(z) is usually called a pyramid function on P.) By Vitali

covering argument, we can write Q = U, (y; + s;P) U N, where |[N| =0, y; € Q, s; > 0
and {y; + s; P} are disjoint subsets of 2. We now define

{ﬁx—i—siw(x_yi) forx ey, +sP,i=1,2,--,

ug(x) = 8i
o(@) Ex elsewhere on €.
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Then ug € WH®(Q) and uglsg = &x. We show that ug is minimizer. Indeed, let n €
Mi=10f(&)- Then, f(§;) > L;i(§;) for all 4,j =1,2,--- ,r, where L;(v) = f(&) +n- (v —&);
this implies that all L; are equal and f(v) > L;(v) for all v € R™. Therefore, for all
u € WHY(Q) with u|pg = £z, using Vug(x) € {&1,&2,- -+, &}, it follows that

I(u) — I(ug) = /Q (F(Va) — F(Vuo) — 1+ (Y — Vug)) dx

_ /Q(f(Vu) — Ly(Vu)) dz > 0.

2. “Necessity.” Let ug be a minimizer. Let f** be the convexification of f. Then a
similar argument of the relaxation principle shows that I(ug) < f**(£)||. Let n € 9f**(£).
Then

I(uo) — f*(E)I = /Q(f(Vuo(x)) — (&) —n- (Vuo(z) =€) dx > 0.
Hence I(ug) = f**(£)|Q|. This implies Vuy(z) € P, for a.e.z € , where
Py={veR": f(v) = f7(§) —n-(v-§ =0}

If f**(€) = f(£), then f (&) # 0. We now assume f**(&) < f(£). We claim ¢ € int conv P,
Suppose this is not the case. Then, by the Hahn-Banach theorem in convex analysis,
there exists a € R"™ such that £ -a > v -a for all v € conv P,;,. Hence £ - a > Vug(z) - a for
a.e.x € Q. Since [, &-adr = [, Vug(x)-adz, it follows that &-a = Vug(x)-a for a.e.z € Q;
hence the directional derivative

O(ug — &x)

da
So, for a.e.x € Q, the function h(t) = ug(z + ta) — £ - (x + ta) must be constant on each
open interval of ¢ where the function is defined; the endpoints ty of any such interval must
satisfy z+tpa € 0€). Since ug(x) = £x on x € 0N, this implies ug(x) = &x; hence £ € P, and
(&) = f(§), a contradiction. So § € int conv P, and thus there exist £1,&, -+ ,§ € Py
such that £ € intconv{{y,&o, -+ ,&,}. Since & € P, we have f(&) = f**(&) +n- (& — &);
so, for all v € R", as n € 9f**(), it follows that
f) = () = () +n-(v=¢§)

=T +n- (&G —-8O+n-(v=&) =f(&) +n-(v-&),
which shows that n € 9f(&;) for all i = 1,2,---,¢. So N_;0f(&) # 0. This completes the
proof. O

=(Vuy—&)-a=0 a.e. Q.

Remark. Condition (5.40) is essentially equivalent to the condition that the face of epif**
whose relative interior contains (£, f**(£)) has dimension n, which is the original assump-
tion of CELLINA. Standard notation and theorems in convex analysis can be found in
ROCKAFELLAR’s book [20].
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