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Abstract

We present two numerical methods for the approximation of the generalized Zakharov system (ZS). The first one is

the time-splitting spectral (TSSP) method, which is explicit, time reversible, and time transverse invariant if the gen-

eralized ZS is, keeps the same decay rate of the wave energy as that in the generalized ZS, gives exact results for the

plane-wave solution, and is of spectral-order accuracy in space and second-order accuracy in time. The second one is to

use a local spectral method, the discrete singular convolution (DSC) for spatial derivatives and the fourth-order Runge–

Kutta (RK4) for time integration, which is of high (the same as spectral)-order accuracy in space and can be applied to

deal with general boundary conditions. In order to test accuracy and stability, we compare these two methods with

other existing methods: Fourier pseudospectral method (FPS) and wavelet-Galerkin method (WG) for spatial deriv-

atives combining with the RK4 for time integration, as well as the standard finite difference method (FD) for solving the

ZS with a solitary-wave solution. Furthermore, extensive numerical tests are presented for plane waves, solitary-wave

collisions in 1d, as well as a 2d problem of the generalized ZS. Numerical results show that TSSP and DSC are spectral-

order accuracy in space and much more accurate than FD, and for stability, TSSP requires k ¼ OðhÞ, DSC–RK4 re-

quires k ¼ Oðh2Þ for fixed acoustic speed, where k is the time step and h is the spatial mesh size.

� 2003 Elsevier B.V. All rights reserved.
1. Introduction

The specific problem we study numerically is the generalized Zakharov system (ZS) describing the

propagation of Langmuir waves in plasma with a plasma envelope

iEt þ DE � aNE þ kjEj2E þ icE ¼ 0; x 2 Rd ; t > 0; ð1:1Þ
e2Ntt � DðN � mjEj2Þ ¼ 0; x 2 Rd ; t > 0; ð1:2Þ
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Eðx; 0Þ ¼ E0ðxÞ; Nðx; 0Þ ¼ N 0ðxÞ; Ntðx; 0Þ ¼ N ð1ÞðxÞ; x 2 Rd ; ð1:3Þ

where the complex unknown function Eðx; tÞ is the slowly varying envelope of the highly oscillatory electric

field, the real unknown function Nðx; tÞ is the deviation of the ion density from its equilibrium value, e is a
parameter inversely proportional to the acoustic speed, cP 0 is a damping parameter, and a, k, and m are all
real parameters. The generalized ZS is time reversible and time transverse invariant if c ¼ 0 in (1.1).

The general form of (1.1) and (1.2) covers many generalized Zakharov systems arising in various physical
applications. For example, when e ¼ 1, m ¼ �1, k ¼ 0, c ¼ 0 and a ¼ 1, the system of Eqs. (1.1) and (1.2)

reduces to the well-known Zakharov system (ZS), which has been first derived by Zakharov [47] to describe

the interaction between Langmuir (dispersive) and ion acoustic (approximately non-dispersive) waves in a

plasma. Later, it has become commonly accepted that the ZS is a general model to govern interaction of

dispersive and non-dispersive waves. Neither the standard ZS is integrable [33], nor the generalized ZS (1.1)

and (1.2). When e ¼ 1, m ¼ �1 and k 6¼ 0, a cubic nonlinearity is added to the first equation (1.1). When

c > 0, a linear damping term is added to the ZS. When e ! 0 (corresponding to infinite acoustic speed or

�subsonic limit�) in (1.2), one gets N ¼ mjEj2, which together with (1.1), leads to the well-known nonlinear
Schr€oodinger equation (NLS) without (c ¼ 0) or with (c > 0) a linear damping term:

iEt þ DE þ ðk � amÞjEj2E þ icE ¼ 0; x 2 Rd ; t > 0:

The global existence of weak solutions of the Zakharov equations in 1d is provided in [36], and existence

and uniqueness of smooth solutions for the equations are obtained provided that smooth initial data are

prescribed. The well posedness of the ZS has recently improved in [11] for d ¼ 1; 2; 3, and extended for the
case with generalized nonlinearity [15].

Numerical methods for the standard Zakharov system, i.e., e ¼ 1, m ¼ �1, k ¼ 0, c ¼ 0 in (1.1) and (1.2),

were studied in the last two decades. Payne et al. [28] proposed a Fourier spectral method for the 1d

Zakharov system. They used only two-thirds of the Fourier components for a particular mesh in the fast

Fourier transform in order to suppress the aliasing errors in their algorithm [28]. Of course, this is not an

optimal way to use the spectral method. In [18,19], Glassey presented an energy-preserving implicit finite

difference scheme for the system and proved its convergence. Later, Chang and Jiang [13] considered an

implicit or semiexplicit conservative finite difference scheme for the ZS, proved its convergence, and ex-
tended their method for the generalized Zakharov system [14]. One can find more numerical study of

soliton–soliton collisions in a (generalized) Zakharov system in [23,24,27].

The goal of this paper is to design new and efficient numerical methods for the generalized ZS (1.1) and

(1.2) with spectral spatial accuracy and persevering the physical property of the generalized ZS at the

discretized level. To this end, we propose a time-splitting spectral (TSSP) approximation and a discrete

singular convolution (DSC) algorithm for the generalized Zakharov system. TSSP is explicit, time re-

versible, and time transverse invariant if the generalized ZS (1.1) and (1.2) is, easy to extend to high di-

mensions and gives exact results for plane-wave solutions of the ZS. For stability, TSSP requires k ¼ OðhÞ.
In fact, the spectral method has showed greatly success in solving problems arising from many areas [12,20]

and the split-step procedure was presented for differential equations [35] and applied for Schr€oodinger
equation [17,26,38] and KDV equation [39]. Recently, the time-splitting spectral approximation was used

and studied for NLS equation in the semiclassical regimes in [7,8] and applied to the numerical study of the

dynamics of Bose–Einstein condensation [5,6] as well as for NLS under non-zero far-field conditions [4].

Very promising numerical results were obtained due to its exponentially high-order accuracy in space and

persevering the physical property of NLS at the discretized level. The approach for the ZS is based on a

time splitting for (1.1) which keeps the same decay rate in time of the wave energy
R
Rd jEðx; tÞj2 dx as that in

(1.1) and (1.2). In [9], the first two authors extend the TSSP for discretizing the vector Zakharov system

(VZS) for multi-component plasma and studying numerically the convergence of generalized ZS to NLS in

the �subsonic limit� and simulating a 3d vector ZS.



W. Bao et al. / Journal of Computational Physics 190 (2003) 201–228 203
The discrete singular convolution (DSC) has recently been proposed by Wei [41] as a local spectral

method for the numerical discretization of spatial derivatives. The main merit of DSC is that it is of spectral

accuracy for approximating derivatives and can be applied to deal with complex geometries and general

boundary conditions. The method was successfully applied to solve many science and engineering problems,

including eigenvalue problems [43] of both quantum and classical origins, analysis of stochastic process

[41,42], simulation of fluid flows in simple and complex geometries [40], vibration analysis of solid structures

[44], electromagnetic wave propagation [34], and nanoscale pattern formation in a circular domain [22]. The

mathematical foundation of this algorithm is the theory of distributions [32]. Numerical analysis indicates
that the DSCmethod has spectral convergence for approximating appropriate functions [3]. We compare the

accuracy, stability of TSSP, and DSC with other existing methods like finite difference methods. Numerical

results demonstrate the high accuracy and efficiency of the two proposed methods for the ZS.

This paper is organized as follows. In Section 2, we present the time-splitting spectral discretization and

DSC algorithm of the generalized Zakharov system. In Section 3, we compare the accuracy and stability of

different methods for the ZS with a solitary wave solution, as well as present numerical results for plane

waves, soliton–soliton collisions in 1d and a 2d problem of the generalized ZS. In Section 4, we draw some

conclusions.
2. Numerical methods

In this section we present time-splitting spectral discretizations and DSC algorithm for the generalized

ZS (1.1)–(1.3) with periodic boundary conditions. For simplicity of notation we shall introduce the method

in one space dimension (d ¼ 1). Generalizations to d > 1 are straightforward for tensor product grids and

the results remain valid without modifications. For d ¼ 1, the problem becomes

iEt þ Exx � aNE þ kjEj2E þ icE ¼ 0; a < x < b; t > 0; ð2:1Þ
e2Ntt � ðN � mjEj2Þxx ¼ 0; a < x < b; t > 0; ð2:2Þ
Eðx; 0Þ ¼ E0ðxÞ; Nðx; 0Þ ¼ N 0ðxÞ; Ntðx; 0Þ ¼ N ð1ÞðxÞ; a6 x6 b; ð2:3Þ
Eða; tÞ ¼ Eðb; tÞ; Exða; tÞ ¼ Exðb; tÞ; tP 0; ð2:4Þ
Nða; tÞ ¼ Nðb; tÞ; Nxða; tÞ ¼ Nxðb; tÞ; tP 0: ð2:5Þ

Moreover, we supplement (2.1)–(2.5) by imposing the compatibility condition

E0ðaÞ ¼ E0ðbÞ; N 0ðaÞ ¼ N 0ðbÞ; N ð1ÞðaÞ ¼ N ð1ÞðbÞ;
Z b

a
N ð1ÞðxÞdx ¼ 0: ð2:6Þ

As is well known, the generalized ZS has the following property:

DðtÞ ¼
Z b

a
jEðx; tÞj2 dx ¼ e�2ct

Z b

a
jE0ðxÞj2 dx ¼ e�2ctDð0Þ; tP 0; ð2:7Þ

where D is called as the wave energy of the generalized ZS. When c ¼ 0, DðtÞ 
 Dð0Þ, i.e., it is an invariant

of the ZS [13]. Furthermore, the ZS also has the following properties:Z b

Ntðx; tÞdx ¼ 0;

Z b

Nðx; tÞdx ¼
Z b

N 0ðxÞdx ¼ const:; tP 0: ð2:8Þ

a a a
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In some cases, the boundary conditions (2.4) and (2.5) may be replaced by

Eða; tÞ ¼ Eðb; tÞ ¼ 0; Nða; tÞ ¼ Nðb; tÞ ¼ 0; tP 0: ð2:9Þ

We choose the spatial mesh size h ¼ Dx > 0 with h ¼ ðb� aÞ=M forM being an even positive integer, the

time step being k ¼ Dt > 0 and let the grid points and the time step be

xj :¼ aþ jh; tm :¼ mk; j ¼ 0; 1; . . . ;M ; m ¼ 0; 1; 2; . . .

Let Em
j and Nm

j be the approximations of Eðxj; tmÞ and Nðxj; tmÞ, respectively. Furthermore, let Em and Nm be

the solution vector at time t ¼ tm ¼ mk with components Em
j and Nm

j , respectively.

2.1. Time-splitting spectral discretizations

From time t ¼ tm to t ¼ tmþ1, the second equation (2.2) in the generalized ZS is discretized by Fourier

spectral method in space and second-order central difference scheme in time, and the first equation (2.1) is

solved in two splitting steps. One solves first

iEt þ Exx ¼ 0; ð2:10Þ

for the time step of length k, followed by solving

iEt ¼ aNE � kjEj2E � icE; ð2:11Þ

for the same time step. Eq. (2.10) will be discretized in space by the Fourier spectral method and integrated

in time exactly. For t 2 ½tm; tmþ1�, multiplying (2.11) by E, the conjugate of E, we get

iEtE ¼ aN jEj2 � kjEj4 � icjEj2: ð2:12Þ

Then, calculating the conjugate of the ODE (2.11) and multiplying it by E, one finds

�iEtE ¼ aN jEj2 � kjEj4 þ icjEj2: ð2:13Þ

Subtracting (2.13) from (2.12) and then multiplying both sides by �i, one gets

d

dt
ðjEðx; tÞj2Þ ¼ Etðx; tÞEðx; tÞ þ Etðx; tÞEðx; tÞ ¼ �2cjEðx; tÞj2; ð2:14Þ

and therefore

jEðx; tÞj2 ¼ e�2cðt�tmÞjEðx; tmÞj2; tm 6 t6 tmþ1: ð2:15Þ

Substituting (2.15) into (2.11), we obtain

iEtðx; tÞ ¼ aNðx; tÞEðx; tÞ � ke�2cðt�tmÞjEðx; tmÞj2Eðx; tÞ � icEðx; tÞ: ð2:16Þ

Integrating (2.16) from tm to tmþ1, and then approximating the integral of N on ½tm; tmþ1� via the trapezoidal

rule, one obtains

Eðx; tmþ1Þ ¼ exp

�
� i

Z tmþ1

tm

½aNðx; sÞ � ke�2cðs�tmÞjEðx; tmÞj2 � ic�ds

�
Eðx; tmÞ


 expf�ik½aðNðx; tmÞ þ Nðx; tmþ1ÞÞ=2� kjEðx; tmÞj2�gEðx; tmÞ; c ¼ 0;

expf�ck � i½kaðNðx; tmÞ þ Nðx; tmþ1ÞÞ=2þ kjEðx; tmÞj2ðe�2ck � 1Þ=2c�gEðx; tmÞ; c 6¼ 0:

�
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From time t ¼ tm to t ¼ tmþ1, we combine the splitting steps via the standard Strang splitting:

e2
Nmþ1

j � 2Nm
j þ Nm�1

j

k2
� Df

xxN
m

�
� mDf

xxjEmj2
����

x¼xj
¼ 0; ð2:17Þ
E�
j ¼

XM=2�1

l¼�M=2

e�ikl2l =2ðcEmEmÞl eillðxj�aÞ;
E��
j ¼ expf�ik½aðNm

j þ Nmþ1
j Þ=2� kjE�

j j
2�gE�

j ; c ¼ 0;

expf�ck � i½kaðNm
j þ Nmþ1

j Þ=2þ kjE�
j j

2ðe�2ck � 1Þ=2c�gE�
j ; c 6¼ 0;

(

Emþ1
j ¼

XM=2�1

l¼�M=2

e�ikl2l =2ðcE��E��Þl eillðxj�aÞ; 06 j6M � 1; m ¼ 0; 1; . . . ; ð2:18Þ

where ð bUU Þl, the Fourier coefficients of a vector U ¼ ðU0;U1;U2; . . . ;UMÞT with U0 ¼ UM , are defined as

ll ¼
2pl
b� a

; ð bUU Þl ¼
1

M

XM�1

j¼0

Uj e
�illðxj�aÞ; l ¼ �M

2
; . . . ;

M
2
� 1; ð2:19Þ

and Df
xx, a spectral differential operator approximation of oxx, is defined as

Df
xxU
��
x¼xj

¼ �
XM=2�1

l¼�M=2

l2
l ð bUU Þl eillðxj�aÞ: ð2:20Þ

The initial conditions (2.3) are discretized as

E0
j ¼ E0ðxjÞ; N 0

j ¼ N 0ðxjÞ;
N 1

j � N�1
j

2k
¼ N ð1Þ

j ; j ¼ 0; 1; 2; . . . ;M � 1; ð2:21Þ

where

N ð1Þ
j ¼ N ð1ÞðxjÞ; 06 j6M � 2;

�
PM�2

l¼0 N ð1ÞðxlÞ; j ¼ M � 1:

�
ð2:22Þ

This type of discretization for the initial condition (2.3) is equivalent to the use of the trapezoidal rule for
the periodic function N ð1Þ. The discretization error converges to 0 exponentially fast as the mesh size h goes

to 0.

Note that the spatial discretization error of the method is of spectral-order accuracy in h and time

discretization error is of second-order accuracy in k, which will be demonstrated in Section 3 from our

numerical results.

If the initial data in (2.3) is chosen as

E0ðxÞ ¼ cei2plx=ðb�aÞ; N 0ðxÞ ¼ d; N ð1ÞðxÞ ¼ 0; a6 x6 b; ð2:23Þ

where l is an integer and c and d are constants, then the generalized Zakharov system admits the plane wave

solution [27]

Nðx; tÞ ¼ d; a < x < b; tP 0; ð2:24Þ
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Eðx; tÞ ¼
c expfi 2plx

b�a � xt

 �

g; x ¼ ad þ 4p2l2

ðb�aÞ2 � kc2; c ¼ 0;

ce�ct exp i 2plx
b�a � xt � kc2

2c ðe�2ct � 1Þ
� �n o

; x ¼ ad þ 4p2l2

ðb�aÞ2 ; c 6¼ 0:

8<: ð2:25Þ

It is easy to see that in this case our numerical method TSSP (2.17) and (2.18) gives exact results provided

that M P 2ðjlj þ 1Þ [37].
Note that a main advantage of the time-splitting spectral method is that if a constant r is added to

the initial data N 0ðxÞ in (2.3) when c ¼ 0 in (2.1), then the discrete functions Nmþ1
j obtained from (2.17)

get added by r and Emþ1
j obtained from (2.18) get multiplied by the phase factor e�irðmþ1Þk, which leaves

the discrete function jEmþ1
j j2 unchanged. This property also holds for the exact solution of the ZS, but

does not hold for the finite difference schemes proposed in [13,18] and the spectral method proposed in

[28].

Remark 2.1. If the periodic boundary conditions (2.4) and (2.5) are replaced by (2.9), then the Fourier basis

used in the above algorithm can be replaced by the sine basis. In fact, the generalized Zakharov system (2.1)
and (2.2) with the homogeneous periodic boundary condition (2.9) and initial condition (2.3) can be dis-

cretized by

e2
Nmþ1

j � 2Nm
j þ Nm�1

j

k2
� Ds

xxN
m

�
� mDs

xxjEmj2
����

x¼xj
¼ 0; ð2:26Þ
E�
j ¼

XM�1

l¼1

e�ikg2l =2ðfEmEmÞl sinðglðxj � aÞÞ;
E��
j ¼ expf�ik½aðNm

j þ Nmþ1
j Þ=2� kjE�

j j
2�gE�

j ; c ¼ 0;

expf�ck � i½kaðNm
j þ Nmþ1

j Þ=2þ kjE�
j j

2ðe�2ck � 1Þ=2c�gE�
j ; c 6¼ 0;

(

Emþ1
j ¼

XM�1

l¼1

e�ikg2l =2ðfE��E��Þl sinðglðxj � aÞÞ; 16 j6M � 1; m ¼ 0; 1; . . . ; ð2:27Þ

where ð eUU Þl, the sine-transform coefficients of a vector U ¼ ðU0;U1;U2; . . . ;UMÞT with U0 ¼ UM ¼ 0, are

defined as

gl ¼
pl

b� a
; eUUl ¼

2

M

XM�1

j¼1

Uj sinðglðxj � aÞÞ; l ¼ 1; 2; . . . ;M � 1; ð2:28Þ

and Ds
xx, a spectral differential operator approximating oxx based on sine-basis, is defined as

Ds
xxU
��
x¼xj

¼ �
XM�1

l¼1

g2
l ð eUU Þl sinðglðxj � aÞÞ: ð2:29Þ

Let U ¼ ðU0;U1; . . . ;UMÞT with U0 ¼ UM , f ðxÞ a periodic function on the interval ½a; b�, and let k � kl2 be
the usual discrete l2-norm on the interval ða; bÞ, i.e.,

kUkl2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b� a
M

XM�1

j¼0

jUjj2
vuut ; kf kl2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b� a
M

XM�1

j¼0

jf ðxjÞj2
vuut : ð2:30Þ
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Then, we have

Theorem 2.1. The time-splitting spectral (TSSP) discretization (2.17) and (2.18) of the generalized ZS pos-
sesses the following properties (in fact, they are the discretized version of (2.7) and (2.8)):

kEmk2l2 ¼ e�2ctmkE0k2l2 m ¼ 0; 1; 2; . . . ; ð2:31Þ
b� a
M

XM�1

j¼0

Nmþ1
j � Nm

j

k
¼ 0; m ¼ 0; 1; 2; . . . ; ð2:32Þ

and

b� a
M

XM�1

j¼0

Nm
j ¼ b� a

M

XM�1

j¼0

N 0
j ¼ b� a

M

XM�1

j¼0

N 0ðxjÞ; m ¼ 0; 1; 2; . . . ð2:33Þ
Proof. See Appendix A. �
2.2. Discrete singular convolution (DSC–RK4)

In order to solve the generalized ZS by using DSC for spatial derivatives and the fourth-order Runge–
Kutta (RK4) for time integration, we rewrite (2.1) and (2.2) into the following form:

Et ¼ iExx � iaNE þ ikjEj2E � cE; ð2:34Þ
Nt ¼ F ; ð2:35Þ
Ft ¼
1

e2
ðNxx � mðjEj2ÞxxÞ: ð2:36Þ

Discrete singular convolution (DSC) methods, proposed in [41], provide a general approach for nu-

merical realization of singular integrations. It has been applied to signal processing and numerical solutions

to differential equations. By appropriate approximation of a singular kernel, the discrete singular convo-

lution can be an extremely efficient, accurate, and reliable algorithm for practical applications. For more

detail of the method, please refer to [41]. The DSC algorithm can be realized by using many approximation

kernels. Here, we review how to discretize the second-order spatial derivative of a function uðxÞ by using the
regularized Shannon�s kernel [41,45]

uxxðxÞ 

XW
j¼�W

dð2Þ
h;rðx� xjÞuðxjÞ; ð2:37Þ

where 2W þ 1 is the computational bandwidth, or effective kernel support, which is usually smaller than the

whole computational domain, xj is grid point, and

dh;rðxÞ ¼
sinðpx=hÞ
ðpx=hÞ exp½�x2=2r2� ð2:38Þ

is the regularized Shannon�s kernel, dð2Þ
h;r is a symbol for the second-order derivative of dh;rðxÞ with respect to

x. The detailed expression for dð2Þ
h;rðxÞ can be easily given as
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dð2Þ
h;rðxÞ ¼

�ðp=hÞ sinðpx=hÞ expð�x2=2r2Þ
x � 2 cosðpx=hÞ expð�x2=2r2Þ

x2

�2 cosðpx=hÞ expð�x2=2r2Þ
r2 þ 2 sinðpx=hÞ expð�x2=2r2Þ

px3=h

þ sinðpx=hÞ expð�x2=2r2Þ
pr2x=h þ x sinðpx=hÞ expð�x2=2r2Þ

pr4=h ; x 6¼ 0;

� 3þp2r2=h2

3r2 ; x ¼ 0:

8>>>><>>>>: ð2:39Þ

In our computations, we choose W ¼ 50 and r ¼ 5h.
Therefore, the second-order derivative of a function uðxÞ at the grid point x ¼ xj is approximated by

uxxjx¼xj
¼
XW
l¼�W

dð2Þ
h;rðlhÞujþl; ð2:40Þ

and thus we obtain an ordinary differential system for (2.1) and (2.2), then the classical fourth-

order Runge–Kutta method (RK4) [30] is used to evaluate E and N at each time step for the time
integration.

2.3. Other methods

In order to compare the accuracy and stability, we consider the Fourier pseudospectral (FPS) method

proposed in [31] and wavelet-Galerkin (WG) method proposed in [29] and [2] for spatial derivatives, both of

which use RK4 for time discretization, as well as the finite difference (FD) method proposed in [13] for

Zakharov system.

2.3.1. Fourier pseudospectral method (FPS–RK4)

We consider the numerical approximation of Eqs. (2.34)–(2.36). As reviewed in [20], if uðxÞ is a suffi-

ciently smooth function of its variables, its spatial derivatives can be evaluated as

dnu
dxn

����
x¼xj

¼
XM=2�1

l¼�M=2

ðillÞ
nðbuuÞl eillðxj�aÞ; ð2:41Þ

where ðûuÞl is defined as (2.19). This expression constitutes the basis of the Fourier pseudospectral (FPS)

method. For the time integration, the classical fourth-order Runge–Kutta method (RK4) is used to eval-

uate E and N at each time step. Some detail of FPS–RK4 can also be found in [46].

2.3.2. Wavelet-Galerkin method (WG–RK4)

We also try to use the wavelet-Galerkin method to evaluate the spatial derivatives uxx. Using the idea of

[29] and [2], the wavelet-Galerkin method entails representing the function u and uxx as expansions of

scaling functions at a particular scale J :

uðxÞ ¼
X
k

~cck2J=2/ð2J x� kÞ; ð2:42Þ
uxxðxÞ ¼
X
k

~ggk2
J=2/ð2J x� kÞ; ð2:43Þ

where ~cck and ~ggk are the wavelet coefficients of u and uxx, respectively, i.e., they define the function in the

wavelet space, and the scaling function / is defined by a dilation equation of the form

/ðxÞ ¼
X

ak/ð2x� kÞ: ð2:44Þ
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Compactly supported scaling functions, such as those belonging to the Daubechies family of wavelets [16],

have a finite number of non-zero filter coefficients ak.We denote the number of non-zero filter coefficients by L.
We make variable transformation

y ¼ 2J x;

then we get

UðyÞ ¼ uðxÞ ¼
X
k

ck/ðy � kÞ; ck ¼ 2J=2~cck; ð2:45Þ
F ðyÞ ¼ uxxðxÞ ¼
X
k

gk/ðy � kÞ; gk ¼ 2J=2~ggk: ð2:46Þ

Refer to [2], we can get

FkðUÞ ¼ FkðF Þ=FkðKXÞ: ð2:47Þ

The notation Fk is used for the coefficients in the Fourier space, the convolution kernel KX ¼ 22J

�ðX0;X1; . . . ;XL�2; 0; . . . ; 0;X2�L; . . . ;X�1Þ, where

Xl ¼
Z

/00ðyÞ/ðy � lÞdy

are the connection coefficients. The method for computing these coefficients was presented in [10]. Con-

versely, one gets

FkðF Þ ¼ FkðUÞ �FkðKXÞ: ð2:48Þ

Therefore, in Eqs. (2.34)–(2.36), the spatial derivatives can be evaluated by (2.48) with h ¼ 1=2J . For the
time integration, we again use the classical fourth-order Runge–Kutta method (RK4). In our computa-
tions, we use DAUB12 wavelet basis [10,16], i.e., L ¼ 12.

2.3.3. Finite difference method (FD)

For convenience of the reader, here we also review the finite difference method proposed for the standard

ZS [13], i.e., in (2.1) and (2.2) with e ¼ 1, m ¼ �1, a ¼ 1, k ¼ 0, and c ¼ 0:

i
Emþ1
j � Em

j

k
þ 1

2

Emþ1
jþ1 � 2Emþ1

j þ Emþ1
j�1

h2

 
þ
Em
jþ1 � 2Em

j þ Em
j�1

h2

!
¼ 1

4
ðNm

j þ Nmþ1
j ÞðEmþ1

j þ Em
j Þ; ð2:49Þ
Nmþ1
j � 2Nm

j þ Nm�1
j

k2
� ð1� 2hÞ

Nm
jþ1 � 2Nm

j þ Nm
j�1

h2

�h
Nmþ1

jþ1 � 2Nmþ1
j þ Nmþ1

j�1

h2

 
þ
Nm�1

jþ1 � 2Nm�1
j þ Nm�1

j�1

h2

!
¼

jEm
jþ1j

2 � 2jEm
j j

2 þ jEm
j�1j

2

h2
: ð2:50Þ

In computations, E0
j , N

0
j , and N 1

j are obtained from initial data

E0
j ¼ E0ðxjÞ; N 0

j ¼ N 0ðxjÞ; ð2:51Þ

N 1
j ¼ N 0

j þ kN 1ðxjÞ þ
k2

2

N 0
jþ1 � 2N 0

j þ N 0
j�1

h2

 
þ
jE0

jþ1j
2 � 2jE0

j j
2 þ jE0

j�1j
2

h2

!
: ð2:52Þ
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In our computations, we choose either h ¼ 0:5 or h ¼ 0.
3. Numerical examples

In this section, we present numerical results of the ZS with a solitary wave solution in 1d to compare the

accuracy, stability and e-resolution of different methods described in Section 2. We also present numerical

examples including plane waves, soliton–soliton collisions in 1d, as well as a 2d problem of the ZS to
demonstrate the efficiency and spectral accuracy of the time-splitting spectral method (TSSP) and discrete

singular convolution method (DSC–RK4) for the generalized Zakharov system.

In Examples 1, 3, and 4, the initial conditions for (1.3) are always chosen such that jE0j, N 0, and N ð1Þ

decay to zero sufficiently fast as jxj ! 1. We always compute on a domain, which is large enough such that

the periodic boundary conditions do not introduce a significant aliasing error relative to the problem in the

whole space.

3.1. Comparisons of different methods

Example 1. The standard ZS with a solitary-wave solution, i.e., we choose d ¼ 1, a ¼ 1, k ¼ 0, c ¼ 0, and

m ¼ �1 in (1.1)–(1.3). The well-known solitary-wave solution of the ZS (1.1)–(1.3) in this case is given in

[24,27]

Eðx; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2B2ð1� e2C2Þ

p
sechðBðx� CtÞÞ ei½ðC=2Þx�ððC=2Þ2�B2Þt�; ð3:1Þ
Nðx; tÞ ¼ �2B2sech2ðBðx� CtÞÞ; �1 < x < 1; tP 0; ð3:2Þ

where B and C are constants. The initial condition is taken as

E0ðxÞ ¼ Eðx; 0Þ; N 0ðxÞ ¼ Nðx; 0Þ; N ð1Þðx; 0Þ ¼ Ntðx; 0Þ; �1 < x < 1; ð3:3Þ

where Eðx; 0Þ, Nðx; 0Þ, and Ntðx; 0Þ are obtained from (3.1) and (3.2) by setting t ¼ 0.

We present computations for two different regimes of the acoustic speed, i.e., 1=e:
Case I. Oð1Þ-acoustic speed, i.e., we choose e ¼ 1, B ¼ 1, C ¼ 0:5 in (3.1) and (3.2). Here, we test the

spatial and temporal discretization errors, conservation of the conserved quantities as well as the stability

constraint of different numerical methods. We solve the problem on the interval ½�32; 32�, i.e., a ¼ �32 and

b ¼ 32 with periodic boundary conditions. Let Eh;k and Nh;k be the numerical solution of (1.1) and (1.2) in

1d with the initial condition (3.3) by using a numerical method with mesh size h and time step k. To
quantify the numerical methods, we define the error functions as

e1 ¼ kEð�; tÞ � Eh;kðtÞkl2 ; e2 ¼ kNð�; tÞ � Nh;kðtÞkl2 ;
e ¼ kEð�; tÞ � Eh;kðtÞkl2
kEð�; tÞkl2

þ kNð�; tÞ � Nh;kðtÞkl2
kNð�; tÞkl2

¼ e1
kEð�; tÞkl2

þ e2
kNð�; tÞkl2

and evaluate the conserved quantities by using the numerical solution (i.e., replacing E and N by their

numerical counterparts Eh;k and Nh;k, respectively) as

D ¼
Z 1

jEðx; tÞj2 dx;

�1
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P ¼
Z 1

�1

i

2
ðEðx; tÞExðx; tÞ

�
� Eðx; tÞExðx; tÞÞ þ Nðx; tÞV ðx; tÞ

�
dx;
H ¼
Z 1

�1
jExðx; tÞj2
�

þ N jEj2 þ 1

2
N 2 þ 1

2
V ðx; tÞ2

�
dx;

where V is the flux and its value is determined from the continuity equation

Nt þ Vx ¼ 0: ð3:4Þ

First, we test the discretization error in space. In order to do this, we choose a very small time step, e.g.,

k ¼ 0:00001 such that the error from time discretization is negligible comparing to the spatial discretization

error, and solve the ZS with different methods under different mesh sizes h. Table 1 lists the numerical errors

of e1 and e2 at t ¼ 2:0 with different mesh sizes h for different numerical methods.
Second, we test the discretization error in time. Table 2 shows the numerical errors of e1 and e2 at t ¼ 2:0

under different time steps k and mesh sizes h for different numerical methods. For the FD method, due to its

second-order convergence rate in space, we list errors for larger time steps k in order to view the conver-

gence rate in time.

Third, we test the conservation of conserved quantities. Table 3 presents the quantities and numerical

errors at different times with mesh size h ¼ 1=8 and time step k ¼ 0:001 for different numerical methods.

Fourth, we compare the stability constraint for different numerical methods and list the results in Table

4. There the error e is computed at time t ¼ 5.0.
Case II. �Subsonic limit� regime, i.e., we choose e � 1, B ¼ 1, and C ¼ 1=2e in (3.1) and (3.2). Here, we

test the e-resolution of different numerical methods. We solve the problem on the interval ½�8; 120�, i.e.,
a ¼ �8 and b ¼ 120 with periodic boundary conditions. Fig. 1 shows the numerical results of TSSP at t ¼ 1

when we choose the meshing strategy: e ¼ 1=8, h ¼ 1=2, k ¼ 1=50; e ¼ 1=32, h ¼ 1=8, k ¼ 1=800; e ¼ 1=128,
h ¼ 1=32, k ¼ 1=12; 800 corresponding to h ¼ OðeÞ and k ¼ OðehÞ ¼ Oðe2Þ. FPS–RK4 gives similar results

at the same meshing strategy.

From Tables 1–4 and Fig. 1, we can draw the following observations:

(1) For TSSP, the spatial discretization error is of spectral-order accuracy and the time discretization
error is of second-order accuracy. TSSP conserves D exactly and P , H very well (up to 8 digits). The stability

constraint of TSSP is weaker, it requires k ¼ OðhÞ for e ¼ Oð1Þ. Furthermore, it is explicit, easy to program,

less memory requirement, easy to extend to 2d and 3d cases, and keeps more properties of the generalized

ZS in the discretized level.
Table 1

Spatial discretization error analysis: e1 and e2 at time t¼ 2 under k ¼ 0:00001

Mesh h ¼ 1:0 h ¼ 1=2 h ¼ 1=4

TSSP e1 9.810E) 2 1.500E) 4 2.286E) 9

e2 0.143 1.168E) 3 2.201E) 8

DSC–RK4 e1 0.151 1.955E) 4 3.452E) 9

e2 0.243 2.347E) 3 4.692E) 8

WG–RK4 e1 0.697 1.866E) 2 1.403E) 5

e2 0.968 3.651E) 2 5.677E) 5

FD e1 0.491 0.120 2.818E) 2

e2 0.889 0.209 4.726E) 2



Table 2

Time discretization error analysis: e1 and e2 at time t¼ 2

h Error k ¼ 0:01 k ¼ 0:0025 k ¼ 0:000625 k ¼ 0:00015625

TSSP 1=4 e1 4.631E) 5 2.894E) 6 1.809E) 7 1.148E) 8

e2 1.029E) 4 6.429E) 6 4.024E) 7 3.338E) 8

1=8 e1 4.631E) 5 2.894E) 6 1.809E) 7 1.129E) 8

e2 1.029E) 4 6.429E) 6 4.018E) 7 2.513E) 8

DSC–RK4 1=4 e1 2.822E) 9 3.442E) 9 3.452E) 9 3.452E) 9

e2 4.693E) 8 4.692E) 8 4.692E) 8 4.692E) 8

1=8 e1 – 4.338E) 12 3.756E) 13 3.765E) 13

e2 – 3.789E) 12 6.194E) 14 6.276E) 14

FPS–Rk4 1=4 e1 2.078E) 9 2.185E) 9 2.192E) 9 2.192E) 9

e2 5.990E) 8 5.989E) 8 5.989E) 8 5.989E) 8

1=8 e1 – 4.342E) 12 7.369E) 14 7.218E) 14

e2 – 3.762E) 12 1.467E) 14 4.899E) 15

WG–RK4 1=4 e1 1.399E) 5 1.403E) 5 1.403E) 5 1.403E) 5

e2 5.677E) 5 5.677E) 5 5.677E) 5 5.677E) 5

1=8 e1 8.172E) 9 8.506E) 9 8.508E) 9 8.508E) 9

e2 4.239E) 8 4.221E) 8 4.221E) 8 4.221E) 8

k ¼ 0:8 k ¼ 0:2 k ¼ 0:05 k ¼ 0:0125

FD 1=4 e1 0.802 3.480E) 2 2.855E) 2 2.820E) 2

e2 0.674 9.012E) 2 5.005E) 2 4.743E) 2

1=8 e1 0.809 1.753E) 2 7.363E) 3 6.961E) 3

e2 0.656 5.491E) 2 1.427E) 2 1.167E) 2
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(2) DSC–RK4 can also obtain the exponentially high-order accuracy in space. Table 3 shows that DSC–

RK4 can conserve D, P , and H very well. The stability constraint of DSC–RK4 is k ¼ Oðh2Þ for e ¼ Oð1Þ.
Furthermore, DSC–RK4 is explicit and can be applied to deal with complex geometry and more general

boundary conditions.

(3) FD, FPS–RK4, and WG–RK4 give good approximations of the standard ZS with the solitary-wave

solution. FPS–RK4 and WG–RK4 are explicit and of spectral-order accuracy and high-order accuracy in

space, respectively. The stability constraint of these two methods is k ¼ Oðh2Þ for e ¼ Oð1Þ. FD is implicit,

time reversible, and of second-order accuracy in both space and time. The stability constraint of FD is
k ¼ OðhÞ for e ¼ Oð1Þ.

(4) In the �subsonic limit� regime, i.e., 0 < e � 1, the e-resolution is: For TSSP, h ¼ OðeÞ and k ¼ OðehÞ;
for DSC–RK4, h ¼ oðeÞ and k ¼ OðehÞ when the bandwidth w in (2.37) is fixed and h ¼ OðeÞ and

k ¼ OðehÞ when w ¼ Oð1=eÞ; for FPS–RK4, h ¼ OðeÞ and k ¼ OðehÞ; for WG–RK4 and FD: h ¼ OðeÞ and
k ¼ OðehÞ.

In general, the numerical study on the standard ZS with periodic boundary condition suggests that

TSSP, DSC–RK4, and FPS–RK4 have much better spatial resolution than FD and WG–RK4. It is obvious

that TSSP is easy to program and less memory requirement, keeps more properties of the generalized ZS in
discretized level, and its stability constraint is weaker, where DSC–RK4 algorithm can be applied for



Table 3

Conserved quantities analysis: k ¼ 0:001 and h ¼ 1=8

Time e D P H

TSSP 1.0 5.323E) 7 3.0000000000 3.397277646 0.519446033

2.0 7.127E) 7 3.0000000000 3.397277653 0.519446032

DSC–RK4 1.0 1.966E) 13 3.0000000000 3.397343618 0.519445999

2.0 2.813E) 13 3.0000000000 3.397343618 0.519445999

FPS–RK4 1.0 9.631E) 14 3.0000000000 3.397343618 0.519445999

2.0 1.184E) 13 3.0000000000 3.397343618 0.519445999

WG–RK4 1.0 3.064E) 8 3.0000000000 3.397343618 0.51944599

2.0 2.319E) 8 3.0000000000 3.397343618 0.51944599

FD 1.0 4.745E) 3 3.0000000000 3.394829741 0.510115589

2.0 8.983E) 3 3.0000000000 3.394791238 0.510076710

Table 4

Stability analysis: e is computed at time t ¼ 5:0

h DSC–RK4 TSSP FPS–RK4 WG–RK4 FD (h ¼ 1=2) FD (h ¼ 0)

1=2 k 1=16 1=4 1=16 1=8 1=2 1=2

e 1.125E) 3 0.101 1.645E) 3 4.388E) 2 0.702 0.207

1=4 k 1=64 1=8 1=64 1=32 1=4 1=4

e 2.458E) 8 1.466E) 2 3.526E) 8 4.815E) 5 0.167 4.194E) 2

1=8 k 1=256 1=16 1=256 1=128 1=8 1=8

e 2.465E) 11 3.163E) 3 4.936E) 11 2.552E) 8 3.937E) 2 1.009E) 2

1=16 k 1=1024 1=32 1=1024 1=512 1=16 1=16

e 2.869E) 13 7.812E) 4 2.659E) 13 9.147E) 12 9.758E) 3 2.499E) 3

Fig. 1. Numerical solutions of the electric field jEðx; tÞj2 at t ¼ 1 for Example 1 in the �subsonic limit� regime by TSSP (2.17) and (2.18).

(a) e ¼ 1=8, h ¼ 1=2, k ¼ 1=50; (b) e ¼ 1=32, h ¼ 1=8, k ¼ 1=800; (c) e ¼ 1=128, h ¼ 1=32, k ¼ 1=12; 800 corresponding to h ¼ OðeÞ and
k ¼ OðehÞ ¼ Oðe2Þ.
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complex geometry and general boundary conditions. For more comprehensive comparisons between the

DSC–RK4 and FPS–RK4 for PDEs, we refer to [46]. In summary, for generalized ZS with periodic
boundary conditions or in the whole space with initial data decaying to zero sufficiently fast as jxj ! 1
which can be approximated in a bounded domain with periodic boundary conditions, we recommend to use

TSSP; for generalized ZS in a complex geometry or with non-periodic boundary conditions, we recommend

to use DSC–RK4.
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3.2. Applications

Example 2. The standard ZS with a plane-wave solution, i.e., we choose d ¼ 1, e ¼ 1, a ¼ 1, k ¼ 0, c ¼ 0,

and m ¼ �1 in (1.1)–(1.3) and consider the problem on the interval ½a; b� with a ¼ 0 and b ¼ 2p. The initial
condition is taken as

Eðx; 0Þ ¼ E0ðxÞ ¼ ei7x; Nðx; 0Þ ¼ N 0ðxÞ ¼ 1; Ntðx; 0Þ ¼ N ð1ÞðxÞ ¼ 0; 06 x6 2p: ð3:5Þ

It is easy to see that the ZS (2.1) and (2.2) with the periodic boundary conditions (2.4) and (2.5), and initial

condition (3.5) admits the plane wave solution [27]

Eðx; tÞ ¼ eið7x�xtÞ with x ¼ 72 þ 1 ¼ 50; ð3:6Þ
Nðx; tÞ ¼ 1; a6 x6 b; tP 0: ð3:7Þ

We solve this problem by using the time-splitting spectral method (TSSP) on the interval ½0; 2p� with mesh

size h ¼ p=8 (i.e., 17 grid points in the interval ½0; 2p�) and time step k ¼ 0:01. Fig. 2 shows the numerical

results at t ¼ 2 and t ¼ 4.

From Fig. 2, we can see that the time-splitting spectral method really provides the exact plane-wave

solution of the Zakharov system.

Example 3. Periodic soliton–soliton collisions in 1d of the standard ZS, i.e., we choose d ¼ 1, e ¼ 1, a ¼ 1,

k ¼ 0, c ¼ 0, and m ¼ �1 in (1.1)–(1.3). The analytic solution of the Zakharov system (2.1) and (2.2), which

was derived in [25] and used to test different numerical methods for the ZS in [13,18,28]. Here, we use this

solution to test our method TSSP and DSC–RK4 too. The solution can be written as

Esðx; t; v;EmaxÞ ¼ F ðx� vtÞ exp½i/ðx� utÞ�; ð3:8Þ
Nsðx; t; v;EmaxÞ ¼ Gðx� vtÞ; ð3:9Þ

where

F ðx� vtÞ ¼ Emax � dnðw; qÞ; Gðx� vtÞ ¼ jF ðx� vtÞj2

v2 � 1
þ N0;
w ¼ Emaxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2ð1� v2ÞÞ

p � ðx� vtÞ; q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE2

max � E2
minÞ

p
Emax

;

/ ¼ v=2;
v
2
L ¼ 2pm; m ¼ 1; 2; 3 . . . ; u ¼ v

2
þ 2N0

v
� E2

max þ E2
min

vð1� v2Þ ;
L ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� v2Þ

p
Emax

KðqÞ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� v2Þ

p
Emax

K 0 Emin

Emax

 !
;

with dnðw; qÞ a Jacobian elliptic function [1,21], L the period of the Jacobian elliptic functions or the period

of the soliton, K and K 0 the complete elliptic integrals of the first kind [1,21] satisfying KðqÞ ¼ K 0ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2

p
Þ,

and N0 chosen such that hNsi ¼ 1
L

R L
0
Nsðx; tÞdx ¼ 0. The values of the various parameters used in our

computations are given in Table 5.



Fig. 2. Numerical solutions at t ¼ 2 (�left�) and t ¼ 4 (�right�) in Example 1. �))�: exact solution given in (3.6) and (3.7), �+ + +�:
numerical solution. (a) ReðEðx; tÞÞ: real part of E; (b) ImðEðx; tÞÞ: imaginary part of E; (c) N .
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Table 5

Parameter values for analytic solutions of the periodic Zakharov system

Parameter set L Emax Emin v u N0

A 160 1.0 1:0535� 10�31 0.628319 2.24323 0.0227232

B 160 0.5 1:0535� 10�18 0.628319 )0.27094 0.0227232

C 160 1.0 1:0535� 10�38 0.314159 )3.22992 0.0227232
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In the following we will study soliton–soliton collisions using the time-splitting spectral method. The
initial data is chosen as

Eðx; 0Þ ¼ Esðxþ p; 0; v1;E1
maxÞ þ Esðx� p; 0; v2;E2

maxÞ;
Nðx; 0Þ ¼ Nsðxþ p; 0; v1;E1
maxÞ þ Nsðx� p; 0; v2;E2

maxÞ;
Fig. 3. Numerical solutions at different times in Example 3 for case I. (a) Electric field jEðx; tÞj2. (b) Ion density Nðx; tÞ.



Fig. 3. (continued).
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Ntðx; 0Þ ¼
oNsðxþ p; 0; v1;E1

maxÞ
ot

þ oNsðx� p; 0; v2;E2
maxÞ

ot
;

where x ¼ �p are initial locations of the two solitons. We present computations for three cases:

I. Collision of two solutions with equal amplitudes and opposite velocities.

E1
max ¼ E2

max ¼ Emax ¼ 1:0; v1 ¼ �v2 ¼ v ¼ 0:628319 ðparameter set AÞ:

II. Collision of two solutions with different amplitudes and opposite velocities.

E1
max ¼ 0:5; v1 ¼ 0:628319 ðparameter values set BÞ;
E2
max ¼ 1:0; v2 ¼ �0:628319 ðparameter values set AÞ:

III. Collision of two solutions with equal amplitudes and opposite velocities but different speeds.

E1
max ¼ 1:0; v1 ¼ 0:314159 ðparameter value set CÞ;



Fig. 4. Numerical solutions at different times in Example 3 for case II. (a) Electric field jEðx; tÞj2. (b) Ion density Nðx; tÞ.
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E2
max ¼ 1:0; v2 ¼ �0:628319 ðparameter value set AÞ:

We solve the problem in the interval ½�80; 80�, i.e., a ¼ �80 and b ¼ 80 with mesh size h ¼ 5=16 and time

step k ¼ 0:01. We take p ¼ 10. Fig. 3 shows the values of jEðx; tÞj2 and Nðx; tÞ2 at various times for case I,
Fig. 4 for case II and Fig. 5 for case III.

Case I which was already used in [13,18,28] to test their numerical methods corresponds to collision of

two solutions with equal amplitudes and opposite velocities. In this case, the time t ¼ 15:9 corresponds to

the time when the two solutions are at the same position and the time t ¼ 31:8 corresponds to a time when

the collision is nearing completion (cf. Fig. 3). From the figure we can see that during the collision waves are

emitted, and that after the collision the two solutions have a reduced value of Emax. Comparison of our

graphical results (under mesh size h ¼ 5=16) with those (under mesh size h ¼ 1=20) of [13,18,28] shows
excellent qualitative agreement. This also demonstrates that the time-splitting spectral method TSSP has a
better resolution than the finite difference method proposed in [13,18]. Case II corresponds to the collision

of a right-going soliton with a smaller peak value of E1
max and a left-going soliton with a larger value of E2

max.

They have equal speeds. In this case, during the collision waves are emitted and exchanged, and that after

the collision the peak value of the left-going soliton becomes bigger than its value before collision and the



Fig. 4. (continued).
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peak of the other becomes much smaller (cf. Fig. 4). This means that the soliton with larger peak value will
absorb part of the other wave during their collision. Case III corresponds to a collision of a right-going

soliton with a smaller speed jv1j and a left-going soliton with a larger speed jv2j. They have equal ampli-

tudes. Again, waves are emitted and exchanged during collision. After the collision, the peak value of the

left-going soliton becomes larger than its value before collision and the peak of the other becomes much

smaller (cf. Fig. 5). This means that the soliton with larger speed will absorb part of the other wave during

their collision.

The same results can also be obtained by the DSC–RK4 with mesh size h ¼ 5=16 and time step k ¼ 0:01.

Example 4. A 2d problem of the standard ZS, i.e., we choose d ¼ 2, e ¼ 1, a ¼ 1, k ¼ 0, c ¼ 0, and m ¼ �1

in (1.1)–(1.3). The initial condition is taken as

Eðx; y; 0Þ ¼ 2

ex2þ2y2 þ e�ðx2þ2y2Þ e
i5= coshð

ffiffiffiffiffiffiffiffiffiffi
4x2þy2

p
Þ;

Nðx; y; 0Þ ¼ e�ðx2þy2Þ; Ntðx; y; 0Þ ¼ 0:



Fig. 5. Numerical solutions at different times in Example 3 for case III. (a) Electric field jEðx; tÞj2. (b) Ion density Nðx; tÞ.
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We solve the problem on the rectangle ½�64; 64�2 with mesh size h ¼ 1=4 and time step k ¼ 0:01. Fig. 6
shows the surface plots of jEj2 and N at time t ¼ 2:0, as well as the contour plots of jEj2 and N at different

times.

From Fig. 6, we can see that the time-splitting spectral method can really be applied to solve 2d Za-

kharov system.

Example 5. Soliton–soliton collisions in 1d of the generalized ZS, i.e., we choose d ¼ 1, e ¼ 1, a ¼ �2, and
c ¼ 0 in (1.1)–(1.3). We use the family of one-soliton solutions in [23] to test our methods TSSP and DSC–

RK4. The solution can be written as

Esðx; t; g; V Þ ¼
k
2

�
þ m

e2
ð1=e2 � V 2Þ�1

��1=2

Us; ð3:10Þ
Us 
 2ig sech½2gðX � VtÞ� exp iVX=2
"

þ ið4g2 � V 2=4Þt þ iU0

#
; ð3:11Þ
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Nsðx; t; g; V Þ ¼
m
e2
ð1=e2 � V 2Þ�1jEsj2; ð3:12Þ

where g and V being the soliton�s amplitude and velocity, and U0 being a trivial phase constant. The initial

data is chosen as

Eðx; 0Þ ¼ Esðxþ p; 0; g1; V1Þ þ Esðx� p; 0; g2; V2Þ;
Nðx; 0Þ ¼ Nsðxþ p; 0; g1; V1Þ þ Nsðx� p; 0; g2; V2Þ;
Ntðx; 0Þ ¼
oNsðxþ p; 0; g1; V1Þ

ot
þ oNsðx� p; 0; g2; V2Þ

ot
;

where x ¼ �p are initial locations of the two solitons.

In all the numerical simulations reported in this example, we set k ¼ 2, and U0 ¼ 0. We only simulated

the symmetric collisions, i.e., the collisions of solitons with equal amplitudes g1 ¼ g2 ¼ g and opposite

velocities V1 ¼ �V2 
 V . Here, we present computations for four cases:



Fig. 6. Numerical solutions in Example 4. (A) Surface-plot at time t ¼ 2:0: (a) Electric field jEðx; y; 2:0Þj2; (b) Ion density Nðx; y; 2:0Þ.
(B) Contour-plots at different times. (a) Electric field jEj2; (b) Ion density N .
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I. Collision between solitons moving with the subsonic velocities, V < 1=e ¼ 1.

Case 1: m ¼ 0:2; g ¼ 0:3; V ¼ 0:5;
Case 2: m ¼ 2; g ¼ 0:3; V ¼ 0:045;
Case 3: m ¼ 2; g ¼ 0:3; V ¼ 0:45:

II. Collision between solitons in the transonic regime, V > 1=e ¼ 1.

Case 4: m ¼ 2:0; g ¼ 0:3; V ¼ 3:0:

We solve the problem on the interval ½�128; 128�, i.e., a ¼ �128 and b ¼ 128 with mesh size h ¼ 1=4 and

time step k ¼ 0:005. We take p ¼ 10. Fig. 7 shows the evolution of the dispersive wave field jEj2 for case 1,
Fig. 8 shows the evolutions of the dispersive wave field jEj2 and the acoustic (non-dispersive) field N for case
2, Fig. 9 for case 3 and Fig. 10 for case 4.

Case 1 corresponds to a soliton–soliton collision when the ratio m=k is small, i.e., the generalized ZS (2.1)

and (2.2) is close to the NLS equation. As is seen, the collision seems quite elastic (cf. Fig. 7). Case 2 and

case 3 correspond to the fusion of the colliding subsonic solitons into the new soliton in the system (2.1) and

(2.2) at the different velocities. At very small values of V , the collision results in the direct fusion of the

colliding solitons into a new soliton-like state, its amplitude and width are almost constant in time (cf. Fig.
Fig. 7. Evolution of the wave field jEj2 in Example 5 for case 1.



Fig. 8. Numerical solutions in Example 5 for case 2. (a) Evolution of the wave field jEj2; (b) Evolution of the acoustic field N .

Fig. 9. Numerical solutions in Example 5 for case 3. (a) Evolution of the wave field jEj2; (b) Evolution of the acoustic field N .
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8). With the growth of V , the appearing soliton demonstrates irregular oscillations in its amplitude and size;

the oscillations are accompanied by a conspicuous emission of the acoustic waves (cf. Fig. 9). Case 4

corresponds to the collision of two transonic solitons. Note that the emission of the sound waves is in-

conspicuous at this value of V (cf. Fig. 10).

From Figs. 6–9, we can see that the time-splitting spectral method can really be applied to solve soliton–

soliton collisions of generalized Zakharov system. Furthermore, the DSC–RK4 can also achieve similar
results.



Fig. 10. Numerical solutions in Example 5 for case 4. (a) Evolution of the wave field jEj2; (b) Evolution of the acoustic field N .
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4. Conclusions

The time-splitting spectral method (TSSP) and discrete singular convolution method (DSC–RK4) for

numerical discretization of the generalized Zakharov system (ZS) are presented. The method of TSSP is

explicit, easy to extend to high dimensions, easy to program, less memory requirement, weaker stability

constraint, and time reversible and time transverse invariant if the generalized ZS is so. Furthermore it

keeps the same decay rate of the wave energy in the generalized ZS and gives exact results for plane-wave
solutions of ZS. Numerical results for a solitary wave solution demonstrate that the method is of spectral-

order accuracy in space and second-order accuracy in time as well as �good� e-resolution in the �subsonic
limit� regime, i.e., 0 < e � 1. The method is applied successfully to simulate soliton–soliton collisions of the

(generalized) ZS as well as a 2d problem. Numerical results demonstrate the efficiency and high accuracy of

TSSP for these problems.

FPS–RK4 and DSC–RK4 are of spectral accuracy in space and explicit fourth-order accuracy in time.

Both methods are found to persevere the first few conserved physical quantities to at least 10 digits. Nu-

merical experiments indicate that these two methods perform much better than the WG–RK4 and FD in
terms of accuracy, but have a stronger requirement for time integration stability. However, as a local

spectral method, the DSC-based method can be applied to deal with complex geometry and general

(complicated) boundary conditions at spectral accuracy.

In summary, for generalized ZS with periodic boundary conditions or in the whole space with initial data

decaying to zero sufficiently fast as jxj ! 1 which can be approximated in a bounded domain with periodic

boundary conditions, we recommend to use TSSP; for generalized ZS in a complex geometry or with non-

periodic boundary conditions, we recommend to use DSC–RK4.
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Appendix A

Proof of Theorem 2.1. From (2.18) in the scheme TSSP, noting (2.30) and (2.19), one has
M
b� a

kEmþ1k2l2 ¼
XM�1

j¼0

Emþ1
j

��� ���2 ¼XM�1

j¼0

XM=2�1

l¼�M=2

e�ikl2l =2ðcE��E��Þl eillðxj�aÞ

�����
�����
2

¼ M
XM=2�1

l¼�M=2

e�ikl2l =2 ðcE��E��Þl
��� ���2

¼ M
XM=2�1

l¼�M=2

ðcE��E��Þl
��� ���2 ¼ 1

M

XM=2�1

l¼�M=2

XM�1

j¼0

E��
j e�illðxj�aÞ

�����
�����
2

¼
XM�1

j¼0

E��
j

��� ���2

¼

PM�1

j¼0 expf�ik½aðNm
j þ Nmþ1

j Þ=2� kjE�
j j

2�gE�
j

��� ���2; c ¼ 0;PM�1

j¼0 expf�ck � i½kaðNm
j þ Nmþ1

j Þ=2þ kjE�
j j

2ðe�2ck � 1Þ=2c�gE�
j

��� ���2; c 6¼ 0;

8>><>>:
¼ e�2ck

XM�1

j¼0

E�
j

��� ���2 ¼ e�2ck
XM�1

j¼0

XM=2�1

l¼�M=2

e�ikl2l =2ðcEmEmÞleillðxj�aÞ

�����
�����
2

¼ e�2ckM
XM=2�1

l¼�M=2

e�ikl2l =2ðcEmEmÞl
��� ���2 ¼ e�2ckM

XM=2�1

l¼�M=2

ðcEmEmÞl
��� ���2

¼ e�2ck

M

XM=2�1

l¼�M=2

XM�1

j¼0

Em
j e

�illðxj�aÞ

�����
�����
2

¼ e�2ck
XM�1

j¼0

Em
j

��� ���2 ¼ Me�2ck

b� a
kEmk2l2 ¼ � � �

¼ Me�2ctmþ1

b� a
kE0k2l2 ; mP 1: ðA:1Þ
Thus, the equality (2.31) is proved. Here, we use the identities
XM�1

j¼0

ei2pðk�lÞj=M ¼ 0; k � l 6¼ nM ;
M ; k � l ¼ nM ;

�
n integer ðA:2Þ
and
XM=2�1

l¼�M=2

ei2pðk�jÞl=M ¼ 0; k � j 6¼ nM ;
M ; k � j ¼ nM ;

�
n integer: ðA:3Þ
From the equality (2.17), we have
Nmþ1
j � Nm

j

k
�
Nm

j � Nm�1
j

k
¼ k

e2
Df

xxN
m

�
� mDf

xxjEmj2
����

x¼xj
; 06 j < M : ðA:4Þ
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Summing the above equality for j from 0 to M � 1, noting (2.20), (2.19), and (A.2), we obtainXM�1

j¼0

Nmþ1
j � Nm

j

k
�
XM�1

j¼0

Nm
j � Nm�1

j

k
¼ k

e2
XM�1

j¼0

Df
xxN

m
�

� mDf
xxjEmj2

����
x¼xj

¼ � k
e2
XM�1

j¼0

XM=2�1

l¼�M=2

l2
l ðcNmNmÞl
�

� m dðjEmj2ÞðjEmj2Þl
�
eillðxj�aÞ

¼ � k
e2
XM�1

j¼0

XM=2�1

l¼�M=2

l2
l ðcNmNmÞl
�

� m dðjEmj2ÞðjEmj2Þl
�
ei2plj=M

¼ � k
e2

XM=2�1

l¼�M=2

l2
l ðcNmNmÞl
�

� m dðjEmj2ÞðjEmj2Þl
�XM�1

j¼0

ei2plj=M ¼ 0;

m ¼ 1; 2; . . . ðA:5Þ

By induction, we getXM�1

j¼0

Nmþ1
j � Nm

j

k
¼
XM�1

j¼0

N 1
j � N 0

j

k
; m ¼ 1; 2; . . . ðA:6Þ

Applying (2.21) into (2.17) with m ¼ 1, we have

N 1
j � N 0

j

k
¼ N ð1Þ

j þ k
2e2

Df
xxN

0
�

� mDf
xxjE0j2

����
x¼xj

; j ¼ 0; 1; 2; . . . ;M : ðA:7Þ

Summing (A.7) for j from 0 to M � 1, noting (2.22) and by proceeding analogously to (A.5), we getXM�1

j¼0

N 1
j � N 0

j

k
¼
XM�1

j¼0

N ð1Þ
j þ

XM�1

j¼0

k
2e2

Df
xxN

0
�

� mDf
xxjE0j2

����
x¼xj

¼ 0þ 0 ¼ 0: ðA:8Þ

The equality (2.32) is a combination of (A.6) and (A.8). Combining (A.8) and (2.21), we obtainXM�1

j¼0

N 1
j ¼

XM�1

j¼0

N 0
j ¼

XM�1

j¼0

N 0ðxjÞ: ðA:9Þ

Thus, the equality (2.33) is proved from (2.32) by induction and noting (A.9). �
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