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Example A: Combinatorics.

Given a set, S, let

#S = |S| = cardinality of S.

The Principle of Inclusion-Exclusion or PIE is a very useful tool
in enumerative combinatorics.

Theorem (PIE)
Let S be a finite set and S1, . . . ,Sn ⊆ S.∣∣∣∣∣S −

n⋃
i=1

Si

∣∣∣∣∣ = |S| −
∑

1≤i≤n

|Si |+
∑

1≤i<j≤n

|Si ∩ Sj |

− · · ·+ (−1)n

∣∣∣∣∣
n⋂

i=1

Si

∣∣∣∣∣ .



Example A: Combinatorics.
Given a set, S, let

#S = |S| = cardinality of S.

The Principle of Inclusion-Exclusion or PIE is a very useful tool
in enumerative combinatorics.

Theorem (PIE)
Let S be a finite set and S1, . . . ,Sn ⊆ S.∣∣∣∣∣S −

n⋃
i=1

Si

∣∣∣∣∣ = |S| −
∑

1≤i≤n

|Si |+
∑

1≤i<j≤n

|Si ∩ Sj |

− · · ·+ (−1)n

∣∣∣∣∣
n⋂

i=1

Si

∣∣∣∣∣ .



Example A: Combinatorics.
Given a set, S, let

#S = |S| = cardinality of S.

The Principle of Inclusion-Exclusion or PIE is a very useful tool
in enumerative combinatorics.

Theorem (PIE)
Let S be a finite set and S1, . . . ,Sn ⊆ S.∣∣∣∣∣S −

n⋃
i=1

Si

∣∣∣∣∣ = |S| −
∑

1≤i≤n

|Si |+
∑

1≤i<j≤n

|Si ∩ Sj |

− · · ·+ (−1)n

∣∣∣∣∣
n⋂

i=1

Si

∣∣∣∣∣ .



Example A: Combinatorics.
Given a set, S, let

#S = |S| = cardinality of S.

The Principle of Inclusion-Exclusion or PIE is a very useful tool
in enumerative combinatorics.

Theorem (PIE)
Let S be a finite set and S1, . . . ,Sn ⊆ S.∣∣∣∣∣S −

n⋃
i=1

Si

∣∣∣∣∣ = |S| −
∑

1≤i≤n

|Si |+
∑

1≤i<j≤n

|Si ∩ Sj |

− · · ·+ (−1)n

∣∣∣∣∣
n⋂

i=1

Si

∣∣∣∣∣ .



Example B: Theory of Finite Differences.

Let
Z≥0 = the nonnegative integers.

If one takes a function f : Z≥0 → R then there is an analogue of
the derivative, namely the difference operator

∆f (n) = f (n)− f (n − 1)

(where f (−1) = 0 by definition). There is also an analogue of
the integral, namely the summation operator

Sf (n) =
n∑

i=0

f (i).

The Fundamental Theorem of the Difference Calculus or FTDC
is as follows.

Theorem (FTDC)
If f : Z≥0 → R then

∆Sf (n) = f (n).
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Example C: Number Theory

If d ,n ∈ Z then write d |n if d divides evenly into n. The
number-theoretic Möbius function is µ : Z>0 → Z defined as

µ(n) =

{
0 if n is not square free,
(−1)k if n = product of k distinct primes.

The importance of µ lies in the number-theoretic Möbius
Inversion Theorem or MIT.

Theorem (Number Theory MIT)
Let f ,g : Z>0 → R satisfy

f (n) =
∑
d |n

g(d)

for all n ∈ Z>0. Then

g(n) =
∑
d |n

µ(n/d)f (d).
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Möbius inversion over partially ordered sets is important for the
following reasons.

1. It unifies and generalizes the three previous examples.
2. It makes the number-theoretic definition transparent.
3. It can be used to solve combinatorial problems.
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A partially ordered set or poset is a set P together with a binary
relation ≤ such that for all x , y , z ∈ P:

1. (reflexivity) x ≤ x ,
2. (antisymmetry) x ≤ y and y ≤ x implies x = y ,
3. (transitivity) x ≤ y and y ≤ z implies x ≤ z.

Given any poset notation, if we wish to be specific about the
poset P involved, we attach P as a subscript. For example,
using ≤P for ≤. We also adopt the usual conventions for
inequalities. For example, x < y means x ≤ y and x 6= y .
If x , y ∈ P then x is covered by y or y covers x , written x l y , if
x < y and there is no z with x < z < y . The Hasse diagram of
P is the (directed) graph with vertices P and an edge from x up
to y if x l y .
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Example: The Chain.

The chain of length n is Cn = {0,1, . . . ,n} with the usual ≤ on
the integers.

C3=

s0

s1

s2

s3

Note that Cn looks like a chain. zo mj
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Example: The Boolean Algebra.

The Boolean algebra is

Bn = {S : S ⊆ {1,2, . . . ,n}}

partially ordered by S ≤ T if and only if S ⊆ T .

B3 =

t∅QQQ
Q

QQ

�
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Note that B3 looks like a cube. zo mj
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Example: The Divisor Lattice.

Given n ∈ Z>0 the corresponding divisor lattice is

Dn = {d ∈ Z>0 : d |n}

partially ordered by c ≤Dn d if and only if c|d .

D18 =

t1@
@

@@

�
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t t2 3�
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Poset P has a zero if there is 0̂ ∈ P with 0̂ ≤ x , for all x ∈ P.

Poset P has a one if there is 1̂ ∈ P with 1̂ ≥ x for all x ∈ P.
Example. Our three examples each have a 0̂ and 1̂:

0̂Cn = 0, 1̂Cn = n, 0̂Bn = ∅, 1̂Bn = {1, . . . ,n}, 0̂Dn = 1, 1̂Dn = n.

We say x , y ∈ P have a meet if there is an element x ∧ y ∈ P
which is their greatest lower bound. Also x , y ∈ P have a join if
there is an element x ∨ y ∈ P which is their least upper bound.
Example.

1. Cn is a lattice with i ∧ j = min{i , j} and i ∨ j = max{i , j}.
2. Bn is a lattice with S ∧ T = S ∩ T and S ∨ T = S ∪ T .
3. Dn is a lattice with c ∧d = gcd{c,d} and c ∨d = lcm{c,d}.

If x ≤ y in P then the corresponding closed interval is

[x , y ] = {z : x ≤ z ≤ y}.

Note that [x , y ] is a poset in its own right and it has a 0̂ and 1̂:

0̂[x ,y ] = x , 1̂[x ,y ] = y .
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Example: The Chain.
In C9 we have the interval [4,7]:
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Example: The Boolean Algebra.
In B7 we have the interval [{3}, {2,3,5,6}]:
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For posets P and Q, an order preserving map is f : P → Q with

x ≤P y =⇒ f (x) ≤Q f (y).

An isomorphism is a bijection f : P → Q such that both f and
f−1 are order preserving. In this case P and Q are isomorphic,
written P ∼= Q.

Proposition
If i ≤ j in Cn then [i , j] ∼= Cj−i .
If S ⊆ T in Bn then [S,T ] ∼= B|T−S|.
If c|d in Dn then [c,d ] ∼= Dd/c .
Proof for Cn. Define f : [i , j]→ Cj−i by f (k) = k − i . Then f is
order preserving since

k ≤ l =⇒ k − i ≤ l − i =⇒ f (k) ≤ f (l).

Also f is bijective with inverse f−1(k) = k + i . It is easy to check
that f−1 is order preserving.
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The product of P,Q is P ×Q = {(a, x) | a ∈ P, x ∈ Q} with

(a, x) ≤P×Q (b, y) ⇐⇒ a ≤P b and x ≤Q y .

Example.
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@@
t(2,32)

∼= D18

Proposition

1. We have Bn ∼=
n︷ ︸︸ ︷

C1 × · · · × C1
def
= Cn

1 .
2. If n = pn1

1 · · · p
nk
k (prime factors), then Dn ∼= Cn1 × · · · × Cnk .

Proof for Cn. Define f : Bn → Cn
1 by f (S) = (x1, . . . , xn) where

xi = 1 if xi ∈ S and xi = 0 else. Then f is an isomorphism.
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If P has a 0̂ then its Möbius function, µ : P → Z, is defined
recursively by

µ(x) =

{
1 if x = 0̂,
−
∑

y<x µ(y) if x > 0̂.

Equivalently ∑
y≤x

µ(y) = δx ,0̂

where δx ,0̂ is the Kronecker delta,

δx ,y =

{
1 if x = y ,
0 if x 6= y .
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∑
y≤x

µ(y) = δx ,0̂.

Example: The Chain.
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-1

r2

0

r3

0

µ(0)

= µ(0̂) = 1.
0 = µ(1) + µ(0) = µ(1) + 1 =⇒ µ(1) = −1.
0 = µ(2) + µ(1) + µ(0) = µ(2)− 1 + 1 =⇒ µ(2) = 0.
Similarly µ(3) = 0.

Proposition

In Cn we have µ(i) =


1 if i = 0
−1 if i = 1,
0 else.
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µ(1)

= µ(0̂) = 1.
µ(2) = µ(3) = −1.
0 = µ(6) + µ(2) + µ(3) + µ(1) = µ(6)− 1− 1 + 1 =⇒ µ(6) = 1.
0 = µ(9) + µ(3) + µ(1) = µ(9)− 1 + 1 =⇒ µ(9) = 0.
0 = µ(18) + 1 + 0− 1− 1 + 1 =⇒ µ(18) = 0.

Conjecture
If d ∈ Dn has prime factorization d = pn1

1 · · · p
nk
k then

µ(d) =

{
(−1)k if n1 = . . . = nk = 1,
0 if mi ≥ 2 for some i.
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Theorem

1. If f : P → Q is an isomorphism and x , y ∈ P then

µP(x , y) = µQ(f (x), f (y)).

2. If a,b ∈ P and x , y ∈ Q then

µP×Q((a, x), (b, y)) = µP(a,b)µQ(x , y).

Corollary
If S ∈ Bn then µ(S) = (−1)|S|.

Proof. We have an isomorphism f : Bn → (C1)n. Also

µC1(0) = 1 and µC1(1) = −1.

Now if f (S) = (x1, . . . , xn) then by the previous theorem

µBn (S) = µ(C1)n (x1, . . . , xn) =
∏

i µC1(xi)

= (−1)(# of xi = 1) = (−1)|S|.

Similarlt we can derive µDn (d).
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Let Int P = {[x , y ] | x ≤ y}

and define µ : Int P → Z by∑
x≤y≤z

µ(x , y) = δx ,z .

Theorem (Möbius Inversion Theorem, MIT)
Let P be a finite poset and suppose f ,g : P → R.
1. f (x) =

∑
y≥x

g(y) ∀x ∈ P =⇒ g(x) =
∑
y≥x

µ(x , y)f (y) ∀x ∈ P.

2. f (x) =
∑
y≤x

g(y) ∀x ∈ P =⇒ g(x) =
∑
y≤x

µ(y , x)f (y) ∀x ∈ P.

Proof of 1. Substitution and the definition of µ yields∑
y≥x

µ(x , y)f (y) =
∑
y≥x

µ(x , y)
∑
z≥y

g(z) =
∑
z≥x

g(z)
∑

x≤y≤z

µ(x , y)

=
∑
z≥x

g(z)δx ,z = g(x).

Notes. 1. The two parts of the MIT are actually “if and only if.”
2. One can apply the MIT to Cn, Bn, and Dn to obtain the
FTDC, PIE, and MIT from Number Theory, respectively.
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1. (a) Prove that if S ⊆ T in Bn then [S,T ] ∼= B|T−S|.
(b) Prove that if c|d in Dn then [c,d ] ∼= Dd/c .

2. (a) Finish the proof that Bn ∼= Cn
1 .

(b) Prove that if n = pn1
1 . . . pnk

k (prime factorization ) then

Dn ∼= Cn1 × · · · × Cnk .

3. (a) Prove that if f : P → Q is an isomorphism then

µP(x , y) = µQ(f (x), f (y)).

(b) Prove that if a,b ∈ P and x , y ∈ Q then

µP×Q((a, x), (b, y)) = µP(a,b)µQ(x , y).

(c) Prove that if n ∈ Dn is as in 2(b) then

µ(n) =

{
(−1)k if n1 = . . . = nk = 1,
0 if mi ≥ 2 for some i .

4. (a) Prove the FTDC by Möbius inversion over Cn.
(b) Prove the PIE by Möbius inversion over Bn.
(c) Prove the Number Th’y MIT by Möbius inversion over Dn.
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1. (a) Prove that if S ⊆ T in Bn then [S,T ] ∼= B|T−S|.
(b) Prove that if c|d in Dn then [c,d ] ∼= Dd/c .

2. (a) Finish the proof that Bn ∼= Cn
1 .

(b) Prove that if n = pn1
1 . . . pnk

k (prime factorization ) then

Dn ∼= Cn1 × · · · × Cnk .

3. (a) Prove that if f : P → Q is an isomorphism then

µP(x , y) = µQ(f (x), f (y)).

(b) Prove that if a,b ∈ P and x , y ∈ Q then

µP×Q((a, x), (b, y)) = µP(a,b)µQ(x , y).

(c) Prove that if n ∈ Dn is as in 2(b) then

µ(n) =

{
(−1)k if n1 = . . . = nk = 1,
0 if mi ≥ 2 for some i .

4. (a) Prove the FTDC by Möbius inversion over Cn.
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