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1. Introduction. Riemannian differential geometry originated in attempts to generalize the highly successful theory of compact surfaces. From the earliest days, conformal changes of metric (multiplication of the metric by a positive function) have played an important role in surface theory. For example, one consequence of the famous uniformization theorem of complex analysis is the fact that every surface has a conformal metric of constant (Gaussian) curvature. This provides a “standard model” for each homeomorphism class of surfaces, and reduces topological questions to differential geometric ones.

Life would be simple if the naive generalization of this theorem held in higher dimensions: every n-manifold would have a conformal metric of constant curvature, and questions in differential topology would be reduced to geometric questions about the constant-curvature models. However, it is easy to see that this cannot be true. In general the problem is highly overdetermined: the curvature tensor has on the order of $n^4$ independent components, while a conformal change of metric allows us to choose only one unknown function. For example, if $n \geq 4$, the Weyl tensor, formed from the components of the Riemannian curvature tensor, is conformally invariant and vanishes if and only if the metric is locally conformally equivalent to the Euclidean metric. From this point of view it seems natural instead to seek a
conformal change of metric that makes only the scalar curvature (the complete contraction of the curvature tensor) constant, for then we are looking for one unknown function to satisfy one condition. Thus we are led to:

**The Yamabe Problem.** Given a compact Riemannian manifold \((M, g)\) of dimension \(n \geq 3\), find a metric conformal to \(g\) with constant scalar curvature.

In 1960, H. Yamabe [Y] attempted to solve this problem using techniques of calculus of variations and elliptic partial differential equations. He claimed that every compact Riemannian \(n\)-manifold \(M\) has a conformal metric of constant scalar curvature. Unfortunately, his proof contained an error, discovered in 1968 by Neil Trudinger [T]. Trudinger was able to repair the proof, but only with a rather restrictive assumption on the manifold \(M\). In order to understand the restriction, let us describe Yamabe’s approach.

Suppose \((M, g)\) is a compact Riemannian manifold of dimension \(n \geq 3\) (which we will always assume is connected). Any metric conformal to \(g\) can be written \(\tilde{g} = e^{2f}g\), where \(f\) is a smooth real-valued function on \(M\). If \(S\) and \(\tilde{S}\) denote the scalar curvatures of \(g\) and \(\tilde{g}\), respectively, they satisfy the transformation law:

\[
\tilde{S} = e^{-2f}(S + 2(n - 1)\Delta f - (n - 1)(n - 2)|\nabla f|^2),
\]

in which \(\Delta f\) denotes the Laplacian of \(f\) and \(\nabla f\) its covariant derivative, defined with respect to the metric \(g\). This formula is considerably simplified if we make the substitution \(e^{2f} = \varphi^{p-2}\), with \(p = 2n/(n - 2)\) and \(\tilde{g} = \varphi^{p-2}g\):

\[
\tilde{S} = \varphi^{1-p}\left(4\frac{n-1}{n-2}\Delta \varphi + \varphi S\right).
\]

**Notation.** Throughout this paper, we will use the following notations:

\[
n = \text{dim } M \geq 3; \quad p = \frac{2n}{n - 2}; \quad a = \frac{n - 1}{n - 2}; \quad \Box = a\Delta + S.
\]

Thus \(\tilde{g} = \varphi^{p-2}g\) has constant scalar curvature \(\lambda\) iff \(\varphi\) satisfies the Yamabe equation:

\[
\Box \varphi = \lambda \varphi^{p-1}.
\]

This is a sort of “nonlinear eigenvalue problem.” The analytic properties of the equation \(\Box \varphi = \lambda \varphi^q\) depend critically on the value of the exponent \(q\): when \(q = 1\), the equation is just the linear eigenvalue problem for \(\Box\). When \(q\) is close to 1, as we will see in §4, its analytic behavior is quite similar to that of the linear case, and the problem is easily solved. When \(q\) is very large, the methods based on linear theory break down altogether. It happens that the exponent \(q = p - 1 = (n + 2)/(n - 2)\) that occurs in the Yamabe equation is precisely the critical value, below which the equation is easy to solve and above which it may be impossible. This accounts for the analytic complexity of the Yamabe problem.

Yamabe observed that equation (1.2) is the Euler-Lagrange equation for the functional

\[
Q(\tilde{g}) = \frac{\int_M \tilde{S} dV_{\tilde{g}}}{\left(\int_M dV_{\tilde{g}}\right)^{2/p}},
\]
where $\tilde{g}$ is allowed to vary over metrics conformally equivalent to $g$. To see this, observe that $Q$ can be written $Q(\tilde{g}) = Q(\varphi^{-2} g) = Q_\varphi$, where

$$Q_\varphi(\varphi) = \frac{E(\varphi)}{\|\varphi\|_p^2},$$

(1.4)

$$E(\varphi) = \int_M a|\nabla \varphi|^2 + S\varphi^2 dV_g,$$

$$\|\varphi\|_p = \left( \int_M |\varphi|^p dV_g \right)^{1/p}.$$

Then for any $\psi \in C^\infty(M)$, integration by parts yields

$$\frac{d}{dt} Q_\varphi(\varphi + t\psi) \bigg|_{t=0} = \frac{2}{\|\varphi\|_p^2} \int_M \left( a|\nabla \varphi|^2 + S\varphi - \|\varphi\|_p^{p-1} E(\varphi)\varphi^{p-1} \right) \psi dV_g.$$

Thus $\varphi$ is a critical point of $Q_\varphi$ if and only if it satisfies the Yamabe equation (1.2) with $\lambda = E(\varphi)/\|\varphi\|_p^2$.

Since by Hölder’s inequality $\|\int_M S\varphi^2\|$ is bounded by a multiple of $\|\varphi\|_p^p$, it follows easily that $Q_\varphi$ (and thus $Q$) is bounded below. We set

$$\lambda(M) = \inf \{ Q_\varphi(\varphi): \text{\varphi a smooth, positive function on } M \}.$$

This constant $\lambda(M)$ is an invariant of the conformal class of $(M, g)$, called the Yamabe invariant. Its value is central to the analysis of the Yamabe problem.

The solution of the Yamabe problem follows its historical development. It is summarized by three main theorems.

Trudinger’s modification of Yamabe’s proof worked whenever $\lambda(M) \leq 0$. In fact, he showed that there is a positive constant $\alpha(M)$ such that the proof works when $\lambda(M) < \alpha(M)$. Now it is easy to show (see §3) that $\lambda(M) \leq \lambda(S^n)$, where $S^n$ is the sphere with its standard metric. In 1976, Thierry Aubin [A2] extended Trudinger’s result by showing, in effect, that $\alpha(M) = \lambda(S^n)$ for every $M$. This established:

**Theorem A (Yamabe, Trudinger, Aubin).** The Yamabe problem can be solved on any compact manifold $M$ with $\lambda(M) < \lambda(S^n)$, where $S^n$ is the sphere with its standard metric.

This result shifts the focus of the proof from analysis to the problem of understanding the essentially geometric invariant $\lambda(M)$. The obvious approach to showing $\lambda(M) < \lambda(S^n)$ is to find a “test function” $\varphi$ with $Q_\varphi(\varphi) < \lambda(S^n)$. Aubin [A2] sought such a function compactly supported in a small neighborhood of a point $P \in M$. By carefully studying the local geometry of $M$ near $P$ in normal coordinates, he was able to construct such test functions in many cases, proving the following theorem.

**Theorem B (Aubin).** If $M$ has dimension $n \geq 6$ and is not locally conformally flat then $\lambda(M) < \lambda(S^n)$.

The remaining cases are more difficult because the local conformal geometry does not contain sufficient information to conclude that $\lambda(M) < \lambda(S^n)$. These cases thus require the construction of a global test function. This was done by Richard Schoen [S] in 1984. His theorem completes the solution of the Yamabe problem.
**Theorem C (Schoen).** If $M$ has dimension 3, 4, or 5, or if $M$ is locally conformally flat, then $\lambda(M) < \lambda(S^n)$ unless $M$ is conformal to the standard sphere.

Schoen’s proof introduced two important new ideas. First, he recognized the key role of the Green function for the operator $\Box$; in fact, his test function was simply the Green function with its singularity smoothed out. Second, he discovered the unexpected relevance of the positive mass theorem of general relativity, which had recently been proved in dimensions 3 and 4 by Schoen and S.-T. Yau [SY1, SY2, SY4]. A curious feature of Schoen’s proof is that it works only in the cases not covered by Aubin’s theorem.

The proof of Theorem C actually requires an $n$-dimensional version (as yet unpublished) of the positive mass theorem, which was announced by Schoen in [S]. The 5-dimensional case appears to be a straightforward generalization of the 4-dimensional proof in [SY2]. The higher-dimensional case is more difficult. However, for $n \geq 6$ the result is needed only for locally conformally flat manifolds; Schoen and Yau [SY6] have recently given an alternate proof for this case (see §10).

The solution of the Yamabe problem marks a milestone in the development of the theory of nonlinear partial differential equations. Semilinear equations of the form (1.2) with critical exponent arise in many contexts and have long been studied by analysts. This is the first time that such an equation has been completely solved.

The aim of the present paper is to provide a unified expository account of the proof of the Yamabe theorem, presenting for the first time the complete solution in one place. This account should be accessible to anyone familiar with enough differential geometry to feel comfortable with tensors, covariant derivatives, and normal coordinates; and enough analysis to follow arguments involving Sobolev and Hölder spaces and basic elliptic regularity theory for the Laplace operator.

The proof we present is self-contained (except for a central step in the positive mass theorem), and incorporates several improvements over the proofs currently available in the literature. Most importantly, we show how to recast the local proof of Aubin and the global proof of Schoen in a single framework.

The key simplification is achieved by introducing a special coordinate system, called “conformal normal coordinates”. These are analogous to geodesic normal coordinates on a Riemannian manifold, and greatly simplify local analysis on conformal manifolds. (A related coordinate system was invented by Robin Graham [G] to study conformal invariant theory.)

Using the Green function for $\Box$, we define a “stereographic projection” from $M$ minus a point to a noncompact manifold $\tilde{M}$ with zero scalar curvature. We then construct a test function on $\tilde{M}$ whose Yamabe quotient is very close to that of the sphere. Conformal normal coordinates allow us to obtain a precise estimate of this Yamabe quotient. This shows that $\lambda(M) < \lambda(S^n)$ provided a certain quantity called the “distortion coefficient” is positive. This coefficient measures the average behavior of the metric on $\tilde{M}$ near infinity. In the case of Theorem B, it is readily computed from the local conformal geometry of $M$. 
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while in the case of Theorem C its positivity follows from the positive mass theorem. This approach, we feel, sheds considerable light on the relationship between Theorems B and C, and eliminates the need for the “delicate perturbation argument” that Schoen used to handle dimensions 4 and 5. It also shows that the expansion of the Green function contains all the information needed to prove that \( \lambda(M) < \lambda(S^n) \).

In §2 of this paper, we recall the notation and background material from differential geometry and analysis that we will be using throughout the paper. §3 is a discussion of the “model case” for the Yamabe problem, the sphere with its standard metric. In §4, we complete the analytic part of the proof by showing that the problem can be solved if \( \lambda(M) < \lambda(S^n) \).

Conformal normal coordinates are introduced in §5, and used to give a very simple proof of Aubin’s theorem. In §6, we define a stereographic projection for a compact manifold with positive Yamabe invariant, and derive the asymptotic expansion of its metric explicitly to high order. In §7 we construct a test function on \( M \) and compute its Yamabe quotient.

§§8, 9, and 10 give a brief treatment of the positive mass theorem. In §8, we introduce the physicists’ notion of mass of an asymptotically flat manifold, and describe the physical motivation for the positive mass and positive action conjectures. §9 discusses some analytic tools for asymptotically flat manifolds, and §10 sketches a proof of the \( n \)-dimensional positive mass theorem. Finally, in §11 we complete the proof of the Yamabe theorem.

We are indebted to Karen Uhlenbeck, who first introduced us to the Yamabe problem, and to David Jerison, whose ideas about the expansion of the Green function were very helpful in early conversations. We would also like to thank Jean-Pierre Bourguignon for helpful comments on the manuscript.

2. Geometric and analytic preliminaries. In this section we collect some notations and well-known facts from differential geometry and the theory of linear partial differential equations on manifolds. Most of the results stated here without proof can be found in [KN, A3, or GT].

Geometric notations. We use standard index notation for tensors. If \( g_{jk} \) are the components of the metric tensor with respect to a coordinate system \( \{ x^i \} \), \( g_{jk} \) and its inverse \( g^{jk} \) are used to raise and lower indices: \( T^i_k = g^{ij}T_{jk} \). The metric extends to an inner product on tensors of any type: for example, the norm of the 2-tensor \( T \) with components \( T_{jk} \) is \( |T|^2 = T_{jk}T^{jk} = g^{jk}g^{lm}T_{jk}T_{lm} \).

Covariant differentiation is denoted by \( \nabla \). If \( f \) is a function on \( M \), its covariant derivative is the 1-tensor \( v/ \) whose components we will write \( f_{;m} \). The \( m \)th covariant derivative of \( f \) is the \( m \)-tensor \( \nabla^m f \), with components \( f_{;ik} \ldots \).

If \( T \) is a tensor, indices of \( \nabla^m T \) that result from differentiation will be separated by a comma: for example, if \( T_{jk} \) are the components of a 2-tensor \( T \) as above, then the components of \( \nabla^2 T \) are denoted by \( T_{jk,lm} \).

The Euclidean volume form \( dx^1 \wedge \cdots \wedge dx^n \) on \( \mathbb{R}^n \) will be denoted by \( dx \). The standard volume form on the unit \((n-1)\)-sphere in \( \mathbb{R}^n \) will be denoted by \( d\omega \), and we write \( d\omega_r = r^{n-1}d\omega \) for the volume form on the sphere \( S_r \) of radius \( r \). We let \( \omega \) denote the volume of the unit sphere, and \( \omega_r = r^{n-1}\omega \). If \( g \)}
is a Riemannian metric, $dV_g$ denotes its Riemannian density, which is defined whether or not $M$ is oriented. In local coordinates, $dV_g = (\det g)^{1/2}|dx|$

The **divergence operator** is the formal adjoint $\nabla^*$ of $\nabla$, given on 1-forms by $\nabla^*\omega = -\omega_{,i}^i$. On a compact manifold with boundary it satisfies the **divergence theorem**

$$\int_M \nabla^*\omega dV_g = -\int_{\partial M} \omega(N) dV_{\tilde{g}},$$

where $\tilde{g}$ is the induced metric on $\partial M$ and $N$ is the outward unit normal. (If $M$ is oriented this is just Stokes' theorem. If not, it follows from Stokes' theorem on the oriented double cover of $M$.) The **Laplacian** is the second-order differential operator $\Delta$ given on functions by

$$(2.1) \quad \Delta u = \nabla^*\nabla u = -(\det g)^{-1/2}\partial_i\left(g^{ij}(\det g)^{1/2}\partial_j u\right).$$

On a compact manifold without boundary the divergence theorem yields the "integration by parts" formula

$$\int_M (\nabla v, \nabla u) dV_g = \int_M v\Delta u dV_g.$$ 

The **Riemannian curvature tensor** is the tensor with components $R_{ijkl}$, computed in a coordinate system $\{x^i\}$ by:

$$R_{ijkl} = \langle R(\partial_k, \partial_l)\partial_j, \partial_i \rangle,$$

where $R$ is the curvature operator $R(V, W) = [\nabla_V, \nabla_W] - \nabla_{[V, W]}$. It satisfies the **Ricci identity**

$$(2.2) \quad \omega_{j,kl} - \omega_{j,ik} = R_{ijkl}^i \omega_i$$

for any one-form $\omega_\cdot dx^j$, and the **Bianchi identities:**

$$(2.3) \quad R_{ijkl} + R_{iklj} + R_{iljk} = 0, \quad R_{ijkl,m} + R_{ijlm,k} + R_{ijmk,l} = 0.$$ 

The **Ricci tensor** is the contraction $R_{ij} = R_{jikl}^l$ of the curvature tensor, and the **scalar curvature** is the trace $S = R_{ij}^{ij}$ of the Ricci tensor. $M$ is said to be **Einstein** if its Ricci tensor is a scalar multiple of the metric, or equivalently if the traceless Ricci tensor $B_{ij} = R_{ij} - (S/n)g_{ij}$ vanishes. Contracting the second equation in (2.3) on the indices $i, k$ and again on $j, l$, we obtain:

$$(2.4) \quad S_{,m} - 2R_{,m,i}^i = 0.$$ 

It follows that an Einstein manifold has constant scalar curvature.

The remaining components of the curvature tensor constitute the **Weyl tensor** $W$, with components:

$$W_{ijkl} = R_{ijkl} - \frac{1}{n-2} \left( R_{ik} g_{jl} - R_{il} g_{jk} + R_{jl} g_{ik} - R_{jk} g_{il} \right)$$

$$+ \frac{S}{(n-1)(n-2)} \left( g_{ik} g_{jl} - g_{il} g_{jk} \right).$$
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(This formula is chosen so that the trace of $W$ on any pair of indices vanishes. $W$ vanishes identically if $n = 3$.) Using the definitions of $W$ and $B$, we can write the curvature tensor as a sum of three parts:

$$R_{ijkl} = W_{ijkl} + \frac{1}{n-2}(B_{ik}g_{jl} - B_{il}g_{jk} + B_{jl}g_{ik} - B_{jk}g_{il})$$

$$+ \frac{S}{n(n-1)}(g_{ik}g_{jl} - g_{il}g_{jk}).$$

In particular, if $W = 0$ and $B = 0$, the curvature tensor is completely determined by the (constant) scalar curvature $S$, and $M$ is said to have constant curvature. It is well known that a complete, simply connected manifold of constant curvature is isometric to $\mathbb{R}^n$, $S^n$, or $n$-dimensional hyperbolic space.

If $\bar{g} = e^{2f}g$ is a metric conformal to $g$, one can compute the components of the curvature tensor $\bar{R}$ of $\bar{g}$ in terms of those of the curvature of $g$. The results we will need are the transformation laws for the Ricci and scalar curvatures:

$$\bar{R}_{jk} = R_{jk} - (n - 2)f_{jk} + (n - 2)f_j f_k + (\Delta f - (n - 2)f_j f^i)g_{jk};$$

$$\bar{S} = e^{-2f}(S + 2(n - 1)\Delta f - (n - 1)(n - 2)f_j f^i).$$

As in the introduction, this can be rewritten in the form (1.1). One computes also that the Weyl tensor is conformally invariant: $\bar{W}_{ijkl} = W_{ijkl}$.

A Riemannian manifold $M$ is said to be locally conformally flat if it is locally conformal to Euclidean space. It is a classical result (see for example [E, §28]) that for $n \geq 4$ the Weyl tensor vanishes identically if and only if $M$ is locally conformally flat.

The operator $\Box = a\Delta + S$, where $a = 4(n - 1)/(n - 2)$, is called the conformal Laplacian. It is conformally invariant in the following sense. If $\bar{g} = e^{2\varphi}g$ (with $p = 2n/(n - 2)$) is a metric conformal to $g$, and $\Box$ is similarly defined with respect to $\bar{g}$, then computing $\Box$ in terms of $\Delta$ and using the transformation law (1.1) for scalar curvature, one finds that

$$\Box(\varphi^{-1}u) = \varphi^{1-p}\Box u.$$

Analytic preliminaries. Suppose $P$ is a linear partial differential operator on a manifold $M$. If $u$ and $f$ are locally integrable functions on $M$, we say $u$ is a weak (or distribution) solution to the equation $Pu = f$ if, for every smooth compactly supported function $\varphi$,

$$\int_M u P^* \varphi dV_g = \int_M f \varphi dV_g,$$

in which $P^*$ is the formal adjoint of $P$, obtained from $P$ by formally integrating by parts. (In particular, $\Delta^* = \Delta$.)

There are many function spaces used in solving differential equations; a nonlinear problem such as the Yamabe problem requires the use of a number of them. Therefore, we begin by defining the spaces we will be using.
If \( q \geq 1 \), the Lebesgue space \( L^q(M) \) is the set of locally integrable functions \( u \) on \( M \) for which the norm
\[
\|u\|_q = \left( \int_M |u|^q \, dV_g \right)^{1/q}
\]
is finite.

If in addition \( k \) is a nonnegative integer, the Sobolev space \( L^q_k(M) \) is the set of \( u \in L^q(M) \) such that \( Pu = f \in L^q(M) \) (in the weak sense) whenever \( P \) is a smooth differential operator of order \( \leq k \). We define the Sobolev norm \( \| \cdot \|_{q,k} \) on \( L^q_k(M) \) by:
\[
\|u\|_{q,k} = \left( \sum_{i=0}^k \int_M |\nabla_i u|^q \, dV_g \right)^{1/q}.
\]

The space \( C^k(M) \) is the set of \( k \) times continuously differentiable functions on \( M \), for which the norm
\[
\|u\|_{C^k} = \sum_{i=0}^k \sup_M |\nabla_i u|
\]
is finite. Then the Hölder space \( C^{k,\alpha}(M) \) is defined for \( 0 < \alpha < 1 \) as the set of \( u \in C^k(M) \) for which the norm
\[
\|u\|_{C^{k,\alpha}} = \|u\|_{C^k} + \sup_{x,y} \frac{|\nabla^k u(x) - \nabla^k u(y)|}{|x-y|^\alpha}
\]
is finite, where the supremum is over all \( x \neq y \) such that \( y \) is contained in a normal coordinate neighborhood of \( x \), and \( \nabla^k u(y) \) is taken to mean the tensor at \( x \) obtained by parallel transport along the radial geodesic from \( x \) to \( y \). As usual, \( C^\infty(M) \) and \( C^\infty_c(M) \) denote the spaces of smooth functions and smooth compactly supported functions on \( M \), respectively. We note that if \( M \) is complete, \( C^\infty_c(M) \) is dense in \( L^q_k(M) \).

The relations among these spaces are expressed in the following theorems.

**Theorem 2.1 (Sobolev Embedding Theorems for \( \mathbb{R}^n \)).**

(a) Suppose
\[
\frac{1}{r} = \frac{1}{q} - \frac{k}{n}.
\]
Then \( L^q_k(\mathbb{R}^n) \) is continuously embedded in \( L^r(\mathbb{R}^n) \). In particular, for \( q = 2 \), \( k = 1 \), \( r = p = 2n/(n - 2) \), we have the following Sobolev inequality:
\[
\|\varphi\|_p^2 \leq \sigma_n \int_{\mathbb{R}^n} |\nabla \varphi|^2 \, dx, \quad \varphi \in L^2_1(\mathbb{R}^n).
\]

We will call the smallest such constant \( \sigma_n \) the \( n \)-dimensional Sobolev constant.

(b) Suppose \( 0 < \alpha < 1 \), and
\[
\frac{1}{q} < \frac{k - \alpha}{n}.
\]
Then \( L^q_k(\mathbb{R}^n) \) is continuously embedded in \( C^{\alpha}(\mathbb{R}^n) \). \( \square \)
We can transfer these results to a compact manifold $M$ by covering $M$ with small coordinate patches, applying the above theorems in normal coordinates, and summing the results with a partition of unity. The general results are expressed in the following theorem.

**Theorem 2.2 (Sobolev Embedding Theorems for Compact Manifolds).** Suppose $M$ is a compact Riemannian manifold of dimension $n$ (possibly with $C^1$ boundary).

(a) If

\[
\frac{1}{r} \geq \frac{1}{q} - \frac{k}{n},
\]

then $L^q_k(M)$ is continuously embedded in $L^r(M)$.

(b) (Rellich-Kondrakov Theorem) Suppose strict inequality holds in (a). Then the inclusion $L^q_k(M) \subset L^r(M)$ is a compact operator.

(c) Suppose $0 < \alpha < 1$, and

\[
\frac{1}{q} \leq \frac{k - \alpha}{n}.
\]

Then $L^q_k(M)$ is continuously embedded in $C^\alpha(M)$.

It is an important fact, due to Aubin, that in a certain sense the Sobolev inequality holds with the same constant on any compact manifold $M$. We present here a simple proof of this result. The technique is typical of the proofs of Theorem 2.2.

**Theorem 2.3 (Aubin [A1]).** Let $M$ be a compact Riemannian manifold with metric $g$, $p = 2n/(n - 2)$, and let $\sigma_n$ be the best Sobolev constant defined in Theorem 2.1(a). Then for every $\varepsilon > 0$ there exists a constant $C_\varepsilon$ such that for all $\varphi \in C^\infty(M)$,

\[
\|\varphi\|_{L^p} \leq (1 + \varepsilon)\sigma_n \int_M |\nabla \varphi|^2 dV_g + C_\varepsilon \int_M \varphi^2 dV_g.
\]

**Proof.** Fix $\varepsilon > 0$. Around each point $P \in M$ we can choose a neighborhood $U$ such that, in normal coordinates on $U$, the eigenvalues of $g_{jk}$ are between $(1 + \varepsilon)^{-1}$ and $(1 + \varepsilon)$, and furthermore $dV_g = f dx$ where $(1 + \varepsilon)^{-1} < f < (1 + \varepsilon)$. Choose a finite subcover $\{U_i\}$ and a subordinate partition of unity, which we may write as $\{\alpha_i\}$, where $\alpha_i \in C^\infty(M)$ and $\sum \alpha_i^2 = 1$. Then we have

\[
\|\varphi\|_{L^p}^2 = \|\varphi^2\|_{L^p} = \left\| \sum_i \alpha_i^2 \varphi^2 \right\|_{L^p} \leq \left( \sum_i \left( \int_M |\alpha_i \varphi|^p dV_g \right) \right)^{2/p}
\]

\[
\leq (1 + \varepsilon)^{2/p} \sum_i \left( \int_{U_i} |\alpha_i \varphi|^p dx \right)^{2/p}.
\]
The Sobolev inequality on \( \mathbb{R}^n \) (2.8), together with our estimates on the deviation of \( g \) and \( dV_g \) from the Euclidean metric, imply
\[
\left( \int_{U} |a, \varphi|^p \, dx \right)^{2/p} \leq \sigma_n \int_{U} |\nabla (a, \varphi)|^2 \, dx,
\]
\[
\leq (1 + \epsilon)^2 \sigma_n \int_{U} |\nabla (a, \varphi)|^2 \, dV_g,
\]
where \( | \cdot |_0 \) represents the Euclidean metric in normal coordinates. Furthermore,
\[
|\nabla (a, \varphi)|^2 = a_i^2 |\nabla \varphi|^2 + 2 a_i \varphi \langle \nabla a_i, \nabla \varphi \rangle + \varphi^2 |\nabla a_i|^2
\leq (1 + \epsilon) a_i^2 |\nabla \varphi|^2 + (1 + \epsilon^{-1}) \varphi^2 |\nabla a_i|^2;
\]
the last line follows from the Cauchy-Schwartz inequality and the inequality
\[
2ab < \epsilon a^2 + \epsilon^{-1} b^2.
\]
Thus for \( \epsilon \) small,
\[
\|\varphi\|_p \leq (1 + 4\epsilon) \sigma_n \sum_i a_i^2 \|\nabla \varphi\|^2 \, dV_g + C_s \int \varphi^2 \|\nabla a_i\|^2 \, dV_g
\leq (1 + 4\epsilon) \sigma_n \int_M |\nabla \varphi|^2 \, dV_g + C_s \int_M \varphi^2 \, dV_g.
\]

Next we turn to the analysis of the Laplace operator \( \Delta \).

**Theorem 2.4 (Local Elliptic Regularity).** Suppose \( \Omega \) is an open set in \( \mathbb{R}^n \), \( \Delta \) is the Laplacian with respect to any metric on \( \Omega \), and \( u \in L^1_{\text{loc}}(\Omega) \) is a weak solution to \( \Delta u = f \).

(a) If \( f \in L^q_k(\Omega) \), then \( u \in L^q_{k+2}(K) \) for any compact set \( K \subset \Omega \), and if \( u \in L^q(\Omega) \) then
\[
\|u\|_{L^q_{k+2}(K)} \leq C \left( \|\Delta u\|_{L^q_{k}(\Omega)} + \|u\|_{L^q(\Omega)} \right).
\]

(b) (Schauder estimates). If \( f \in C^{k, \alpha}(\Omega) \), then \( u \in C^{k+2, \alpha}(K) \) for any compact subset \( K \subset \Omega \), and if \( u \in C^0(\Omega) \) then
\[
\|u\|_{C^{k+2, \alpha}(K)} \leq C \left( \|\Delta u\|_{C^{k, \alpha}(\Omega)} + \|u\|_{C^0(\Omega)} \right).
\]

By a procedure similar to that mentioned above, these results can be transferred to a compact manifold.

**Theorem 2.5 (Global Elliptic Regularity).** Let \( M \) be a compact Riemannian manifold, and suppose \( u \in L^1_{\text{loc}}(M) \) is a weak solution to \( \Delta u = f \).

(a) If \( f \in L^q_k(M) \), then \( u \in L^q_{k+2}(M) \), and
\[
\|u\|_{q, k+2} \leq C \left( \|\Delta u\|_{q, k} + \|u\|_q \right).
\]

(b) If \( f \in C^{k, \alpha}(M) \), then \( u \in C^{k+2, \alpha}(M) \), and
\[
\|u\|_{C^{k+2, \alpha}} \leq C \left( \|\Delta u\|_{C^{k, \alpha}} + \|u\|_{C^\alpha} \right).
\]

**Theorem 2.6 (Strong Maximum Principle).** Suppose \( h \) is a nonnegative, smooth function on a connected manifold \( M \), and \( u \in C^2(M) \) satisfies \((\Delta + h)u \geq 0\). If \( u \) attains its minimum \( m \leq 0 \), then \( u \) is constant on \( M \).
**Proposition 2.7 (Weak Removable Singularities Theorem).** Let $U$ be an open set in $M$ and $P \in U$. Suppose $u$ is a weak solution of $(\Delta + h)u = 0$ on $U - \{P\}$, with $h \in L^{n/2}(U)$ and $u \in L^q(U)$ for some $q > p/2 = n/(n - 2)$. Then $u$ satisfies $(\Delta + h)u = 0$ weakly on all of $U$.

**Proof.** We need to show that
\[
\int_U (u\Delta \varphi + hu\varphi) \, dV_g = 0
\]
for any $\varphi \in C_c^\infty(U)$. Choose $\alpha \in C_c^\infty(U)$ with support in a ball $B_R(P)$ of small radius $R$ around $P$, such that $\alpha = 1$ in $B_{R/2}(P)$, and define $\alpha_\varepsilon(x) = \alpha(x/\varepsilon)$ in normal coordinates around $P$. Then $\alpha_\varepsilon$ is supported in $B_{\varepsilon R}(P)$. Since $(1 - \alpha_\varepsilon)\varphi$ is compactly supported in $U - \{P\}$ and $(\Delta + h)u = 0$ there,
\[
\int_U (u\Delta \varphi + hu\varphi) \, dV_g = \int_U (u\Delta (\alpha_\varepsilon \varphi) + hu\alpha_\varepsilon \varphi) \, dV_g.
\]
We will show that the right-hand side goes to zero as $\varepsilon \to 0$.

Note that $hu$ is integrable by Hölder's inequality, and so the second term above goes to zero as the support of $\alpha_\varepsilon$ shrinks. As for the first term, we have
\[
\Delta(\alpha_\varepsilon \varphi) = \varphi \Delta \alpha_\varepsilon - 2\langle \nabla \alpha_\varepsilon, \nabla \varphi \rangle + \alpha_\varepsilon \Delta \varphi.
\]
It is easy to check that $|\nabla \alpha_\varepsilon| \leq C/\varepsilon$ and $|\Delta \alpha_\varepsilon| \leq C/\varepsilon^2$. Therefore, if $q^{-1} + r^{-1} = 1$,
\[
\left| \int_U u\Delta(\alpha_\varepsilon \varphi) \, dV_g \right| \leq C\varepsilon^{-2}\int_{B_{2\varepsilon R}} |u| \, dV_g
\leq C\varepsilon^{-2}\|u\|_q \left( \int_{B_{\varepsilon R}} dV_g \right)^{1/r}
\leq C\varepsilon^{-2+n/r}\|u\|_q.
\]
Since $q > p/2$ implies $n/r > 2$, this goes to zero as $\varepsilon \to 0$. □

**Theorem 2.8 (Existence of the Green Function).** Suppose $M$ is a compact Riemannian manifold of dimension $n \geq 3$, and $h$ is a strictly positive smooth function on $M$. For each $P \in M$, there exists a unique smooth function $\Gamma_P$ on $M - \{P\}$, called the Green function for $\Delta + h$ at $P$, such that $(\Delta + h)\Gamma_P = \delta_P$ in the distribution sense, where $\delta_P$ is the Dirac measure at $P$. □

3. The model case: the sphere. The analysis of the Yamabe equation (1.2) depends upon a precise understanding of the model case of the sphere $S^n$. In this section we will describe the solution to the Yamabe problem on $S^n$ and prove that the infimum of the Yamabe functional (1.3) is realized by the standard metric on the sphere. We will also show how this leads to the sharp form of the Sobolev inequality on $\mathbb{R}^n$. Using the extremals for this inequality we will show that $\lambda(M) \leq \lambda(S^n)$ for any compact manifold $M$. 
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Let $P = (0, \ldots, 0, 1)$ be the north pole on $S^n \subset \mathbb{R}^{n+1}$. Stereographic projection $\sigma: S^n - \{P\} \to \mathbb{R}^n$ is defined by $\sigma(\xi^1, \ldots, \xi^n, \xi) = (x^1, \ldots, x^n)$ for $(\xi, \xi) \in S^n - \{P\}$, where

$$x^j = \xi^j/(1 - \xi).$$

It is easy to verify that $\sigma$ is a conformal diffeomorphism. In fact, if $\bar{g}$ is the standard metric on $S^n$, and $ds^2$ the Euclidean metric on $\mathbb{R}^n$, then under $\sigma$, $\bar{g}$ corresponds to

$$\rho^*\bar{g} = 4(|x|^2 + 1)^{-2} \, ds^2,$$

where $\rho$ denotes $\sigma^{-1}$. This can be written as $4u_1^{-2} \, ds^2$, where

$$u_1(x) = \left(|x|^2 + 1\right)^{(2-n)/2}.$$

By means of stereographic projection, it is simple to write down conformal diffeomorphisms of the sphere. The group of such diffeomorphisms is generated by the rotations, together with maps of the form $\sigma^{-1}\tau_\sigma$ and $\sigma^{-1}\delta_\alpha$, where $\tau_\sigma, \delta_\alpha: \mathbb{R}^n \to \mathbb{R}^n$ are respectively translation by $\nu \in \mathbb{R}^n$:

$$\tau_\nu(x) = x - \nu,$$

and dilation by $\alpha > 0$;

$$\delta_\alpha(x) = \alpha^{-1}x.$$

The spherical metric on $\mathbb{R}^n$ transforms under dilations to

$$\delta_\alpha^*\rho^*\bar{g} = 4u_\alpha^{2-p} \, ds^2,$$

where $u_\alpha(x) = \left(|x|^2 + \alpha^2 \right)^{(2-n)/2} \left(\alpha^2 - 1\right)$.

There is an obvious metric of constant scalar curvature on the sphere, namely the standard metric. It is an important fact that this metric in fact minimizes the Yamabe functional $Q$ (see Theorem 3.2 below). This result is due originally to Aubin [A1], and independently to G. Talenti [Ta]. We will give a simpler proof, due to Karen Uhlenbeck and Morio Obata.

First we note that the infimum $\lambda(S^n)$ is actually attained by a smooth metric $g$ in the conformal class of the standard metric $\bar{g}$. This will be proved later in §4 (Proposition 4.6). This extremal metric $g$ is thus a metric on $S^n$, conformal to the standard one, which has constant scalar curvature. The following proposition shows that such a metric must be the standard one (up to a conformal diffeomorphism and a constant scale factor). Our proof is a simplification of Obata's original argument. (The last step was improved following a suggestion of Roger Penrose.)

**Proposition 3.1 (Obata [O]).** If $g$ is a metric on $S^n$ that is conformal to the standard metric $\bar{g}$ and has constant scalar curvature, then up to a constant scale factor, $g$ is obtained from $\bar{g}$ by a conformal diffeomorphism of the sphere.

**Proof.** We begin by showing that $g$ is Einstein. Considering the given metric $g$ as "background" metric on the sphere, we can write $\bar{g} = \varphi^{-2}g$, where $\varphi \in C^\infty(S^n)$ is strictly positive. Making the substitution $e^{2f} = \varphi^{-2}$ in the
transformation law (2.5) for the Ricci tensor, we obtain:
\[
\overline{R}_{jk} = R_{jk} + \varphi^{-1} \left( (n-2) \varphi_{jk} - (n-1) \frac{\varphi \varphi'}{\varphi} g_{jk} - \Delta \varphi g_{jk} \right),
\]
in which the covariant derivatives and Laplacian are to be taken with respect to \( g \), not with respect to the standard metric \( \bar{g} \). If \( B_{jk} = R_{jk} - (S/n) g_{jk} \) represents the traceless Ricci tensor, then since \( \bar{g} \) is Einstein,
\[
0 = \overline{B}_{jk} = B_{jk} + (n-2) \varphi^{-1} (\varphi_{jk} + (1/n) \Delta \varphi g_{jk}).
\]

Since the scalar curvature \( S \) is constant, the contracted Bianchi identity (2.4) implies that the divergence \( R_{m,i} \) of the Ricci tensor vanishes identically, and thus so also does \( B_{m,i} \). Because \( B_{jk} \) is traceless, integration by parts gives
\[
\int_{S^n} \varphi |B|^2 dV_g = \int_{S^n} \varphi B_{jk} B^{jk} dV_g
\]
\[
= - (n-2) \int_{S^n} B^{jk} \left( \varphi_{jk} + \frac{1}{n} \Delta \varphi g_{jk} \right) dV_g
\]
\[
= - (n-2) \int_{S^n} B_{jk} \varphi_{jk} dV_g
\]
\[
= (n-2) \int_{S^n} B_{jk} \varphi_j dV_g = 0.
\]
Thus \( B_{jk} \) must be identically zero, and so \( g \) is Einstein.

Since \( g \) is conformal to the standard metric \( \bar{g} \) on the sphere, which is locally conformally flat, we have \( W = 0 \) as well as \( B = 0 \). As noted in §2, this implies that \( g \) has constant curvature, and so \( (S^n, g) \) is isometric to a standard sphere. The isometry is the desired conformal diffeomorphism. □

Combining Propositions 3.1 and 4.6, we obtain the complete solution to the Yamabe problem on the sphere:

**Theorem 3.2.** The Yamabe functional (1.3) on \((S^n, \bar{g})\) is minimized by constant multiples of the standard metric and its images under conformal diffeomorphisms. These are the only metrics conformal to the standard one on \( S^n \) that have constant scalar curvature. □

The Sobolev inequality. The above theorem is closely related to the Sobolev inequality (2.8) on \( \mathbb{R} \). Since the infimum of the Yamabe functional on the sphere is conformally invariant, stereographic projection converts the Yamabe problem on \( S^n \) to an equivalent problem on \( \mathbb{R} \), as follows.

First it is useful to observe that the restriction to smooth positive test functions in the definition (1.5) of \( \lambda(M) \) is unnecessary. Indeed, the functional \( Q_g \) is continuous on \( L^2_1(M) \) by the Sobolev theorem, and \( C^\infty(M) \) is dense in \( L^2_1(M) \). But \( Q_g(|\varphi|) = Q_g(\varphi) \) for smooth \( \varphi \), and a nonnegative function can be approximated arbitrarily closely in \( L^2_1 \) norm by a positive function. Thus \( \lambda(M) \) is the infimum of \( Q_g \) over all of \( L^2_1(M) \).

For \( \varphi \in C^\infty(S^n) \), let \( \overline{\varphi} \) denote the weighted push-forward function on \( \mathbb{R} \) defined by \( \overline{\varphi} = u_1 \rho^\varphi \varphi \), with \( u_1 \) the conformal factor given by (3.1). We then have
\[
\rho^* (\varphi^p \overline{\varphi}^{p-2}) = 4 \overline{\varphi}^{p-2} d\overline{s}^2.
\]
By the conformal invariance of $Q$,

$$
\lambda(S^n) = \inf_{\varphi \in C^\infty(S^n)} \frac{\int_{\mathbb{R}^n} a|\nabla \varphi|^2 \, dx}{\left( \int_{\mathbb{R}^n} |\varphi|^p \, dx \right)^{2/p}}.
$$

But a simple argument using cutoff functions (cf. Lemma 3.4 below) shows that $\varphi$ can be approximated by compactly supported functions, and therefore

$$
(3.5) \quad \lambda(S^n) = \inf_{\varphi \in C_c^\infty(\mathbb{R}^n)} a\|\nabla \varphi\|^2_p / \|\varphi\|^2_p.
$$

The Sobolev inequality says that $\lambda(S^n) > 0$. Thus, identifying $\lambda(S^n)$ and the associated extremal functions is equivalent to identifying the best constant and extremal functions for the Sobolev inequality. Theorem 3.2 then can be rephrased in the following way.

**Theorem 3.3.** The $n$-dimensional Sobolev constant $\sigma_n$ is equal to $\alpha/\Lambda$, where

$$
\Lambda = \lambda(S^n) = Q(\bar{g}) = n(n - 1) \text{vol}(S^n)^{2/n}.
$$

Thus the sharp form of the Sobolev inequality on $\mathbb{R}^n$ is:

$$
(3.6) \quad \|\varphi\|^2_p \leq \frac{\alpha}{\Lambda} \int_{\mathbb{R}^n} |\nabla \varphi|^2 \, dx.
$$

Equality is attained only by constant multiples and translates of the functions $u_\alpha$ defined by (3.2). $\square$

**An upper bound for the Yamabe invariant.** An extremely important feature of the extremal functions $u_\alpha$ is that they become more and more concentrated near the origin as $\alpha \to 0$. In fact, as the following lemma shows, they can be approximated very closely by compactly supported functions, which can in turn be transplanted to a small neighborhood on a manifold $M$ to obtain a test function whose Yamabe quotient is very close to $\lambda(S^n)$.

**Lemma 3.4 (Aubin [A2]).** If $M$ is any compact Riemannian manifold of dimension $n \geq 3$, then $\lambda(M) \leq \lambda(S^n)$.

**Proof.** The functions $u_\alpha$ satisfy $a\|\nabla u_\alpha\|^2_p = \Lambda \|u_\alpha\|^2_p$ on $\mathbb{R}^n$. For any fixed $\epsilon > 0$, let $B_\epsilon$ denote the ball of radius $\epsilon$ in $\mathbb{R}^n$, and choose a smooth radial cutoff function $0 \leq \eta \leq 1$ supported in $B_{2\epsilon}$, with $\eta = 1$ on $B_\epsilon$. Consider the smooth, compactly supported function $\varphi = \eta u_\alpha$. Since $\varphi$ is a function of $r = |x|$ alone,

$$
(3.7) \quad \int_{\mathbb{R}^n} a|\nabla \varphi|^2 \, dx = \int_{B_{2\epsilon}} \left( a\eta^2|\nabla u_\alpha|^2 + 2a\eta u_\alpha \langle \nabla \eta, \nabla u_\alpha \rangle + au_\alpha^2 |\nabla \eta|^2 \right) \, dx
$$

$$
\leq \int_{\mathbb{R}^n} a|\partial_r u_\alpha|^2 \, dx + C \int_{A_\epsilon} \left( u_\alpha \partial_r u_\alpha + u_\alpha^2 \right) \, dx,
$$
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where $A_{e}$ denotes the annulus $B_{2e} - B_{e}$. To estimate these terms we observe that

$$(3.8) \quad \partial_{e} u_{\alpha} = (2 - n) r \alpha^{-1} \left( \frac{r^{2} + \alpha^{2}}{\alpha} \right)^{-n/2},$$

and so $u_{\alpha} \leq \alpha^{(n-2)/2} r^{2-n}$ and $|\partial_{e} u_{\alpha}| \leq (n - 2) \alpha^{(n-2)/2} r^{1-n}$. Thus, for fixed $\varepsilon$, the second term in (3.7) is $O(\alpha^{n-2})$ as $\alpha \to 0$. For the first term,

$$(3.9) \quad \int_{\mathbb{R}^{n}} a |\partial_{e} u_{\alpha}|^{2} dx = \Lambda \left( \int_{B_{e}} u_{\alpha}^{p} dx + \int_{\mathbb{R}^{n} - B_{e}} u_{\alpha}^{p} dx \right)^{2/p} \leq \Lambda \left( \int_{B_{2e}} \varphi^{p} dx + \int_{\mathbb{R}^{n} - B_{e}} \alpha^{n} r^{-2n} dx \right)^{2/p} \leq \Lambda \left( \int_{B_{2e}} \varphi^{p} dx \right)^{2/p} + O(\alpha^{n}).$$

Therefore the Sobolev quotient of $\varphi$ on $\mathbb{R}^{n}$ is less than $\Lambda + C\alpha^{n-2}$.

On a compact manifold $M$, let $\varphi = \eta u_{\alpha}$ in normal coordinates $\{x^{i}\}$ in a neighborhood of $P \in M$, extended by zero to a smooth function on $M$. Since $\varphi$ is a radial function and $g^{rr} = 1$ in normal coordinates, we have $|\nabla \varphi|^{2} = |\partial_{r} \varphi|^{2}$ as before. The only corrections to the above estimate are introduced by the scalar curvature term and the difference between $dV_{g}$ and $dx$. Since $dV_{g} = (1 + O(r)) dx$ in normal coordinates, the previous calculation gives

$$E(\varphi) = \int_{B_{2r}} \left( a |\nabla \varphi|^{2} + S \varphi^{2} \right) dV_{g} \leq (1 + C\varepsilon) \left( \Lambda \|\varphi\|_{p}^{2} + C\alpha^{n-2} + C \int_{S_{r}}^{2r} \int_{S_{r}}^{2r} u_{\alpha}^{2} r^{-n-1} d\omega dr \right).$$

Lemma 3.5 below shows that the last term is bounded by a constant multiple of $\alpha$. Thus, choosing first $\varepsilon$ and then $\alpha$ small, we can arrange that

$$Q_{g}(\varphi) \leq (1 + C\varepsilon)(\Lambda + C\alpha),$$

which proves that $\lambda(M) \leq \Lambda$. □

The following simple calculus lemma will be used again in §5, so we state it in somewhat more generality than needed for the above argument.

**Lemma 3.5.** Suppose $k > -n$. Then as $\alpha \to 0$,

$$I(\alpha) = \int_{0}^{r} r^{k} u_{\alpha}^{2} r^{-n-1} dr$$

is bounded above and below by positive multiples of $\alpha^{k+2}$ if $n > k + 4$, $\alpha^{k+2} \log(1/\alpha)$ if $n = k + 4$, and $\alpha^{n-2}$ if $n < k + 4$.

**Proof.** The substitution $\sigma = r/\alpha$ gives

$$I(\alpha) = \alpha^{k+2} \int_{0}^{r^{k}} \sigma^{k+n-1}(\sigma^{2} + 1)^{-n} d\sigma.$$
Observe that $\sigma^2 \leq \sigma^2 + 1 \leq 2\sigma^2$ for $\sigma \geq 1$, so $I(\alpha)$ is bounded above and below by positive multiples of

$$\alpha^{k+2}\left(C + \int_1^{\epsilon/\alpha} \sigma^{k+2-n} d\sigma\right).$$

The expression in parentheses is bounded if $n > k + 4$; it is comparable to $\sigma^{n-k-4}$ if $n < k + 4$, and to $\log(1/\alpha)$ if $n = k + 4$. □

4. The variational approach. In this section we will prove that the Yamabe problem can be solved on a general compact manifold $M$ provided that $\lambda(M) < \lambda(S^n)$. This is the analytic part of the solution.

The most direct approach to minimizing (1.4) would be to construct a sequence of functions for which the functional $Q_g$ approaches its infimum (a “minimizing sequence”), and hope that some subsequence converges to an actual extremal function. However, as we shall see, because the exponent $p$ that occurs in the definition of $Q_g$ is exactly the critical exponent for the Sobolev inequality, this direct approach does not work.

Suppose $\{u_i\}$ is a sequence of smooth functions such that $Q_g(u_i) \to \lambda(M)$. By homogeneity we can assume that $\|u_i\|_p = 1$ for each $i$. Then

$$\|u_i\|_{2,1}^2 = \int_M \left(|\nabla u_i|^2 + u_i^2\right) dV_g$$

$$= \frac{1}{a} Q_g(u_i) + \int_M \left(1 - \frac{S}{a}\right) u_i^2 dV_g$$

$$\leq \frac{1}{a} Q_g(u_i) + C\|u_i\|_p^2,$$

by Hölder’s inequality. Therefore, $\{u_i\}$ is bounded in $L^2(M)$. Since bounded sets in a Hilbert space are weakly precompact, this implies that a subsequence converges weakly to a function $\varphi \in L^2(M)$. But since $p$ is precisely the exponent for which the inclusion $L^2 \subset L^p$ is not compact, we have no guarantee that the constraint $\|u_i\|_p = 1$ is preserved in the limit. In particular, the limit function $\varphi$ may be identically zero.

The subcritical equation. Yamabe’s approach was to consider first the perturbed functional $Q^s(\varphi) = E(\varphi)/\|\varphi\|^2_2$ for $2 \leq s \leq p$. We set $\lambda_s = \inf\{Q^s(\varphi): \varphi \in C^\infty(M)\}$. Observe that a minimizing function $\varphi$ with $\|\varphi\|_s = 1$ satisfies

(4.1) $\square \varphi = \lambda_s \varphi^{s-1}$.

We will see that, for $s < p$, this equation always has a smooth, positive, minimizing solution $\varphi_s$. We begin by showing that elliptic regularity for $\Delta$ implies the following basic regularity result for equation (4.1).

**Theorem 4.1 (Regularity Theorem).** Suppose $\varphi \in L^2(M)$ is a nonnegative weak solution of (4.1) with $2 \leq s \leq p$, and $|\lambda_s| \leq K$ for some constant $K$. If $\varphi \in L^r(M)$ for some $r > (s - 2)n/2$ (in particular if $r = s < p$, or if $s = p < r$), then $\varphi$ is either identically zero or strictly positive and $C^\infty$, and $\|\varphi\|_{C^{2,s}} \leq C$, where $C$ depends only on $M$, $g$, $K$, and $\|\varphi\|_r$.  
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THE YAMABE PROBLEM

PROOF. Since \( \varphi \in L'(M) \), (4.1) implies that \( a \Delta \varphi = \lambda_s \varphi^{s-1} - S \varphi \in L^q(M) \), with \( q = r/(s - 1) \). By elliptic regularity (Theorem 2.5), this in turn implies \( \varphi \in L^2(M) \). The Sobolev embedding theorem now gives \( \varphi \in L^r(M) \), with \( r' = nr/(ns - n - 2r) \). Observe that our hypothesis on \( r \) implies \( r' > r \).

Iterating this argument shows that \( \varphi \in L^q(M) \) for all \( q > 1 \). Now the \( C^\alpha \) case of the Sobolev embedding theorem (Theorem 2.2(c)) implies that \( \varphi \in C^\alpha(M) \). Each of the above applications of the Sobolev and elliptic regularity theorems gives us a bound on the corresponding norm, so we obtain the desired bound on \( \|\varphi\|_{C^\alpha} \).

From (4.1) it follows that \( (\Delta + m) \varphi \geq 0 \), for some constant \( m \geq 0 \) and \( m \geq \sup \{(S - \lambda \varphi^{s-2})/a \} \). If \( \varphi = 0 \) somewhere, then \( \varphi \) is identically zero by the strong maximum principle (Theorem 2.6). Thus \( \varphi \) is either strictly positive or zero.

Finally, since \( \varphi \) is \( C^2, \alpha \) and nowhere zero, so is \( \varphi^{s-1} \), and so we can apply elliptic regularity iteratively to (4.1) to conclude that \( \varphi \in C^\infty \).

We remark that the above result (without the uniform bound on \( \|\varphi\|_{C^\alpha} \)) has been proved in the borderline case \( r = s = p \) by Trudinger [T]. Since it is not needed for the present argument, we omit it.

PROPOSITION 4.2 (YAMABE [Y]). For \( 2 \leq s < p \), there exists a smooth, positive solution \( \varphi_s \) to the subcritical equation (4.1), for which \( Q^s(\varphi_s) = \lambda_s \) and \( \|\varphi_s\|_s = 1 \).

PROOF. Let \( \{u_i\} \subset C^\infty(M) \) be a minimizing sequence for \( Q^s \), with \( \|u_i\|_s = 1 \). Since \( Q^s(\{u_i\}) = Q^s(u_i) \), after replacing \( u \) by \( |u| \) we may assume \( u_i \geq 0 \). As we noted at the beginning of this section, \( \{u_i\} \) is bounded in \( L^2(M) \). Since the inclusion map \( L^2 \subset L^s \) is compact, a subsequence of the \( \{u_i\} \) converges weakly in \( L^2 \) and strongly in \( L^s \) to a function \( \varphi_s \in L^2(M) \) with \( \|\varphi_s\|_s = 1 \).

Since by Hölder’s inequality the \( L^2 \) norm is dominated by the \( L^s \) norm, it follows that \( \int Mu_i^2 \to \int \varphi_s^2 \). Weak convergence in \( L^2 \) implies that

\[
\int_M |\nabla \varphi_s|^2 \, dV_g = \lim_{i \to \infty} \int_M \langle \nabla u_i, \nabla \varphi \rangle \, dV_g \\
\leq \limsup_{i \to \infty} \left( \int_M |\nabla u_i|^2 \, dV_g \right)^{1/2} \left( \int_M |\nabla \varphi|^2 \, dV_g \right)^{1/2}
\]

and therefore \( Q^s(\varphi_s) \leq \lim_{i \to \infty} Q^s(u_i) = \lambda_s \). But since \( \lambda_s \) is by definition the infimum of \( Q^s \), we must have \( Q^s(\varphi_s) = \lambda_s \), and so \( \varphi_s \) is extremal. Thus \( \varphi_s \) is a weak solution to the Euler-Lagrange equation (4.1). By the regularity theorem, \( \varphi_s \) is positive and \( C^\infty \). \( \square \)

The limit as \( s \to p \). Now our task is to investigate the limit of \( \varphi_s \) as \( s \to p \). We will see that, provided \( \lambda(M) < \lambda(S^n) \), the functions \( \varphi_s \) converge uniformly to a solution of the Yamabe problem.

We begin by describing the behavior of \( \lambda_s \). As the following lemma shows, the situation is simplified if the metric \( g \) is chosen so that \( \int_M dV_g = 1 \). From now on, multiplying \( g \) by a constant if necessary, we will assume that this holds. We note that Hölder’s inequality then implies that \( \|u\|_s \leq \|u\|_{s'} \) if \( s \leq s' \).
Lemma 4.3 (Aubin [A2]). If \( \int_M dV_g = 1 \), then \( |\lambda_s| \) is nonincreasing as a function of \( s \in [2, p] \); and if \( \lambda(M) \geq 0 \), \( \lambda_s \) is continuous from the left.

**Proof.** We show first that \( |\lambda_s| \) is nonincreasing. Observe that for any \( s \) and \( s' \), and any nonzero \( u \in C^\infty(M) \),

\[
Q'(u) = \frac{||u||^2_s}{||u||^2_s} Q^s(u).
\]

If \( s \leq s' \), then \( ||u||_s \leq ||u||_{s'} \), and therefore \( |\lambda_s| \leq |\lambda_{s'}| \).

We remark that if \( \lambda_s < 0 \) for some \( s \), we can choose \( u \in C^\infty(M) \) such that \( Q^s(u) < 0 \), and (4.2) shows that \( Q^s(u) < 0 \) for any \( s' \); thus \( \lambda_s < 0 \) for all \( s \).

Now suppose \( \lambda(M) \geq 0 \); by the above remark \( \lambda_s \geq 0 \) for \( 2 \leq s \leq p \). Choose \( s \in [2, p] \). Given \( \epsilon > 0 \), there exists \( u \in C^\infty(M) \) such that \( Q^s(u) < \lambda_s + \epsilon \). Since \( ||u||_s \) is a continuous function of \( s \), \( \lambda_s \leq Q^s(u) < \lambda_s + 2\epsilon \) for \( s' \leq s \) sufficiently close to \( s \). Since \( \lambda_s \) is nonincreasing, this shows that \( \lambda_s \) is continuous from the left. \( \square \)

The error in Yamabe’s proof was the claim that the functions \( \{\varphi_s\} \) are uniformly bounded as \( s \to p \). This is false in general, as we will see below in the case of the sphere. However, the following uniform \( L^r \) bound does hold provided \( \lambda(M) < \lambda(S^n) \), and this is sufficient to solve the problem.

It has been traditional to consider separately the cases \( \lambda(M) \leq 0 \) and \( \lambda(M) > 0 \). The following proof disposes of both cases together.

**Proposition 4.4 (Trudinger [T], Aubin [A2]).** Suppose \( \lambda(M) < \lambda(S^n) \), and let \( \{\varphi_s\} \) be the collection of functions given by Proposition 4.2. There are constants \( s_0 < p, r > p, \) and \( C > 0 \) such that \( \|\varphi_s\|_r \leq C \) for all \( s \geq s_0 \).

**Proof.** Let \( \delta > 0 \). Multiplying (4.1) by \( \varphi_s^{1+2\delta} \) and integrating, we obtain

\[
\int_M \left( a \left( d\varphi_s, (1 + 2\delta) \varphi_s^{2\delta} d\varphi_s \right) + S \varphi_s^{2+2\delta} \right) dV_g = \lambda_s \int_M \varphi_s^{3+2\delta} dV_g.
\]

If we set \( w = \varphi_s^{1+\delta} \), this can be written

\[
\frac{1 + 2\delta}{(1 + \delta)^2} \int_M a|dw|^2 dV_g = \int_M \left( \lambda_s w^2 \varphi_s^{-2} - Sw^2 \right) dV_g.
\]

Now applying the sharp Sobolev inequality (Theorems 2.3 and 3.3), for any \( \epsilon > 0 \),

\[
\|w\|_p^2 \leq (1 + \epsilon) \frac{a}{\Lambda} \int_M |dw|^2 dV_g + C_\epsilon \int_M w^2 dV_g
\]

\[
\leq (1 + \epsilon) \frac{(1 + \delta)^2}{(1 + 2\delta)} \int_M \frac{\lambda_s}{\Lambda} w^2 \varphi_s^{-2} dV_g + C_\epsilon' \|w\|_2^2
\]

\[
\leq (1 + \epsilon) \frac{(1 + \delta)^2}{(1 + 2\delta)} \frac{\lambda_s}{\Lambda} \|\varphi_s\|_{(s-2)n/2} + C_\epsilon' \|w\|_2^2,
\]

by Hölder’s inequality.
Since \( s < p \), \((s - 2)n/2 < s\), and thus by Hölder’s inequality again
\[ \|\varphi_s\|_{(s-2)n/2} \leq \|\varphi_s\|_s = 1. \]
Now if \( 0 \leq \lambda(M) < \Lambda \), then for some \( s_0 < p \), \( \lambda_s/\Lambda \leq \lambda_{s_0}/\Lambda < 1 \) for \( s > s_0 \). Thus we can choose \( \varepsilon \) and \( \delta \) small enough so that the coefficient of the first term above is less than 1, and so can be absorbed in the left-hand side. Thus
\[ \|w\|^2_p \leq C\|w\|^2_2. \]
The same result obviously holds if \( \lambda(M) \) (and hence \( \lambda_s \)) is less than zero. But applying Hölder’s inequality once more, we see that
\[ \|w\|_2 = \|\varphi_s\|_{2(1+\delta)} \leq \|\varphi_s\|_s^{1+\delta} = 1. \]
Therefore \( \|w\|_p = \|\varphi_s\|_p^{1+\delta} \) is bounded independently of \( s \). \( \square \)

We can now prove that the Yamabe problem has a solution if \( \lambda(M) < \lambda(S^n) \).

**Theorem A** of the Introduction is an immediate consequence of the following result.

**Theorem 4.5.** Let \( \{\varphi_s\} \) be the functions given by Proposition 4.2, and assume \( \lambda(M) < \lambda(S^n) \). As \( s \to p \), a subsequence converges uniformly to a positive function \( \varphi \in C^\infty(M) \) which satisfies:
\[ Q_g(\varphi) = \lambda(M), \quad \Box \varphi = \lambda(M)\varphi^{p-1}. \]

Thus the metric \( \tilde{g} = \varphi^{p-2}g \) has constant scalar curvature \( \lambda(M) \).

**Proof.** Since the functions \( \{\varphi_s\} \) are uniformly bounded in \( L^p(M) \), the regularity theorem shows they are uniformly bounded in \( C^{2,\alpha}(M) \) as well. The Arzela-Ascoli theorem then implies that a subsequence converges in \( C^2 \) norm to a function \( \varphi \in C^2(M) \). The limit function \( \varphi \) therefore satisfies
\[ \Box \varphi = \lambda\varphi^{p-1}, \quad Q_g(\varphi) = \lambda, \]
where \( \lambda = \lim_{s \to p} \lambda_s \). If \( \lambda(M) \geq 0 \), Lemma 4.3 shows that \( \lambda = \lambda(M) \). On the other hand, if \( \lambda(M) < 0 \), the fact that \( \lambda_s \) is increasing implies that \( \lambda \leq \lambda(M) \); but since \( \lambda(M) \) is the infimum of \( Q_g \) we must have \( \lambda = \lambda(M) \) in that case as well.

Now a final application of Theorem 4.1 shows that \( \varphi \) is \( C^\infty \), and it is strictly positive because \( \|\varphi\|_p \geq \lim_{s \to p} \|\varphi_s\|_s = 1 \). \( \square \)

There are many other methods of obtaining the solution in the case \( \lambda(M) \leq 0 \). Jerry Kazdan [K] has given an excellent survey.

**Existence on the sphere.** It is important to note that the hypothesis \( \lambda(M) < \lambda(S^n) \) is necessary in the previous theorem. On the sphere itself, the presence of a noncompact group of conformal diffeomorphisms defeats the above approach: the family of metrics \( (\sigma^{-1}\delta_\sigma^s\tilde{g}) \) on the sphere, as \( \alpha \to \infty \), are all solutions to the Yamabe equation, but not uniformly bounded.

On the other hand, the very existence of this family of conformal diffeomorphisms enables us, with a little more effort, to prove existence of extremals on the sphere, by means of the following “renormalization” approach, due to Karen Uhlenbeck.

---
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**Proposition 4.6.** There exists a positive, $C^\infty$ function $\psi$ on $S^n$ satisfying $Q_\hat{g}(\psi) = \lambda(S^n)$.

**Proof.** For $2 \leq s < p$, let $\varphi_s$ be the solution on $S^n$ to the subcritical problem (4.1), given by Proposition 4.2. Composing with a rotation, we may assume that the supremum of $\varphi_s$ is attained at the south pole for each $s$. Then \( \{ \varphi_s \} \) is uniformly bounded, the method of Theorem 4.5 shows that a subsequence converges to an extremal solution; so assume from now on that $\sup \varphi_s \to \infty$.

Now let $\kappa_\alpha = \sigma^{-1} \delta_{\alpha} : S^n \to S^n$ be the conformal diffeomorphism induced by dilation on $\mathbb{R}^n$, as described in the beginning of §3. If we set $g_\alpha = \kappa_\alpha^* \hat{g}$, we can write $g_\alpha = t_\alpha^{p-2} \hat{g}$, where the conformal factor $t_\alpha$ is the function

$$t_\alpha(\xi, \bar{\xi}) = \left( \frac{1 + |\xi|^2}{2\alpha} \right)^{(2-n)/2}.$$

Observe that at the south pole $t_\alpha = \alpha^{(2-n)/2}$.

For each $s < p$, let $\varphi_s = \kappa_\alpha^* \varphi_s$, with $\alpha = \alpha_s$ chosen so that $\varphi_s = 1$ at the south pole. This implies that $\alpha_s = (\sup \varphi_s)^{2/(n-2)} \to \infty$ as $s \to p$, and $\varphi_s \leq \alpha^{(n-2)/2} t_\alpha$ on $M$. Let $\box_\alpha$ denote the conformally invariant Laplacian with respect to the metric $g_\alpha$; by naturality of $\box$, $\box_\alpha(\kappa_\alpha^* \varphi_s) = \kappa_\alpha^* \box \varphi_s$. Then by the transformation law for $\box$ (2.7) we have

$$\begin{align*}
\square \varphi_s &= \square (t_\alpha \kappa_\alpha^* \varphi_s) = t_\alpha^{p-1} \square_\alpha (\kappa_\alpha^* \varphi_s) = \lambda_s t_\alpha^{p-1} (\kappa_\alpha^* \varphi_s)^{\varphi_s-1} \\
&= \lambda_s t_\alpha^{p-1} \kappa_\alpha^* \varphi_s-1.
\end{align*}$$

Observe that this transformation law also implies that

$$\|\psi_s\|_{2,1} \leq C \int_{S^n} \psi_s \Box \psi_s dV_\hat{g} = C \int_{S^n} \varphi_s \Box \varphi_s dV_\hat{g} \leq C \|\varphi_s\|_{2,1},$$

so $\{ \psi_s \}$ is bounded in $L^2(S^n)$, and hence also in $L^p(S^n)$ by the Sobolev theorem. Let $\psi \in L^p_2(S^n)$ denote the weak limit.

Now if $P$ is the north pole, on any compact subset of $S^n - \{ P \}$ there exists a constant $A$ such that $t_\alpha < A \alpha^{(2-n)/2}$, and thus the right-hand side of (4.3) is bounded there by $\lambda_s A \alpha^{p-1}$, independently of $s$. This implies that, on any such set, the right-hand side is bounded in $L^r$ for every $r$. Arguing as in the proof of Theorem 4.1, but using local elliptic regularity (Theorem 2.4), $\{ \psi_s \}$ is bounded in $C^{2,0}_\alpha$ on compact sets disjoint from $P$. Let $K_1 \subset K_2 \subset \cdots$ be a sequence of compact sets whose union is $S^n - \{ P \}$. By the Arzelà-Ascoli theorem, we can choose a subsequence of $\{ \psi_s \}$ that converges in $C^2(K_1)$, and then a subsequence that converges in $C^2(K_2)$, etc. Taking a diagonal subsequence, we see that the limit function $\psi$ is $C^2$ on $S^n - \{ P \}$.

Since $\lambda_s \to \Lambda$ and $t_\alpha^{p-s} \leq 1$ away from $P$ for $s$ near $p$, we conclude that $\psi$ satisfies $\square \psi = f \psi^{p-1}$ on $S^n - \{ P \}$, for some $C^2$ function $f$ with $0 \leq f \leq \Lambda$. By the removable singularities result (Proposition 2.7), the same equation must hold weakly on all of $S^n$. For each $s$,

$$\|\psi_s\|_p^p = \int_{S^n} t_\alpha^{p} (\kappa_\alpha^* \varphi_s)^p dV_\hat{g}$$

$$= \int_{S^n} (\kappa_\alpha^* \varphi_s)^p dV_\hat{g} = \|\varphi_s\|_p^p \geq \text{Vol}(S^n)^{1-p/s} \|\varphi_s\|_p^p.$$
This implies that \( \|\psi\|_p \geq 1 \), and therefore \( Q_g(\psi) \leq \Lambda \). But since \( \Lambda \) is by definition the infimum of \( Q_g \), we must have \( \square \psi = \Lambda \psi^{p-1} \) and \( Q_g(\psi) = \Lambda \).

It remains to show that \( \psi \) is positive and smooth. By the regularity theorem, it suffices to show that \( \psi \in L^r \) for some \( r > p \). For \( q > 1 \) the operator \( \square : L_q^2 \to L^q \) has a bounded inverse by elliptic regularity. Consider the perturbation

\[
\square = \square - \eta \Lambda \psi^{p-2}
\]

for \( \eta \in C^\infty(S^n) \) supported in a small neighborhood of \( P \). \( \square \eta \) will also have a bounded inverse if the operator norm of the perturbation term \( \eta \Lambda \psi^{p-2} \) is small enough. If we choose \( q \) such that \( 2n/(n + 2) < q < n/2 \) and set \( r = nq/(n - 2q) \), then for \( u \in L_q^2 \),

\[
\|\eta \Lambda \psi^{p-2} u\|_q \leq \Lambda \|\eta^{1/(p-2)} \psi\|_p^{p-2} \|u\|_r \leq CA\|\eta^{1/(p-2)} \psi\|_p^{p-2} \|u\|_{q,2},
\]

by the Hölder and Sobolev inequalities. Thus we can make the operator norm as small as we like by choosing \( \eta \) with small support and \( 0 \leq \eta \leq 1 \).

Now \( \square \eta \psi = (1 - \eta) \Lambda \psi^{p-1} \in L^q(S^n) \) since \( \psi \) is \( C^2 \) away from \( P \). Therefore, since \( \square \eta : L_q^2 \to L^q \) is invertible, there exists \( \xi \in L_q^2(S^n) \subset L_1^2(S^n) \) such that \( \square \eta (\xi - \psi) = 0 \). Using the Sobolev and Hölder inequalities as above, \( \|u\|_2^2 \leq \int u \square u \leq \int u \eta \psi + \|u\|_2^2 \) when the support of \( \eta \) is small. Thus \( \square \eta \) is injective on \( L_1^2 \), and so we must have \( \psi = \xi \in L_q^2(S^n) \subset L^q(S^n) \). Since \( r > p \), Theorem 4.1 implies that \( \psi \) is \( C^\infty \), and since \( \psi = 1 \) at the south pole, \( \psi \) is strictly positive. \( \square \)

It can be shown, in fact, using methods of H. Brezis, L. Nirenberg, E. Lieb, and P.-L. Lions (see [BL, BN, and L]), that any minimizing sequence on the sphere can be renormalized to converge to a smooth extremal.

Uhlenbeck has adapted the renormalization method described above to give another proof that the Yamabe problem can be solved on any compact manifold \( M \) provided that \( \lambda(M) < \lambda(S^n) \). Assuming the sequence of solutions to the subcritical equation is not uniformly bounded, she uses Riemannian normal coordinates to transfer the sequence to \( \mathbb{R}^n \), where a renormalized sequence can be made to converge to a function that contradicts the Sobolev inequality if \( \lambda(M) < \lambda(S^n) \). (See also [SU and JL2] for other applications of this technique.)

5. Conformal normal coordinates. In Riemannian geometry, geodesic normal coordinates are invaluable for comparing the local geometry of a manifold with that of \( \mathbb{R}^n \). In this section we will describe a set of similar coordinate charts on a conformal manifold \( M \). These will be normal coordinate charts for some metric \( g \) within the conformal class; the freedom in the choice of \( g \) will enable us to find coordinate systems that simplify the local geometry more than normal coordinates in a fixed Riemannian structure.

Our first application of conformal normal coordinates will be a very simple proof of Aubin's Theorem B of the Introduction. In the next section we will apply them to the calculation of asymptotic expansions of the Green function for \( \square \), and in §7 we will use them again to prove Theorem C.
Normalized conformal structures were first constructed by Robin Graham \cite{G}, who proved, in connection with his work with Charles Fefferman on conformal invariant theory, that for any $P \in M$ it is possible to find a conformal metric for which the symmetrized covariant derivatives of the Ricci tensor of $g$ vanish at $P$. Later in this section we will give a simple proof of Graham’s theorem.

Graham’s normalization is designed for simplifying the algebra of conformal invariant theory. For our purposes we want a normalization that simplifies the local analysis. Based on formula (2.1) for the Laplacian, we might guess that a good choice for this normalization would be to choose a conformal metric for which $\det g = 1$ in $g$-normal coordinates. (Intrinsically, this means that the Jacobian of the exponential map of $g$ is 1.) This is the normalization we will choose.

**Theorem 5.1 (Conformal Normal Coordinates).** Let $M$ be a Riemannian manifold and $P \in M$. For each $N \geq 2$ there is a conformal metric $g$ on $M$ such that

$$\det g_{ij} = 1 + O(r^N),$$

where $r = |x|$ in $g$-normal coordinates at $P$. In these coordinates, if $N \geq 5$, the scalar curvature of $g$ satisfies $S = O(r^2)$ and $\Delta S = \frac{1}{2}|W|^2$ at $P$.

The proof will be carried out below. First, to illustrate the usefulness of these coordinates, we present an application.

**Proof of Theorem B.** Let $\{x^i\}$ be conformal normal coordinates in a neighborhood of $P \in M$. Recalling the notation of Lemma 3.4, let $\varphi = \eta u_\alpha$ in $x$-coordinates, where $\eta$ is a cutoff function supported in $B_{2\varepsilon}$. Since $dV_g \equiv dx$ in conformal normal coordinates, the estimates of that lemma apply without the factor $(1 + C\varepsilon)$ to show that

$$E(\varphi) \leq \Lambda \|\varphi\|^2_p + C\alpha^{n-2} + \int_{B_{2\varepsilon}} S\varphi^2 \, dx.$$

But now in conformal normal coordinates $S = O(r^2)$ and $\Delta S(P) = \frac{1}{2}|W(P)|^2$, so

$$\int_{B_{2\varepsilon}} S\varphi^2 \, dx \leq \int_{B_{\varepsilon}} Su_\alpha^2 \, dx + C\int_{A_{\varepsilon}} u_\alpha^2 \, dx$$

$$= \int_0^\varepsilon \int_{S_r} \left( \frac{1}{2} S_{ij} x^i x^j + O(r^3) \right) u_\alpha^2 \, d\omega_r \, dr + O(\alpha^{n-2})$$

$$= \int_0^\varepsilon \left( -Cr^2 |W(P)|^2 + O(r^3) \right) u_\alpha^2 r^{n-1} \, dr + O(\alpha^{n-2}).$$

Lemma 3.5 therefore shows that

$$E(\varphi) \leq \begin{cases} \Lambda \|\varphi\|^2_p - C|W(P)|^2 \alpha^4 + o(\alpha^4) & \text{if } n > 6, \\ \Lambda \|\varphi\|^2_p - C|W(P)|^2 \alpha^4 \log(1/\alpha) + O(\alpha^4) & \text{if } n = 6. \end{cases}$$
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If $M$ is not locally conformally flat, we can choose $P$ so that $|W(P)|^2 > 0$, and then $Q_\varphi(P) < \Lambda$ for $\alpha$ sufficiently small and $n \geq 6$. Thus $\lambda(M) < \Lambda$. □

The key ingredient in the proof of Theorem 5.1 is the following inhomogeneous version of Graham's main result.

THEOREM 5.2. Let $P \in M$, $k \geq 0$, and let $T$ be a symmetric $(k + 2)$-tensor on $T_P M$. There is a unique homogeneous polynomial $f$ of degree $k + 2$ in $g$-normal coordinates such that the metric $\bar{g} = e^{2f}g$ satisfies

$$\text{Sym}\left( \nabla^k \bar{R}_{ij} \right)(P) = T.$$

PROOF. Let $\{x^i\}$ be $g$-normal coordinates at $P$, $r = |x|$, and let $\mathcal{P}_m$ denote the space of homogeneous polynomials in $x$ of degree $m$. If we set $F_g(x) = R_{ij}(x)x^i x^j$, then by Taylor's theorem

$$F_g(x) = \sum_{m=2}^{k+2} F_g^{(m)}(x) + O(r^{k+3}),$$

where

$$F_g^{(m)} = \frac{1}{(m-2)!} \sum \partial_K R_{ij}(P) x^i x^j x^K \in \mathcal{P}_m.$$ 

(The sum is over $i, j$ and all multi-indices $K = (k_1, \ldots, k_{m-2})$ of length $|K| = m - 2$.) Observe that the covariant derivatives of $R_{ij}$ are related to ordinary partial derivatives by $R_{ij,(P)} = \partial_K R_{ij}(P) + S_{ijK}$, where the $S_{ijK}$ are constructed as polynomials in the curvature and its derivatives of order $< |K|$ at $P$. If $\bar{g} = e^{2f}g$ with $f \in \mathcal{P}_{k+2}$, then $\bar{S}_{ijK} = S_{ijK}$ when $|K| = k$.

Our result is equivalent to finding $f \in \mathcal{P}_{k+2}$ such that

$$(5.1) \quad 0 = \frac{1}{k!} \sum_{|K|=k} \sum_{i,j} (\bar{R}_{ij,(P)} - T_{ijK}) x^i x^j x^K$$

$$= F_{\bar{g}}^{(k+2)}(x) + \sum \frac{1}{k!} (S_{ijK} - T_{ijK}) x^i x^j x^K.$$ 

(We have used the fact that $g$-normal coordinates differ from $\bar{g}$-normal coordinates by $O(r^{k+2})$.) By Euler's formula, $x^i x^j \partial_i \partial_j f = (x^i \partial_i)^2 f - x^i \partial_i f = (k + 2)(k + 1)f$; and $\Delta f = \Delta_0 f + O(r^{k+1})$, where $\Delta_0$ is the Euclidean Laplacian in $x$-coordinates. Thus the transformation law (2.5) for $R_{ij}$ gives

$$F_{\bar{g}}^{(k+2)}(x) = F_{\bar{g}}^{(k+2)}(x) + x^i x^j \left(- (n - 2) \partial_i \partial_j f + \Delta_0 \delta_{ij} \right)$$

$$= F_{\bar{g}}^{(k+2)}(x) - (n - 2)(k + 2)(k + 1)f + r^2 \Delta_0 f.$$ 

Thus there is a unique $f$ so that (5.1) is satisfied provided that the operator $r^2 \Delta_0 - (n - 2)(k + 2)(k + 1)$ is invertible on $\mathcal{P}_{k+2}$. This is guaranteed by the following lemma. □

LEMMA 5.3. The eigenvalues of $r^2 \Delta_0$ on $\mathcal{P}_m$ are

$$\{ \lambda_j = -2j(n - 2 + 2m - 2j) : j = 0, \ldots, [m/2] \}.$$
The eigenfunctions corresponding to $\lambda_j$ are the functions of the form $r^{2j}u$, where $u \in \mathcal{P}_{m-2j}$ is harmonic.

**Proof.** This holds for $m = 0$ or 1 since $r^2\Delta_0 = 0$ on $\mathcal{P}_m$ in these cases. For $m \geq 2$ suppose $f \in \mathcal{P}_m$ satisfies $r^2\Delta_0 f = \lambda f$. By Euler’s formula, $\Delta_0 f \in \mathcal{P}_{m-2}$ satisfies

$$\lambda \Delta_0 f = \Delta_0 \left( r^2 \Delta_0 f \right) = \Delta_0 \left( r^2 \right) \Delta_0 f - 4x^i \partial_i \Delta_0 f + r^2 \Delta_0^2 f = -2n\Delta_0 f - 4(m-2)\Delta_0 f + r^2 \Delta_0^2 f,$$

so $r^2\Delta_0(\Delta_0 f) = (\lambda + 2n + 4m - 8)\Delta_0 f$. This means that either $\Delta_0 f = 0$, in which case $\lambda = 0$ and $f$ is harmonic, or $\lambda + 2n + 4m - 8$ is an eigenvalue of $r^2\Delta_0$ on $\mathcal{P}_{m-2}$ with eigenfunction $\Delta_0 f$. In the latter case, $f = \lambda^{-1}r^2\Delta_0 f$. The lemma now follows by induction. \[\square\]

**Corollary 5.4 (Graham [G]).** Given $P \in M$, $N \geq 0$, there exists a metric conformal to $g$ such that all symmetrized covariant derivatives of the Ricci tensor of order $\leq N$ vanish at $P$.

**Proof.** By induction on $N$: choose $T = 0$ in the above theorem, and note that $f \in \mathcal{P}_{N+2}$ implies that $\nabla^k\tilde{R}_{ij} = \nabla^k R_{ij}$ for $k < N$. \[\square\]

**Lemma 5.5.** In g-normal coordinates, the function $\det g_{ij}$ has the expansion

$$\det g_{ij} = 1 - \frac{1}{3} R_{ij}x^ix^j - \frac{1}{6} R_{ijkl}x^ix^jx^k$$

$$- \left( \frac{1}{20} R_{ijkl} + \frac{1}{120} R_{pilm} R_{ijkm} - \frac{1}{18} R_{ij} R_{kl} \right) x^i x^j x^k x^l + O(r^5),$$

where the curvatures are evaluated at $P$.

**Proof.** Let $\{x_i\}$ denote normal coordinates for $g$ on a neighborhood $U$ of $P$, and use them to identify $U$ with an open set in $\mathbb{R}^n$. To compute the expansion of the metric $g_{ij}(x)$, we first recall the definition of a Jacobi field.

Fix $\tau, \xi \in \mathbb{R}^n$, consider the map $\gamma: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^n$ by $\gamma_s(t) = t(\tau + s\xi)$ which gives a one-parameter family of radial geodesics, and let $T = \gamma'_s(t)$. The variational vector field

$$X(\gamma_s(t)) = \frac{\partial}{\partial s}\gamma_s(t) = t\xi$$

is called a *Jacobi field*. Since for each $s$, $\gamma_s$ satisfies the geodesic equation $\nabla_T T = 0$, and since $0 = \gamma_s[\partial/\partial t, \partial/\partial s] = [T, X] = \nabla_T X - \nabla_X T$, we have

$$0 = \nabla_X \nabla_T X - \nabla_T \nabla_X X - \left( [\nabla_T, \nabla_X] - \nabla_{[X,T]} \right) T$$

$$= \nabla_T \nabla_X X - R(T, X) T.$$

Thus $X$ satisfies the *Jacobi equation* $\nabla^2 X = R_T(X)$, where $R_T$ is the curvature endomorphism $R(T, \cdot) T$.

The Taylor series of $f(t) = |X(\gamma_0(t))|^2$ can be computed by repeatedly differentiating with respect to $\nabla_T$, using the Jacobi equation, and evaluating at $t = 0$, noting that $X(0) = 0$ and $\nabla_T X(0) = \xi$. The first few terms are:

$$\nabla_T f(0) = 0,$$

$$\nabla^2_T f(0) = 2\langle \xi, \xi \rangle_0,$$

$$\nabla^3_T f(0) = 0,$$

$$\nabla^4_T f(0) = 8\langle R, \xi, \xi \rangle_0,$$

$$\nabla^5_T f(0) = 20\langle (\nabla_T R), \xi, \xi \rangle_0,$$

$$\nabla^6_T f(0) = 36\langle (\nabla^2_T R), \xi, \xi \rangle_0 + 32\langle R, \xi, R, \xi \rangle_0.$$
Therefore,

\[
(5.3) \quad \langle \xi, \xi \rangle_{\tau} = t^{-2} |X(\gamma_0(t))|^2
\]

\[
= \langle \xi, \xi \rangle_0 + \frac{t^2}{3} \langle R_{\tau} \xi, \xi \rangle_0 + \frac{t^3}{6} \langle (\nabla_{\tau} R_{\tau}) \xi, \xi \rangle_0
\]

\[
+ \frac{t^4}{20} \langle (\nabla_{\tau}^2 R_{\tau}) \xi, \xi \rangle_0 + \frac{2t^4}{45} \langle R_{\tau} \xi, R_{\tau} \xi \rangle_0 + O(t^5).
\]

Polarizing this with respect to \( \xi \) and substituting \( x = t \tau \) yields the expansion for the metric in normal coordinates:

\[
(5.4) \quad g_{pq}(x) = \delta_{pq} + \frac{1}{2} R_{pq,kl} x^k x^l + \frac{1}{6} R_{pq,kl,m} x^k x^l x^m
\]

\[
+ \left( \frac{1}{20} R_{pq,kl,m} + \frac{2}{25} R_{pq,lm} R_{klm} \right) x^k x^l x^m + O(r^5),
\]

where the curvature terms are to be evaluated at the origin. This can be written

\[
g_{pq} = \exp A_{pq},
\]

where

\[
A_{pq}(x) = \frac{1}{2} R_{pq,kl} x^k x^l + \frac{1}{6} R_{pq,kl,m} x^k x^l x^m
\]

\[
+ \left( \frac{1}{20} R_{pq,kl,m} - \frac{2}{25} R_{pq,lm} R_{klm} \right) x^k x^l x^m + O(r^5).
\]

Then \( \det g_{pq} = \exp(\text{tr} A_{pq}) \) has the expansion \( (5.2) \). \( \square \)

**Proof of Theorem 5.1.** Assume by induction that \( g \) satisfies \( \det g_{ij} = 1 + O(r^N) \), \( N \geq 2 \). It can easily be seen that each term in the expansion \( (5.3) \) for \( \langle \xi, \xi \rangle \) has the form

\[
c_k t^k \left( \left( \nabla_{\tau}^{k-2} R_{\tau} \right) \xi, \xi \right) + B_k(\xi, \xi),
\]

where \( c_k \) is a constant and \( B_k \) is a bilinear form constructed from \( R_{\tau} \) and its derivatives of order less than \( k - 2 \). Thus the expansion of \( \det g_{ij} \) is of the form

\[
\det g_{ij} = 1 + \sum_{|K|=N-2} c_N \left( R_{ij,K} - T_{ij,K} \right) x^i x^j x^K + O(r^{N+1}),
\]

where \( T_{ij,K} \) are the coefficients of a symmetric tensor \( T \) on \( T_P M \) constructed from the curvature and its derivatives of order less than \( N - 2 \).

By Theorem 5.2, there is a unique \( f \in \mathcal{P}_N \) for which \( \text{Sym}(\hat{\nabla}^{N-2} \hat{R}_{ij}) = T \).

But \( T = \tilde{T} \) when \( f \in \mathcal{P}_N \), so det \( \tilde{g}_{ij} \) vanishes to order \( N + 1 \) in \( \tilde{g} \)-normal coordinates. From now on, we will replace \( g \) by \( \tilde{g} \).

The condition \( \det g_{ij} = 1 \) means that the symmetrization of the coefficients of \( (5.2) \) vanishes, so at \( P \)

\[
(a) \quad 0 = R_{ij},
\]

\[
(b) \quad 0 = R_{ij,k} + R_{jk,i} + R_{ki,j},
\]

\[
(c) \quad 0 = \text{Sym} \left( R_{ij,kl} + \frac{2}{3} R_{pq,m} R_{pklm} \right).
\]

Then \( R_{ijkl} = W_{ijkl} \) by \( (5.5a) \), and

\[
R_{ij,kl} - R_{ij,lk} = R_{ik} R_{mj} + R_{ij} R_{kl} R_{lm} = 0,
\]
so (5.5c) gives
\[
0 = \left( R_{ij,kl} + R_{kl,ij} + 2R_{ik,ji} + 2R_{jl,ik} \right) x^i x^j \\
+ \frac{1}{2} (W_{pilm} W_{pklm} + W_{pikm} W_{pjlm} + W_{pikm} W_{pjlm}) \\
+ W_{pjk} W_{plim} + W_{pkm} W_{pljm} + W_{plkm} W_{pjim}) x^i x^j.
\]
Now contract on \( k, l \), noting the contracted Bianchi identity (2.4), and that
\[
W_{pikm} W_{pkjm} = W_{pikm} (W_{pkjm} - W_{pmjk}) = \frac{1}{2} W_{pikm} W_{pjkm}
\]
by the symmetries of the Weyl tensor:
\[
0 = \left( 3S_{ij} + R_{ij,ik} + \frac{3}{2} W_{pikm} W_{pjkm} \right) x^i x^j.
\]
Contracting on \( i, j \) implies \( \Delta S = -S_{ij, ij} = \frac{1}{2} |W|^2 \) at \( P \).

Finally, \( S(P) = R_{jj}(P) = 0 \) by (5.5a), \( 0 = (2R_{jk,ik} + R_{kk,ij})(P) = 2S_{ij}(P) \)
by (5.5b) and the Bianchi identity, so \( S = O(r^2) \).

It is worth noting that, just as Riemannian normal coordinates are unique up to the action of \( O(n) \), conformal normal coordinates are unique up to a similar finite-dimensional group action.

**Theorem 5.6.** Let \( (M, g) \) be a Riemannian manifold and \( P \in M \), and let \( H \)
be the group of conformal diffeomorphisms of \( S^n \) fixing the north pole. There is a natural simply transitive action of \( H \) on the set of formal power series of conformal normal coordinates for the conformal class of \( g \) at \( P \).

**Proof.** \( H \) is generated by \( O(n) \) (rotations fixing the north pole), together with the ‘dilations’ \( \sigma^{-1} \delta \sigma \) and ‘translations’ \( \sigma^{-1} r \sigma \), as described in §3. From Theorem 5.2 above, the power series of the metric \( \tilde{g} \) with \( \det \tilde{g} = 1 \) is uniquely determined once we fix the one-jet of \( \tilde{g} \); and conformal normal coordinates are then uniquely determined by the choice of a \( \tilde{g} \)-orthonormal frame at \( P \).

The action of \( H \) on the set of conformal normal coordinate charts is obtained as follows: Let \( \tilde{\sigma} \) be the stereographic projection sending the north pole in \( S^n \) to \( 0 \in \mathbb{R}^n \). Given conformal normal coordinates \( x: M \to \mathbb{R}^n \) for a metric \( g \) in the conformal class, and \( h \in H \), let \( g' = (x^{-1} \tilde{h} \tilde{\sigma}^{-1} x)^* g \), and let \( \{ e_i \} \) be the frame obtained by pulling back \( \{ d/dx^i \} \) by the same map. It is easy to check that \( \{ e_i \} \) is \( g' \)-orthonormal and that the one-jet of \( g' \) is conformal to \( g \). So we can let \( \{ y^i \} \) denote the unique conformal normal coordinates determined by the one-jet of \( g' \) and the frame \( \{ e_i \} \), and set \( h \cdot x = y \).

Since \( O(n) \) acts simply transitively on the set of frames for any choice of metric at \( P \), the proof is completed by the observation that \( H/O(n) \) acts simply transitively on the set of one-jets of conformal metrics at \( P \). (If we write \( g' = e^{2f} g \), then \( f(0) \) is determined by a dilation, and \( df(0) \) is determined by a translation.)

Of course the above construction of conformal normal coordinates does not achieve the normalization \( \det g = 1 \) exactly; however, we can make the error terms \( O(r^N) \) for \( N \) arbitrarily large. In the rest of this paper, whenever we refer to conformal normal coordinates, it will be understood that we are calculating modulo such inconsequential error terms.
Although a formal power series approximation of conformal normal coordinates is sufficient for the Yamabe problem, it would be of interest to know if the normalization can be achieved exactly in a neighborhood of \( P \). Such normalized coordinates could be of value in other analytic problems in conformal geometry.

6. Stereographic projections. In §3 we used stereographic projection to transfer the Yamabe functional from \( S^n \) to \( \mathbb{R}^n \), where analysis is simpler. In this section we will describe an analogous conformal map which is defined for any compact manifold \( M \) with positive Yamabe invariant. We will then use conformal normal coordinates to compute the asymptotic behavior of this map.

Under stereographic projection, the Euclidean metric pulls back to a metric \( \hat{g} \) on \( S^n - \{ P \} \), conformal to the standard metric \( \bar{g} \), with zero scalar curvature. Therefore \( \hat{g} = G^{p-2} \bar{g} \) for some function \( G \) which satisfies \( \Box G = 0 \). This function \( G \) is singular at \( P \) and, in fact, is a multiple of the Green function of \( \Box \) at \( P \) on \( S^n \). Conversely, if we start with the Green function, then \( G^{p-2} \bar{g} \) defines a metric on \( S^n - \{ P \} \) which is isometric to the Euclidean metric on \( \mathbb{R}^n \). The isometry, of course, is stereographic projection.

The property of \( \mathbb{R}^n \) that is most useful in the analysis of the Yamabe functional is vanishing scalar curvature. With this in mind, we can repeat the above construction for an arbitrary compact manifold \(( M, g)\), replacing \( g \) by \( G^{p-2} \bar{g} \), provided the Green function exists. This will always be the case if the Yamabe invariant of \( M \) is positive.

**Lemma 6.1.** Suppose \( \lambda(M) > 0 \). Then at each \( P \in M \) the Green function \( \Gamma_P \) for \( \Box \) exists and is strictly positive.

**Proof.** Let \( u > 0 \) be the smooth, positive solution to the subcritical equation (4.1) for any \( s < p \) given by Proposition 4.2, and define a new metric \( g' = u^{p-2} \bar{g} \). The scalar curvature \( S' \) of \( g' \) is \( S' = u^{1-p} \Box u = \lambda_u u^{2-p} \). Since \( \lambda(M) > 0 \) implies \( \lambda_u > 0 \), \( S' \) is strictly positive. Thus by Theorem 2.8, the Green function \( \Gamma' \) for \( \Box' \) exists. If at its minimum \( \Gamma' < 0 \), then \( \Gamma' \) would be constant by the strong maximum principle, which is impossible; therefore \( \Gamma' \) is strictly positive.

Now if we set \( \Gamma_P(x) = u(P)u(x)\Gamma_P(x) \), then \( \Gamma_P \) is strictly positive, and by (2.7) and Theorem 2.8 it satisfies for any \( f \in C^\infty_c(M) \)

\[
    u^{-1}(P)f(P) = \int_M \Gamma_P(x)\Box(u^{-1}(x)f(x))dV_g(x)
\]

\[
    = \int_M u^{-1}(P)u^{-1}(x)\Gamma_P(x)(u^{1-p}(x)\Box f(x))u^p(x)dV_g(x)
\]

\[
    = u^{-1}(P)\int_M \Gamma_P(x)\Box f(x)dV_g(x).
\]

This is equivalent to \( \Box \Gamma_P = \delta_P \). Thus \( \Gamma_P \) is the Green function for \( \Box \).

If \( \lambda(M) \leq 0 \), the Yamabe problem for \( M \) has already been solved by the results of §4. Thus we will assume throughout this section that \( \lambda(M) > 0 \). In that context we define generalized stereographic projections.
DEFINITION 6.2. Suppose \((M, g)\) is a compact Riemannian manifold with \(\lambda(M) > 0\). For \(P \in M\) define the metric \(\hat{g} = G^{p-2}g\) on \(\hat{M} = M - \{P\}\), where
\[
G = (n-2)\omega a_{\Gamma P}.
\]
The manifold \((\hat{M}, \hat{g})\) together with the natural map \(\sigma : M - \{P\} \to \hat{M}\) is called the stereographic projection of \(M\) from \(P\).

The image manifold of a stereographic projection has a special geometric structure, called asymptotically flat.

DEFINITION 6.3. A Riemannian manifold \(N\) with \(C^\infty\) metric \(g\) is called asymptotically flat of order \(\tau > 0\) if there exists a decomposition \(N = N_0 \cup N_\infty\) (with \(N_0\) compact) and a diffeomorphism \(N_\infty \leftrightarrow \mathbb{R}^n - B_R\) for some \(R > 0\), satisfying:
\[
g_{ij} = \delta_{ij} + O(\rho^{-\tau}), \quad \partial_k g_{ij} = O(\rho^{-\tau-1}), \quad \partial_k \partial_l g_{ij} = O(\rho^{-\tau-2}),
\]
as \(\rho = |z| \to \infty\) in the coordinates \(\{z^i\}\) induced on \(N_\infty\). The coordinates \(\{z^i\}\) are called asymptotic coordinates.

This definition apparently depends on the choice of asymptotic coordinates. However, we shall see in §9 that the asymptotically flat structure is determined by the metric alone.

Now fix a point \(P \in M\). By an initial conformal change we may assume that, near \(P\), \(g\) is the metric of a conformal normal coordinate system. In this case we will give a very explicit description of the asymptotically flat structure of the stereographic projection \((\hat{M}, \hat{g})\).

The singularity of the Green function \(\Gamma_P\) is, to highest order, the same as that of the fundamental solution of the Laplacian on \(\mathbb{R}^n\). In fact (cf. [PR]), \(\Gamma_P\) has an asymptotic expansion in terms of the geodesic distance \(r\) from \(P\), the leading terms of which are readily computed in conformal normal coordinates. For convenience we adopt the following notations.

**NOTATION.** We write \(f = o(r^k)\) to mean \(f = o(r^k)\) and \(v^j = o^{j^k}(\omega)\). \(o^j\) is defined similarly. The set of \(C^\infty\) functions that vanish to order \(k\) at \(P\) is denoted \(\mathcal{P}_k\). As in §5, \(\mathcal{P}_k\) is the space of homogeneous polynomials of degree \(k\).

**LEMMA 6.4.** Let \(G\) be given by (6.1). In conformal normal coordinates \(\{x^i\}\) at \(P\), \(G\) has an asymptotic expansion
\[
G(x) = r^{2-n} \left(1 + \sum_{k=4}^n \psi_k(x)\right) + c \log r + O''(1),
\]
where \(r = |x|, \psi_k \in \mathcal{P}_k\), and the log term appears only if \(n\) is even. The leading terms are:

(a) if \(n = 3, 4, 5,\) or \(M\) is conformally flat in a neighborhood of \(P\),
\[
G = r^{2-n} + A + O''(r) \quad (A = \text{constant});
\]
(b) if \(n = 6,
\[
G = r^{2-n} - \frac{1}{288a} |W(P)|^2 \log r + O''(1);
\]
(c) if \(n \geq 7,
\[
G = r^{2-n} \left[1 + \frac{1}{12a(n-4)} \left(\frac{r^4}{12(n-6)} |W(P)|^2 - S_{ij}(P)x^i x^j r^2\right)\right] + O''(r^{7-n}).
\]
This will be proved below. First, we observe that the asymptotically flat structure of \( \hat{g} \) can be derived immediately from this lemma.

Let \( \{ x^i \} \) be conformal normal coordinates on a neighborhood \( U \) of \( P \), and define ‘inverted conformal normal coordinates’ \( z^i = r^{-2} x^i \) on \( U - \{ P \} \). With \( \rho = |z| = r^{-1} \) we have
\[
\frac{\partial}{\partial z^i} = \rho^{-2} \left( \delta_{ij} - 2 \rho^{-2} z^i z^j / \rho \right) \frac{\partial}{\partial x^j}.
\]
If we write \( \gamma = r^{n-2} G \), the components of \( \hat{g} \) in \( z \)-coordinates are
\[
\hat{g}_{ij}(z) = \gamma^{-2} \rho^4 g \left( \frac{\partial}{\partial z^i}, \frac{\partial}{\partial z^j} \right)
\]
\[
= \gamma^{-2} \left( \delta_{ik} - 2 \rho^{-2} z^i z^k \right) \left( \delta_{jl} - 2 \rho^{-2} z^l z^j \right) g_{kl}(\rho^{-2} z)
\]
\[
= \gamma^{-2} \left( \delta_{ij} + O''(\rho^{-2}) \right).
\]
If \( M \) is conformally flat near \( P \), \( g_{kl} = \delta_{kl} \) in conformal normal coordinates, so this reduces to \( \hat{g}_{ij} = \gamma^{-2} \delta_{ij} \) in that case. Noting that the expansions for \( G \) give corresponding expansions for \( \gamma \), we have proved the following explicit description of the stereographic projection.

**Theorem 6.5.** The metric \( \hat{g} \) is asymptotically flat of order 1 if \( n = 3 \), order 2 if \( n \geq 4 \) and order \( n - 2 \) if \( M \) is conformally flat near \( P \). In inverted conformal normal coordinates it has the expansion
\[
\hat{g}_{ij}(z) = \gamma^{-2}(z) \left( \delta_{ij} + O''(\rho^{-2}) \right)
\]
where, in the three cases of Lemma 6.4,

(a) \( \gamma(z) = 1 + A \rho^{2-n} + O''(\rho^{1-n}) \) \( (A = \text{constant}); \)

(b) \( \gamma(z) = 1 + \frac{1}{288a} |W(P)|^2 \rho^{-4} \log \rho + O''(\rho^{-4}); \)

(c) \( \gamma(z) = 1 + \frac{1}{12a(n-4)} \rho^{-6} \left( \frac{\rho^2}{12(n-6)} |W(P)|^2 - S_{ij} z^i z^j \right) + O''(\rho^{-5}). \)

**Proof of Lemma 6.4.** Write \( G = r^{2-n}(1 + \psi) \). Since \( g^{rr} = \det g = 1 \) in conformal normal coordinates, the Laplacian \( \Delta \) (given by (2.1)) is equal to the Euclidean Laplacian \( \Delta_0 \) when applied to functions of \( r \) alone. Hence \( \Delta r^{2-n} = \Delta_0 r^{2-n} = (n - 2) \omega \delta_\rho \) on \( U \), and the equation \( \square G = (n - 2) \omega a \delta_\rho \) becomes
\[
\square (r^{2-n} \psi) + Sr^{2-n} = 0.
\]
From (2.1), \( \Delta \psi = \Delta_0 \psi + K \psi \), where
\[
K \psi = \partial_i \left( (\delta^{ij} - g^{ij}) \partial_j \psi \right).
\]
Multiplying by \( r^n/a \), writing \( L = r^2 \Delta_0 + 2(n - 2) r \partial_\rho \), and assuming \( \psi \) is continuous, we see that (6.5) is equivalent to
\[
L \psi + \frac{1}{2} r^2 (S + S \psi + aK \psi) = 0.
\]

We begin by computing a formal asymptotic solution to this equation, writing \( \hat{\psi} = \psi_1 + \cdots + \psi_k \), with \( \psi_k \in S_\rho \), and solving inductively for each \( \psi_k \). Since \( S = O(r^2) \) in conformal normal coordinates, we start by setting \( \psi_1 = \psi_2 = \psi_3 = 0 \). Suppose by induction we have found \( \hat{\psi} = \psi_1 + \cdots + \psi_{k-1} \)
such that
\begin{equation}
L\tilde\psi + \frac{1}{a}r^2(S + S\tilde\psi + aK\tilde\psi)\in \mathcal{E}_k.
\end{equation}
Write the right-hand side as $b_k + \mathcal{E}_{k+1}$, with $b_k \in \mathcal{P}_k$. Now suppose we can find $\psi_k \in \mathcal{P}_k$ such that
\begin{equation}
L\psi_k + b_k = 0.
\end{equation}
Then, noting that $r^2S\psi_k \in \mathcal{E}_{k+4}$ and $r^2K\psi_k \in \mathcal{E}_{k+2}$, when we replace $\tilde\psi$ by $\psi_1 + \cdots + \psi_k$, (6.7) is satisfied with $k$ replaced by $k + 1$, completing the induction step.

First consider the case when $n$ is odd. Since $L = r^2L + 2k(n - 2)$ on $\mathcal{P}_k$, Lemma 5.3 shows that $L$ is always invertible on $\mathcal{P}_k$, so we simply take $\psi_k = -L^{-1}b_k$. By induction, there exists $\tilde\psi = \psi_1 + \cdots + \psi_n$ such that (6.7) holds with $k = n + 1$, which is equivalent to
\begin{equation}
\mathcal{D}(r^{2-n}\tilde\psi) + Sr^{2-n} \in r^{-n}\mathcal{E}_{n+1}.
\end{equation}

If $n$ is even, this construction works for $k < n - 2$ but then breaks down since $L$ is not invertible on $\mathcal{P}_k$ when $n$ is odd, so we can simply take $\psi_k = -L^{-1}b_k$. By induction, there exists $\tilde\psi = \psi_1 + \cdots + \psi_n$ such that (6.7) holds with $k = n + 1$, which is equivalent to
\begin{equation}
\mathcal{D}(r^{2-n}\tilde\psi) + Sr^{2-n} \in r^{-n}\mathcal{E}_{n+1}.
\end{equation}

Before continuing with the next two steps ($k = n - 1, n$) we note that fortunately $\psi_{n-2}$ does not introduce any logarithmic error terms on the right-hand side of (6.7). Indeed, if $\psi$ is a function of $r$ alone then (6.6) and the expansion (5.4) for the metric show that
\begin{equation}
K\psi = \partial_i\left((\frac{1}{2}R_{iklj}x^kx^l + \mathcal{E}_3) r^{-1}x^i\partial_i\psi\right).
\end{equation}
But $R_{iklj}x^kx^l = 0$ by the symmetries of the curvature, so with $\psi_{n-2}$ as above, $K\psi_{n-2} \in \mathcal{E}_{n-2} + \mathcal{E}_{n-1} \log r$. Writing $\psi = \psi_1 + \cdots + \psi_n$, this implies
\begin{equation}
L\tilde\psi + \frac{1}{a}r^2(S + S\tilde\psi + aK\tilde\psi) \in \mathcal{E}_{n-1} + \mathcal{E}_{n+1} \log r.
\end{equation}
As before, writing the right-hand side as $b_k + \mathcal{E}_{k+1} + \mathcal{E}_{n+1} \log r$, we can solve successively for $\psi_k \in \mathcal{P}_k + \mathcal{P}_k \log r$, $k = n - 1, n$. Thus we end up with $\tilde\psi = \psi_1 + \cdots + \psi_n$ satisfying
\begin{equation}
\mathcal{D}(r^{2-n}\tilde\psi) + Sr^{2-n} \in r^{-n}\mathcal{E}_{n+1} + r^{-n} \log r \mathcal{E}_{n+1}.
\end{equation}
Now for any $n$ write $\psi = \bar{\psi} + \varphi$. By (6.5) together with (6.8) or (6.10),

$$\Box (r^{2-n} \varphi) = -\Box (r^{2-n} \bar{\psi}) - Sr^{2-n} \in C^\alpha.$$ 

Therefore by local elliptic regularity $r^{2-n} \varphi \in C^{2,\alpha}$. This proves (6.2), and it remains only to verify the stated expansions of $G$.

If $M$ is conformally flat near $P$, then $S = 0$, so (6.5) shows that $r^{2-n} \psi$ is harmonic and hence $C^\infty$. Therefore $G = r^{2-n} \varphi + O''(r)$ in that case. If $n = 3, 4, 5$, the same result holds since then $r^{2-n} \bar{\psi} \in C^{2,\alpha}$ and $r^{2-n} \bar{\psi} = O''(r)$.

Finally, for $n \geq 6$, we need only confirm that the leading term $\psi_4$ is given by the stated formulas. Expanding $S$ in its Taylor series at $P$, the above proof shows that $\psi_4$ satisfies

$$L \psi_4 = -(1/2a)r^2 S_{kl}(P) x^k x^l.$$ 

If $n > 6$, beginning with the guess $\psi_4 = r^2 b_k x^k x^l$ and using the fact that $S_{kk}(P) = -\Delta S(P) = -\frac{1}{4} |W(P)|^2$ by Theorem 5.1, we find by explicit computation that (6.11) is satisfied with

$$\psi_4 = \frac{1}{12a(n-4)} \left( \frac{r^4}{12(n-6)} |W(P)|^2 - S_{kk}(P) x^k x^l r^2 \right).$$

If $n = 6$, we try $\psi_4 = r^2(b_k x^k + c_{kl} \log r) x^k x^l$, and find that

$$\psi_4 = -\frac{1}{24a} \left( S_{kk}(P) x^k x^l r^2 + \frac{r^4}{12} |W(P)|^2 \log r \right)$$

solves (6.11). This proves the lemma. $\Box$

This argument can easily be adapted to give a direct proof of the existence of the Green function.

7. The test function estimate. We will now construct a test function on the asymptotically flat manifold $\tilde{M}$ and express its Yamabe quotient in terms of a number determined by the geometry of $\tilde{M}$. This approach combines the proofs of Theorems B and C of the Introduction.

Most of the results in this section were inspired by the work of Schoen [S].

For $\alpha > 0$ let $u_\alpha$ be the Sobolev extremal functions on $\mathbb{R}^n$ given by (3.2). One can check easily that $a \Delta_0 u_\alpha = 4n(n-1) u_\alpha^\alpha$ (where $\Delta_0$ is the Euclidean Laplacian), and therefore $\Lambda = \lambda(S^n) = 4n(n-1) ||u_\alpha||^p_p \alpha^{-2}$.

Fix a large radius $R > 0$, let $\rho(z) = |z|$ in inverted conformal normal coordinates (extended to a smooth positive function on $\tilde{M}$), and let $\tilde{M}_\infty = \{ \rho > R \}$ as in §6. Define $\varphi$ on $\tilde{M}$ by

$$\varphi(z) = \begin{cases} u_\alpha(z) & \rho(z) \gg R, \\ u_\alpha(R) & \rho(z) \ll R, \end{cases}$$

with $\alpha \gg R$ to be determined later. Observe that, as $\alpha \to \infty$, $u_\alpha(z)$ becomes very nearly constant for $|z| \leq R$, and so we can expect that the effect of replacing $u_\alpha$ by a constant inside radius $R$ should become negligible. Moreover, the metric on $\tilde{M}_\infty$ closely approximates the Euclidean metric, and so the Yamabe quotient $Q_\delta(\varphi)$ should become close to $\Lambda$. 
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Since $\varphi$ is a function of the radial variable $\rho$ alone, the behavior of $Q_{g}(\varphi)$ as $\alpha \to \infty$ depends on the “average” behavior of the metric $\tilde{g}$ over large spheres. It is useful to introduce a number, which we call the ‘distortion coefficient’ of $\tilde{g}$, that measures this average behavior.

It is well known that the scalar curvature measures the deviation of volumes from the Euclidean case. To see this, let $g$ denote any metric on a manifold $M$, and let $r = |x|$ in normal coordinates around a point $P \in M$. The ratio of the $g$-volume of the geodesic sphere $S_r$ around $P$ to its Euclidean volume is given by the spherical density function

$$h(r) = \omega_r^{-1} \int_{S_r} d\bar{\omega}_r,$$

where $d\bar{\omega}_r$ is the volume element induced on $S_r$ by $\tilde{g}$. Since the unit normal vector to $S_r$ is $N = \text{grad} r/|\text{grad} r|$, we have

$$d\bar{\omega}_r = N \cdot dV_{\tilde{g}} = (\det \tilde{g})^{1/2}(\tilde{g}^{rr})^{-1/2}r^{-1}\tilde{g}^{ij}x^i\partial_j dV_r.$$ But since $\partial_x \cdot dx = r^{-1}x^i dx$, on $S_r$, this reduces to $d\bar{\omega}_r = (\tilde{g}^{rr} \det \tilde{g})^{1/2} d\omega_r$. Thus

$$h(r) = \omega_r^{-1} \int_{S_r} (\tilde{g}^{rr} \det \tilde{g})^{1/2} d\omega_r.$$

Since $\tilde{g}^{rr} = 1$ in normal coordinates at $P$, the expansion (5.2) for $\det \tilde{g}$ shows that

$$h(r) = \omega_r^{-1} \int_{S_r} \left(1 - \frac{1}{6} R_{ij}x^i x^j + O(r^3)\right) d\omega_r = 1 - \frac{1}{6n} Sr^2 + O(r^3).$$

Thus when the scalar curvature $S(P)$ is positive, volumes of geodesic spheres grow slower than in $\mathbb{R}^n$, as on the sphere, and when $S(P) < 0$ they grow faster, as in hyperbolic space. (The scalar curvature has a similar meaning using balls rather than spheres. In dimension 2, this is a familiar interpretation of Gaussian curvature.)

On an asymptotically flat manifold we will consider this same function $h(\rho)$ for large values of $\rho = |z|$. In particular, on the manifold $(\tilde{M}, \tilde{g})$ obtained in §6 by stereographic projection with inverted conformal normal coordinates $\{z^i\}$, we have $\tilde{g}^{\rho\rho} = \gamma^{2-\rho}$ and $\det \tilde{g} = \gamma^{2\rho}$. Thus (7.1) reduces to

$$h(\rho) = \omega_\rho^{-1} \int_{S_\rho} \gamma^{(\rho + 2)/2} d\omega_\rho.$$

The expansion of $\gamma$ given by Theorem 6.5 then gives an asymptotic expansion as $\rho \to \infty$:

$$h(\rho) = \begin{cases} 1 + (\mu/k) \rho^{-k} + O''(\rho^{-k-1}) & \text{if } n \neq 6, \\ 1 + (\mu/4) \rho^{-4} \log \rho + O''(\rho^{-4}) & \text{if } n = 6, \end{cases}$$
and therefore, since the \((n - 1)\)-form \(d\omega_p/\omega_p\) is homogeneous of degree zero,

\[
\frac{a}{2} \int_{S_p} \partial_p \frac{d\omega_p}{\omega_p} = h'(\rho) + O(\rho^{-2-k-1})
\]

\[
= \begin{cases} 
-\mu\rho^{-k-1} + O(\rho^{-k-2}) & \text{if } n \neq 6, \\
-\mu\rho^{-5}\log\rho + O(\rho^{-5}) & \text{if } n = 6.
\end{cases}
\]

We call the constant \(\mu\), defined using inverted conformal normal coordinates, the \textit{distortion coefficient} of \(\hat{g}\). Its geometric meaning at infinity is analogous to that of the scalar curvature at a finite point. It is this constant that determines the values of \(Q_g(\phi)\) for large \(\alpha\).

**Proposition 7.1.** Let \(\phi\) be defined as above. There are positive constants \(C\) and \(k\) such that

\[
E(\phi) \leq \Lambda \|\phi\|_p^2 - C\mu\alpha^{-k} + O(\alpha^{-k-1})
\]

if \(n \neq 6\) or \(M\) is conformally flat near \(P\),

\[
E(\phi) \leq \Lambda \|\phi\|_p^2 - C\mu\alpha^{-4}\log\alpha + O(\alpha^{-4})
\]

if \(n = 6\) and \(M\) is not conformally flat near \(P\).

Thus if \(\mu > 0\), \(\phi\) can be chosen so that \(Q_g(\phi) < \Lambda\).

**Proof.** Since the scalar curvature of \(\hat{g}\) is zero, the energy \(E(\phi)\) is

\[
E(\phi) = \int_{M} a |\nabla \phi|^2 dV_{\hat{g}} = \int_{M} a \hat{g}^{\rho \rho} (\partial_\rho u_\alpha)^2 dV_{\hat{g}} = \int_{M} a (\partial_\rho u_\alpha)^2 \gamma^2 dz.
\]

Letting \(A_L\) denote the annulus \(\{R < \rho < L\}\) and integrating by parts using the Euclidean Laplacian gives

\[
\int_{A_L} a (\partial_\rho u_\alpha)^2 \gamma^2 dz
\]

\[
= \int_{A_L} a u_\alpha \Delta_0 u_\alpha \gamma^2 dz - \int_{A_L} a u_\alpha \rho \partial_\rho (\gamma^2) dz - \int_{S_R \cup S_L} a u_\alpha \rho \partial_\rho \gamma^2 \partial_\rho \gamma dz.
\]

Since \(\gamma\) is bounded, (3.8) shows that the integral over \(S_L\) is \(O(L^{2-n})\) for fixed \(\alpha\), and thus vanishes as \(L \to \infty\). Similarly, the integral over \(S_R\) is \(O(\alpha^{-n})\). We can bound the first integral by using Hölder's inequality and formula (3.2) for \(u_\alpha\):

\[
\int_{A_L} a u_\alpha \Delta_0 u_\alpha \gamma^2 dz = 4n(n-1) \int_{A_L} u_\alpha^{p-2} (u_\alpha \gamma)^2 dz
\]

\[
\leq 4n(n-1) \left( \int_{A_L} u_\alpha^p dz \right)^{1-2/p} \left( \int_{A_L} (u_\alpha \gamma)^p dz \right)^2
\]

\[
\leq 4n(n-1) \|u_\alpha\|_p^{-2} \left( \int_{M} \phi^p dV_{\hat{g}} \right)^{2/p}
\]

= \(\Lambda \|\phi\|_p^2\).
The critical term is the second term in (7.7). After letting \( L \to \infty \) it becomes

\[
-\int_R^\infty au \partial_p u \int_{S_p} \partial_p(\gamma^2) d\omega_p d\rho.
\]

From (7.4), if \( n \neq 6 \) or \( M \) is conformally flat near \( P \),

\[
a \int_{S_p} \partial_p(\gamma^2) d\omega_p = 4(h'(p) + O(\rho^{-2k-1})) \omega_p = -4(\mu \rho^{-k-1} + O(\rho^{-k-2})) \omega_p.
\]

Just as in Lemma 3.5, the change of variables \( \sigma = \rho/a \) shows that if \( 2 - n < k < n \)

\[
C^{-1}a^{-k+1} \leq \int_R^\infty \rho^{-k} \left( \frac{\rho^2 + \alpha^2}{\alpha} \right)^{1-n} \rho^{n-1} d\rho \leq Ca^{-k+1}.
\]

Thus the second term in (7.7) is

\[
-4 \int_R^\infty \rho \alpha^{-1} \left( \frac{\rho^2 + \alpha^2}{\alpha} \right)^{1-n} (\mu \rho^{-k-1} + O(\rho^{-k-2})) \omega_p d\rho \\
\leq -C \mu a^{-k} + O(a^{-k-1}).
\]

Combining the results of the above calculations, we obtain (7.5). If \( n = 6 \), we use instead the inequality

\[
C^{-1}a^{-k+1} \log \alpha \leq \int_R^\infty \rho^{-k} \log \rho \left( \frac{\rho^2 + \alpha^2}{\alpha} \right)^{1-n} \rho^{n-1} d\rho \leq Ca^{-k+1} \log \alpha,
\]

and a similar analysis yields (7.6). \( \square \)

The above calculation reduces the solution of the Yamabe problem in the case \( \lambda(M) > 0 \) to determining the sign of \( \mu \). Indeed, by the same argument as we used in the case of \( \mathbb{R}^n \) to prove (3.5), we have

\[
\lambda(M) = \inf_{\psi \in C_0^\infty(\tilde{M})} \frac{E(\psi)}{\|\psi\|^2_{L^p}},
\]

and so approximating our test function \( \psi \) by a function \( \psi \in C_0^\infty(\tilde{M}) \), we find that \( \lambda(M) < \lambda(S^n) \) if \( \mu > 0 \). So we have proved the following theorem.

**Theorem 7.2.** If \( (M, g) \) is a compact Riemannian manifold of dimension \( n \geq 3 \) with \( \lambda(M) > 0 \), then \( \lambda(M) < \lambda(S^n) \) if there is a generalized stereographic projection \( \tilde{M} \) of \( M \) with strictly positive distortion coefficient \( \mu \). \( \square \)

The distortion coefficient, defined by (7.2) and (7.3), is obtained from the first correction term in the asymptotic expansion of \( \gamma \). If \( n \geq 6 \) and \( M \) is not locally conformally flat, Theorem 6.5 gives this term explicitly in terms of local geometric invariants of \( M \). In the remaining cases, however, it turns out that \( \mu \) can be identified with a *global* invariant called the ‘mass’ of the asymptotically flat manifold \( \tilde{M} \). The next three sections are devoted to a detailed study of this invariant.
8. General relativity. Asymptotically flat manifolds were originally studied by physicists. In this section we will describe how they arise in general relativity, and how physical reasoning leads to the identification of a fundamental geometric invariant called the mass.

General relativity models the world by a four-dimensional spacetime manifold $X$ with a Lorentz metric $g$. The metric represents the gravitational field, and as such it plays two roles in the theory. First, the metric determines the dynamics: the trajectories ("worldlines") of freely falling point particles are geodesics. Second, the metric itself satisfies an equation that describes how a matter distribution determines its gravitational field. This equation, the Einstein field equation, is

$$R_{ij} - \frac{1}{2}Sg_{ij} = T_{ij},$$

in which the metric tensor $g$ plays a role analogous to the classical gravitational potential, and the energy-momentum tensor $T$ is analogous to the classical mass density.

The most famous solution of this equation is the Schwarzschild metric, which represents the gravitational field of a static point particle (a "black hole") of mass $m$. It is a (singular) Lorentz metric on $\mathbb{R}^4$ which, when restricted to any constant-time three-plane, is asymptotically flat of order 1 and has the form

$$g_{ij}(z) = (1 + mp^{-1})\delta_{ij} + O(p^{-2})$$
in suitable coordinates.

More realistic solutions of (8.1) model isolated gravitational systems (e.g. a binary star in an otherwise empty universe). Physically, one expects that when such a system is observed from a great distance its gravitational field should resemble that of a point mass. Thus the spacetime $(X, g)$ modeling the system should be asymptotically Schwarzschild, and should admit spacelike hypersurfaces which are asymptotically flat Riemannian 3-manifolds.

It is in this context that physicists began to study solutions of (8.1) on asymptotically flat manifolds. One way to do this is to introduce the Einstein-Hilbert action integral:

$$A(g) = -\int_X S_g dV_g.$$  

The first variation of $A(g)$ gives the vacuum Einstein equation, as shown by the following well-known lemma.

**Lemma 8.1.** Given a Riemannian or pseudo-Riemannian manifold $(X, g)$, let $h$ be a smooth symmetric 2-tensor, and consider a one-parameter family of metrics $g_t$ with $h = dg_t/dt$ at $t = 0$. If $S_t$ and $dV_t$ denote the scalar curvature and volume form of $g_t$, then

$$\frac{d}{dt}(S_t dV_t)_{t=0} = -\left( h^j \cdot G_{jk} + \nabla *\xi \right) dV_g,$$

where $G$ is the Einstein tensor $G_{jk} = R_{jk} - \frac{1}{2}Sg_{jk}$, and $\xi$ is the 1-form

$$\xi = -\left( \nabla *h + \nabla (\text{tr}_g h) \right) = \left( h_{j,k} - h^k_{k,j} \right) dx^j.$$
PROOF. In any local coordinate system, the variation of the volume form \( dV_t = \sqrt{\det g_t} \, dx \) is

\[
\frac{d}{dt} \left. dV_t \right|_{t=0} = \frac{1}{2} \sqrt{\det g} \, g^{jk} h_{jk} \, dx = \frac{1}{2} h^{jk} g_{jk} \, dV_g.
\]

The classical expression for the Ricci tensor is

\[
R_{jk} = \partial_i \Gamma^i_{kj} - \partial_i \Gamma^i_{kj} + \Gamma^i_{il} \Gamma^l_{kj} - \Gamma^i_{jl} \Gamma^l_{kj}.
\]

At the origin in \( g \)-normal coordinates (where \( \partial_i g_{jk} = 0 \)) we have

\[
\partial_i \Gamma^i_{jk} = \frac{1}{2} g^{km} \partial_l (\partial_l g_{jm} + \partial_j g_{lm} - \partial_m s_{lj}).
\]

Thus, computing \( \frac{dS_t}{dt} \) and evaluating at the origin yields

\[
\frac{d}{dt} S_t \bigg|_{t=0} = \frac{d}{dt} \left[ g_i^{jk}(R_{jk}) \right]_{t=0} = -2 h^{jk} R_{jk} + g^{jk} g^{il} \partial_k (\partial_l h_{ij} - \partial_j h_{il}).
\]

From the definition of covariant differentiation,

\[
h_{jk,l} = \partial_l h_{jk} - \Gamma^m_{kl} h_{jm} - \Gamma^m_{jl} h_{mk},
\]

and thus if \( \xi \) is defined by (8.5), at the origin in normal coordinates we have

\[
-\nabla \ast \xi = h_{jk,l} - h_{k,j}^l
\]

\[
= \partial_l \partial_k h_{jk} - \partial_j \partial_l h_{kk} + (\partial_k \Gamma^m_{jk} - \partial_j \Gamma^m_{kk}) h_{jm}
\]

\[
= \partial_l \partial_k h_{jk} - \partial_j \partial_l h_{kk} - R_{jk} h_{jm},
\]

where we have used the fact that \( R_{jm} = -R_{j,km} \) by the symmetries of the curvature tensor. Thus we have the tensorial identity

\[
\frac{d}{dt} S_t \bigg|_{t=0} = -h^{jk} R_{jk} - \nabla \ast \xi.
\]

Combining this with (8.6) yields the result. \( \square \)

Physicists apply this lemma with compactly supported variations. If \( h \) is compactly supported, the lemma and the divergence theorem show that at \( t = 0 \)

\[
\frac{d}{dt} A(g_t) = \int_X h^{jk} G_{jk} \, dV_g,
\]

and thus a Lorentz metric \( g \) is a critical point of \( A \) if it satisfies the vacuum Einstein equation \( G_{ij} = 0 \).

The variational lemma can also be applied on an asymptotically flat Riemannian manifold \( (N, g) \). We can then look for metrics that are critical for \( A(g) \) under all variations that maintain the asymptotically flat structure (not just compactly supported ones). The divergence term in the lemma then comes into play. If we integrate (8.4) over a large sphere \( S_R \) in the asymptotic end and take the limit as \( R \to \infty \), we obtain

\[
\frac{d}{dt} A(g_t) \bigg|_{t=0} = \int_N h^{jk} G_{jk} \, dV_g - \lim_{R \to \infty} \int_{S_R} \xi(N) \, dV_g,
\]

where \( \xi_j = (\partial_j h_{ij} - \partial_i h_{ji})(1 + O(\rho^{-1})) \). One sees immediately that this boundary term is the variation of a geometric invariant called the mass.
DEFINITION 8.2. Given an asymptotically flat Riemannian manifold \((N, g)\) with asymptotic coordinates \(\{z^i\}\), define the mass as follows:

\[
m(g) = \lim_{R \to \infty} \omega^{-1} \int_{S_R} \mu \cdot dz,
\]

if the limit exists, where \(\mu\) is the mass-density vector field defined on \(N^\infty\):
\[
\mu = (\partial_i g_{ij} - \partial_j g_{ii}) \partial_j.
\]

The preceding discussion shows that for a family \(g_t\) of asymptotically flat metrics,

\[
\frac{d}{dt} (A(g_t) + m(g_t))_{t=0} = \int_N h^{jk} G_{jk} dV_g,
\]

provided the mass is a differentiable function of \(g\). We will discuss the analytic properties of the mass, including the justification for this equation, in the next section. For now we return to the physics, describing how the mass occurs in general relativity and why the term “mass” is appropriate.

In 1960, Arnowitt, Deser, and Misner \([\text{ADM1, 2, 3}]\) made a detailed study of isolated gravitational systems. They adopted the Hamiltonian viewpoint, which meant choosing a spacelike hypersurface as an “initial surface” and writing Einstein’s equations as evolution equations from this initial data. After integrating by parts, they discovered a conserved quantity given precisely by the integral (8.10). Using equation (8.2) it is easy to check that in Schwarzschild space \(m(g)\) agrees with the mass \(m\) (up to a constant). Thus, they concluded, the conserved quantity \(m(g)\) is the total mass of the isolated system.

Arnowitt, Deser, and Misner then conjectured that the mass, measured along a spacelike hypersurface in a physical spacetime, is nonnegative (and zero only if the spacetime is empty). Now the metric of any physical spacetime must satisfy Einstein’s equation (8.1), where \(T_{ij}\) is a physically reasonable energy-momentum tensor. It turns out that the energy-momentum tensors encountered in realistic physical models satisfy a certain positivity condition, called the dominant energy condition (see \([\text{HE}]\)). By Einstein’s equation this becomes a positivity condition on the Ricci tensor. In particular, for a time-independent spacetime \(N = N^3 \times R\) this condition is equivalent to the requirement that the scalar curvature of \(N\) (which then represents local mass density) be nonnegative. Thus one case of the ADM conjecture is:

**Positive Mass Conjecture.** If \((N, g)\) is an asymptotically flat Riemannian 3-manifold with nonnegative scalar curvature then \(m(g) \geq 0\), with equality if and only if \((N, g)\) is isometric to \(R^3\) with its Euclidean metric.

In fact, Arnowitt, Deser, and Misner found that the mass is the first component of a conserved 4-vector, which represents the total energy-momentum of the system. If the system, viewed from a large distance, behaves like a relativistic point particle then this energy-momentum vector should be timelike. The general form of their conjecture, called the positive energy conjecture, is that this is the case in any spacetime satisfying the dominant energy condition (see \([\text{W}]\) or \([\text{PT}]\) for a precise statement). This general conjecture is essentially equivalent to the positive mass conjecture (see \([\text{SY3}]\)).
The mass integral (8.10) on a 4-dimensional Riemannian manifold also appears in physics. In his “Euclidean” approach to quantum gravity, Stephen Hawking proposed that one replace the spacetime manifold by an asymptotically flat Riemannian 4-manifold, and quantize its metric. (This rather unintuitive substitution has proved quite valuable in studying Yang-Mills theories.) One finds that the Einstein-Hilbert action $A(g)$ must be replaced by

$$B(g) = A(g) + m(g).$$

Equation (8.11) then shows that the critical points of $B$, thought of as a functional on the space of asymptotically flat metrics, satisfy $G_{jk} = 0$. Gibbons, Hawking, and Perry [GHP] analyzed this action $B(g)$ and concluded that it might lead to a reasonably well-behaved quantum gravitational theory provided $B(g) \geq 0$ whenever $g$ has zero scalar curvature. This led them to the following conjecture.

**Positive action conjecture.** If $(N, g)$ is an asymptotically flat Riemannian 4-manifold with zero scalar curvature then $B(g) \geq 0$, with equality if and only if $(N, g)$ is isometric to $\mathbb{R}^4$ with its Euclidean metric.

Note that this would be an easy consequence of the 4-dimensional analogue of the positive mass conjecture.

These conjectures have a long history. Partial results were obtained by numerous physicists and mathematicians over a 20-year period (see [W] for references). Finally, in 1979 Richard Schoen and S.-T. Yau solved the problem. In a series of papers [SY1, SY2, SY3, SY4] they used geometric and p.d.e. methods to give complete, rigorous proofs to all of these conjectures. Shortly thereafter Edward Witten gave a simpler proof of the positive energy theorem based on an integration-by-parts formula for spinors [W, PT].

While these conjectures arose in general relativity, they are purely geometric facts about asymptotically flat manifolds. The natural generalization of both conjectures is that an asymptotically flat Riemannian manifold $(N, g)$ of dimension $n \geq 3$ with nonnegative scalar curvature has $m(g) \geq 0$, with equality if and only if $N$ is isometric to Euclidean $\mathbb{R}^n$. Schoen and Yau [S] have announced a proof of this result, which we will continue to call the positive mass theorem.

9. Analysis on asymptotically flat manifolds. Before we sketch the proof of the general positive mass theorem, we pause to introduce some analytic tools that will be useful for understanding asymptotically flat manifolds, analogous to those discussed in §2 for compact manifolds.

The appropriate analytic setting for studying asymptotically flat manifolds is weighted function spaces. Let $(N, g)$ be an asymptotically flat manifold, with asymptotic coordinates $\{z^i\}$ on $N_\infty$. Let $\rho(z) = |z|$ on $N_\infty$, extended to a smooth positive function on all of $N$. For $q \geq 1$ and $\beta \in \mathbb{R}$ we define the weighted Lebesgue space $L^{q,\beta}_0(N)$ as the set of locally integrable functions $u$ for which the norm

$$\|u\|_{q,0,\beta} = \left(\int_N |\rho^{-\beta} u|^q \rho^{-n} dV_g\right)^{1/q}$$
is finite. For a nonnegative integer \( k \) the weighted Sobolev space \( L^{q}_{k,\beta}(N) \) is the set of \( u \) for which \( |\nabla^{i}u| \in L^{q}_{0,\beta-i}(N) \) for \( 0 \leq i \leq k \), with norm

\[
\|u\|_{q,k,\beta} = \sum_{i=0}^{k} \|\nabla^{i}u\|_{q,0,\beta-i}.
\]

We note that \( C^{\infty}_{\beta}(N) \) is dense in \( L^{q}_{k,\beta}(N) \).

We also define the weighted \( C^{k} \) space \( C^{k}_{\beta}(N) \) as the set of \( C^{k} \) functions \( u \) for which the norm

\[
\|u\|_{C^{k}_{\beta}} = \sum_{i=0}^{k} \sup_{N} \rho^{-\beta+i}\|\nabla^{i}u\|
\]

is finite. The weighted Hölder space \( C^{k,\alpha}_{\beta}(N) \) is defined for \( 0 < \alpha < 1 \) as the set of \( u \in C^{k}_{\beta}(N) \) for which the norm

\[
\|u\|_{C^{k,\alpha}_{\beta}} = \|u\|_{C^{k}_{\beta}} + \sup_{x,y} \rho^{-\beta+k+\alpha}\left|\nabla^{k}u(x) - \nabla^{k}u(y)\right|/|x-y|^\alpha
\]

is finite. (Here, as in §2, the supremum is over all \( x \neq y \) such that \( y \) is contained in a normal coordinate neighborhood of \( x \), and \( \nabla^{k}u(y) \) is the tensor at \( x \) obtained by parallel transport along the radial geodesic from \( x \) to \( y \).) It is easy to check that multiplication is a continuous map from \( C^{0,\alpha}_{\beta} \times C^{0,\alpha}_{\beta} \) to \( C^{0,\alpha}_{\beta} \).

Note that the definitions of the weighted spaces depend on the ‘distance function’ \( \rho \), and thereby on a choice of asymptotic coordinates. However, it is easy to see that \( \rho \) is uniformly equivalent to the geodesic distance from an arbitrary fixed point in \( N \) as \( \rho \to \infty \), so all choices of \( \rho \) define equivalent norms.

The theory of elliptic operators on these spaces was introduced by Nirenberg and Walker [NW], and has been developed extensively by Lockhart [Lo], McOwen [M], Cantor [C], Bartnik [B], Choquet-Bruhat and Christodoulou [CBC], Chaljub-Simon and Choquet-Bruhat [CSCB], and others.

We remark that the definition of asymptotically flat manifolds can be extended to manifolds with two or more asymptotic ‘ends’, and all of the results of this section extend easily to that case (see [C], for example).

In the literature there are several ways of indexing weighted spaces. Following Bartnik, we have chosen our definitions so that the index \( \beta \) reflects order of growth: functions in \( C^{k,\alpha}_{\beta} \) or \( L^{q}_{k,\beta} \) grow at most like \( \rho^{\beta} \). Indeed, it follows immediately from the definitions that \( f \in C^{k,\alpha}_{\beta} \) implies \( f = O(\rho^{\beta}) \). The corresponding fact for \( L^{q}_{k,\beta} \) is a consequence of the following Sobolev lemma for weighted spaces.

**Lemma 9.1 (Weighted Sobolev Lemma).** Suppose \( q > 1 \) and \( l - k - \alpha > n/q \). For each \( \varepsilon > 0 \) there are continuous embeddings \( C^{k,\alpha}_{\beta} \subset L^{q}_{l,\beta} \subset C^{k,\alpha}_{\beta} \). In particular, if \( f \in L^{q}_{l,\beta} \) with \( l > n/q \) then \( f = O(\rho^{\beta}) \).

**Proof.** The first embedding is easily obtained from the definitions. The second is proved for weighted \( C^{k} \) spaces on \( \mathbb{R}^{n} \) by Cantor [C]. Bartnik sketches a proof of the general case in [B]; although his definition of the weighted Hölder spaces differs slightly from ours, the same method applies.
The beauty of the weighted spaces is that they give us analogues of many of the global elliptic regularity results that we stated for compact manifolds in §2. In general, these theorems are not true on noncompact manifolds without weights.

**Theorem 9.2 (Weighted elliptic regularity).** Let \((N, g)\) be asymptotically flat with \(g_{ij} - \delta_{ij} \in C^{1,\alpha}_{\infty}(N)\), \(\tau > 0\), and \(q > 1\).

(a) For all \(u \in L^q_{\alpha,\beta}(N)\),
\[
\|u\|_{q,\alpha,\beta} \leq C \left( \|\Delta u\|_{q,0,\beta-2} + \|u\|_{q,0,\beta} \right).
\]

(b) \(\Delta : L^q_{\alpha,\beta}(N) \to L^q_{0,\beta-2}(N)\) is an isomorphism iff \(2 - n < \beta < 0\). In addition, if \(\beta \notin \mathbb{Z}\), \(\Delta\) is surjective for all \(\beta > 2 - n\) and injective for all \(\beta < 0\), and the dimension of \(\ker \Delta\) is the same as that of the kernel of the Euclidean Laplacian \(\Delta_0 : L^q(N) \to L^q_0(N)\), which is the space of harmonic polynomials of degree \(< \beta\).

(c) If \(u \in C^0_\beta(N)\) and \(\Delta u \in C^{0,\alpha}_{\beta-2}(N)\), then \(u \in C^{2,\alpha}_{\beta}(N)\) and
\[
\|u\|_{\tau,\alpha} \leq C \left( \|\Delta u\|_{c^\alpha_{\beta-2}} + \|u\|_{c^\alpha_{\beta}} \right).
\]

(d) If \(2 - n < \beta < 0\), \(h \in C^0_\delta(N)\) for some \(\delta < -2\), and in addition the operator \(\Delta + h : C^{0,\alpha}_{\beta}(N) \to C^{0,\alpha}_{\beta-2}(N)\) is injective, then it is an isomorphism.

**Proof.** Part (a) is essentially Proposition 1.6 in [B]. Part (b) is proved in [C, M, Lo, and B]. The estimate in part (c) is proved in [CSCB] in the case \(n = 3\) and \(2 - n < \beta < 0\), and under the assumption that \(u \in C^{2,\alpha}_{\beta}(N)\); in the general case stated here, the fact that \(u \in C^{2,\alpha}_{\beta}(N)\) follows from local elliptic regularity, and the global estimate is proved by the same techniques as in [CSCB]. Finally, (d) is proved in [CSCB].

As an immediate application of these results, we prove the existence of a preferred system of coordinates near infinity, called harmonic coordinates (cf. [B]).

**Theorem 9.3 (Harmonic coordinates).** Suppose \((N, g)\) is asymptotically flat with \(g_{ij} - \delta_{ij} \in C^{1,\alpha}_{\infty}(N)\), \(\tau > (n - 2)/2\), and let \(\{z^i\}\) be any asymptotic coordinates on \(N_{\infty}\). There exist \(C^\infty\) functions \(\{y^1, \ldots, y^n\}\) on \(N\) satisfying \(\Delta y^i = 0\) and

\[
\begin{align*}
\Delta z^i - y^i &\in C^{0,\alpha}_{\tau+1}(N_{\infty}) & \text{if } n \geq 4, \\
z^i - y^i &\in C^{0,\alpha}_{\tau+1+\epsilon}(N_{\infty}) & \text{if } n = 3,
\end{align*}
\]

such that \(\{y^i\}\) form asymptotic coordinates for \(N\) on some set \(\{\rho \geq R_0\}\).

**Proof.** Extend the functions \(z^i\) arbitrarily to smooth functions on \(N\). Then the fact that \(\tau > (n - 2)/2\) implies that
\[
\Delta z^i = -g^{ik}(z^i)_{,jk} = g^{ik}\Gamma^j_{ik} \in C^{0,\alpha}_{\tau-1}(N).
\]

If \(n \geq 4\), Theorem 9.2(d) shows there exist functions \(u^i \in C^{0,\alpha}_{\tau+1}(N)\) such that \(\Delta u^i = \Delta z^i\). If \(n = 3\), however, the index \(\beta = -\tau + 1\) may be positive, so this approach fails. Instead, note that \(\Delta z^i \in L^q_{0,\tau-1+\epsilon}(N)\) for any \(q > 1\), \(\epsilon > 0\) by Lemma 9.1. If we set \(\beta = -\tau + 1 + \epsilon\), and assume \(\epsilon\) is chosen so that \(\beta \notin \mathbb{Z}\)
and $\beta > 2 - n$, then Theorem 9.2(b) shows there exists $u^i \in L^q_{2,\beta}(N)$ with
\[ \Delta u^i = \Delta z^i. \]
If $q > n$ the weighted Sobolev lemma implies $u^i \in C^0(\beta)(N)$, and thus Theorem 9.2(c) shows that $u^i \in C^\infty_{2,\beta+1}(N)$.

Set $y^i = z^i - u^i$. The fact that $|\nabla u^i| = O(\rho^{-\tau-\epsilon})$ means that the differentials of the functions $y^i$ are independent near infinity; a simple application of the mean value theorem then shows that the resulting map $y: M \to \mathbb{R}^n$ is injective for $|y|$ large enough, and thus $\{y^i\}$ form coordinates near infinity. The formula for the metric coefficients in $y$-coordinates shows that $\{y^i\}$ are indeed asymptotic coordinates. $\square$

The weighted Hölder spaces provide us with an appropriate topology in which to study the mass functional introduced in §8. It turns out, as we will see in the next lemma, that finiteness of the mass is intimately related to integrability of the scalar curvature. For $\tau > (n - 2)/2$ we define $\mathcal{M}_\tau$ to be the set of all $C^\infty$ metrics on $N$ such that (in some asymptotic coordinates)
\[ g_{ij} - \delta_{ij} \in C^{-\alpha}_{-\tau}(N_\infty), \quad S_\eta \in L^1(N). \]

In $z$-coordinates on $N_\infty$,
\[(9.2) \quad S = g^{jk}(\partial_j \Gamma^i_{jk} - \partial_j \Gamma^i_{kj} + \Gamma^i_{jl} \Gamma^l_{jk} - \Gamma^i_{kl} \Gamma^l_{kj})
= \partial_j (\partial_i g_{ij} - \partial_j g_{ii}) + O(\rho^{-2\tau-2}). \]

Choosing a base metric $g_0 \in \mathcal{M}_\tau$, it follows that the scalar curvature of a metric $g_0 + b$ is in $L^1$ iff $\partial_i \partial_j b_{ij} - \partial_i \partial_j b_{ii} \in L^1(N_\infty)$. Thus we can identify $\mathcal{M}_\tau$ with a subset of the affine space
\[ \{ g_0 + b: b \in C^{-\alpha}_{-\tau}(N) \text{ and } \partial_i \partial_j b_{ij} - \partial_i \partial_j b_{ii} \in L^1(N_\infty) \} \]
with the obvious norm. In this topology $g_k \to g$ in $\mathcal{M}_\tau$ if $\|g_k - g\|_{C^1} \to 0$ and $\|S_k - S\|_1 \to 0$.

**Lemma 9.4.** If $\tau > (n - 2)/2$, the mass functional is a continuous affine functional on $\mathcal{M}_\tau$, and thus is infinitely differentiable.

**Proof.** The mass is evidently an affine function from its definition. From (9.2), $S = -\nabla^* \mu + O(\rho^{-2\tau-2})$ on $N_\infty$, where $\mu$ is the mass-density field as in Definition 8.2. Let $\eta$ be a smooth cutoff function which is supported in $N_\infty$ and identically one for large $\rho$. Then by the divergence theorem,
\[ m(\eta) = \lim_{R \to \infty} \int_{S_R} \mu \, d\omega_R = \int_{S_R} \eta(\mu, N) \, d\omega_R \]
\[ = \int_N \left(-\eta \nabla^* \mu + \langle \mu, \nabla \eta \rangle \right) \, dV_g. \]

Now $g \in \mathcal{M}_\tau$ implies $\eta \nabla^* \mu \in L^1(N)$ and $\langle \mu, \nabla \eta \rangle \in C^\infty_c(\mathcal{M}) \subset L^1(N)$. Thus the last expression above is continuous on $\mathcal{M}_\tau$. $\square$

We remark that the above proof can be adapted to show that the $C^{1,\alpha}_{-\tau}$ norm can be replaced by the $L^q_{1,0}(\beta-\tau-n)/2$ norm on $\mathcal{M}_\tau$. 
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We can now show that asymptotic coordinates are unique up to an obvious equivalence relation. Suppose \( \{z'\} \) are asymptotic coordinates with respect to which
\[
(9.3) \quad g_{ij} - \delta_{ij} \in C^{1,\alpha}_{-\tau}(N_\infty),
\]
and \( \{\tilde{z}'\} \) are any other coordinates on \( N_\infty \) such that
\[
(9.4) \quad \tilde{z}(z) - E(z) \in C^{2,\alpha+1}_{-\tau+1}(N_\infty)
\]
for some Euclidean motion \( E: \mathbb{R}^n \to \mathbb{R}^n \). Then it is clear from the definitions that (9.3) holds also in \( \tilde{z}' \)-coordinates. It is an important fact that all choices of asymptotic coordinates are related in this way if \( N \) is asymptotically flat of sufficiently high order. The proof (in the three-dimensional case) is due to Robert Bartnik.

**Theorem 9.5 (Bartnik [B]).** Suppose \((N, g)\) is asymptotically flat, and \( \{z'\}, \{\tilde{z}'\} \) are any two choices of asymptotic coordinates with respect to which (9.3) holds with \( \tau > (n - 2)/2 \). Then there is a Euclidean motion \( E \) such that (9.4) holds (possibly with \( \tau \) replaced by \( \tau - \epsilon \) for some small \( \epsilon > 0 \)).

**Proof.** Let \( \{y'\} \) and \( \{\tilde{y}'\} \) be harmonic coordinates asymptotic to \( \{z'\} \) and \( \{\tilde{z}'\} \) respectively, obtained from Theorem 9.3. Observe that \( y', \tilde{y}' \in L^q_{2,\eta}(N) \) for any \( 1 < \eta < 2 \). By Theorem 9.2(b), the dimension of \( \ker \Delta \) on \( L^q_{2,\eta}(N) \) is the same as that of the Euclidean Laplacian on \( L^q_{2,\eta}(\mathbb{R}^n) \), which is spanned by the linear functions and the constants. Thus \( \{y^1, \ldots, y^n, 1\} \) form a basis for \( \ker \Delta \subset L^q_{2,\eta}(N) \), and so there exist a matrix \( A'_{ij} \) and constants \( b' \) so that
\[
(9.5) \quad \tilde{y}' = A'_{ij}y^j + b'.
\]
The fact that the metric \( g \) is asymptotically flat with respect to both \( \{y'\} \) and \( \{\tilde{y}'\} \) shows that \( A'_{ij} \) must be orthogonal. Combining (9.1) and (9.5) now yields the result. \( \square \)

The definition of mass involves a choice of asymptotic coordinates. But it follows from Bartnik’s result that the mass is in fact an invariant of the metric.

**Theorem 9.6 [ADM, B].** If \( N \) is asymptotically flat with metric \( g \in \mathcal{M}_\tau \), \( \tau > (n - 2)/2 \), then \( m(g) \) depends only on the metric \( g \).

**Proof.** Suppose \( \{z'\} \) and \( \{\tilde{z}'\} \) are two choices of asymptotic coordinates on \( N_\infty \). By Theorem 9.5, after composing with a Euclidean motion (and replacing \( \tau \) by \( \tau - \epsilon \) if necessary) we may assume that
\[
\tilde{z}' = z' + \varphi', \quad \text{where} \quad \varphi' \in C^{2,\alpha}_{-\tau+1}(N_\infty).
\]
The first key observation is that the radial distance functions \( \rho = |z| \) and \( \tilde{\rho} = |	ilde{z}| \) are related by \( C^{-1}\tilde{\rho} \leq \rho \leq C\tilde{\rho} \) for some positive constant \( C \). Thus if \( S_R \) and \( \tilde{S}_R \) represent the spheres \( \{\rho = R\} \) and \( \{\tilde{\rho} = R\} \) respectively, and \( A_R \) is the annulus \( \{C^{-1}R \leq \rho \leq CR\} \), the divergence theorem shows
\[
\int_{S_R} \mu \, dz - \int_{\tilde{S}_R} \mu \, dz \leq \int_{A_R} |\nabla \mu| \, dz.
\]
This last integral goes to zero as \( R \to \infty \), since \( \nabla \mu \in L^1 \) by (9.2). Therefore we can replace \( S_R \) by \( \tilde{S}_R \) in the definition of \( m(g) \) without changing the mass.
If $g_{ij}$ and $\tilde{g}_{ij}$ are the components of the metric in the two coordinate systems, then, writing $\partial_i = \partial / \partial z^i$ and $\tilde{\partial}_k = \partial / \partial \tilde{z}^k = \partial_k - \partial_k q^i \partial_i + O(\rho^{-r})$,

$$\tilde{g}_{ij} = g_{ij} - \partial_i \varphi^j - \partial_j \varphi^i + O(\rho^{-2r}),$$

$$\tilde{\partial}_k \tilde{g}_{ij} = \partial_k g_{ij} - \partial_k \partial_i \varphi^j - \partial_k \partial_j \varphi^i + O(\rho^{-2r-1}).$$

Therefore the mass density field $\mu = (\partial_i g_{ij} - \partial_i \tilde{g}_{ij}) \partial_j$ is

$$\mu = \tilde{\mu} + (\partial_i \partial_j \varphi^j - \partial_i \partial_j \varphi^i) \partial_j + O(\rho^{-2r-1}).$$

Since the volume forms of $\{z^i\}$ and $\{\tilde{z}^i\}$ are related by $d\tilde{z} = d\tilde{z} + O(\rho^{-r})$,

$$\mu \wedge d\tilde{z} = \tilde{\mu} \wedge d\tilde{z} + d\eta + O(\rho^{-2r-1}),$$

where $\eta$ is the $(n-2)$-form

$$\eta = \partial_i \varphi^j (\partial_j \partial_k \varphi^l \partial_l \tilde{z}).$$

Integrating this over $\tilde{S}_p$ and taking the limit, we conclude that $m(g) = m(\tilde{g})$. \hfill \square

For the Yamabe problem, we are interested in the asymptotically flat manifold $\tilde{M}$ obtained by stereographic projection from a compact manifold $M$. The simplest case is when $M$ is locally conformally flat, for then

$$\tilde{g}_{ij}(z) = \gamma(z)^{\rho^{-2}} \delta_{ij},$$

where

$$\gamma(z) = 1 + A \rho^{2-n} + O''(\rho^{1-n}).$$

Using (7.2) and (7.3), one can calculate easily that the constant $A$ is related to the mass and the distortion coefficient by $2(n-1)A = \mu = \frac{1}{2}m(\tilde{g})$. More generally, we have the following relation between $\mu$ and $m(\tilde{g})$.

**Lemma 9.7.** Let $\tilde{M}$ be the stereographic projection of $M$ from $P \in M$, and $\mu$ the distortion coefficient computed with respect to inverted conformal normal coordinates. If $n < 6$ or $M$ is conformally flat in a neighborhood of $P$, then $\mu = \frac{1}{2}m(\tilde{g})$.

**Proof.** Theorem 6.5 and the fact that the scalar curvature of $\tilde{g}$ is identically zero show that in these cases $\tilde{g} \in \mathcal{M}_\tau$ with $\tau > (n-2)/2$, so the mass is defined. It can be expressed in terms of radial derivatives as follows. First note that on the sphere $S_\rho$, $\partial_j \tilde{z} dz = \rho^{-1} z^l d\omega_\rho = \rho^{-2} z^l z^k \partial_k \tilde{z} dz$, so the mass formula becomes

$$m(g) = \lim_{\rho \to \infty} \omega^{-1} \int_{S_\rho} (\rho^{-2} z^l z^k \partial_l \tilde{g}_{ij} - \partial_k \tilde{g}_{ii}) \partial_k \tilde{z} dz.$$ 

Now observe that $\tilde{g}_{pp} = \delta(\partial_p, \partial_p) = \rho^{-2} z^k z^j \tilde{g}_{kj}$, $\partial_p \tilde{g}_{pp} = \rho^{-3} z^l z^k \partial_k \tilde{g}_{kj}$, and that the $(n-2)$-form $\eta = z^l z^k \tilde{g}_{ij} \partial_i \tilde{g}_{kj} + nz^l \tilde{g}_{kj} \partial_k \tilde{z}$ satisfies

$$d\eta = (z^l z^k \partial_i \tilde{g}_{kj} - z^l z^k \partial_i \tilde{g}_{kj} + z^k \tilde{g}_{kj} - nz^l \tilde{g}_{kj} \partial_k \tilde{z}) \partial_k \tilde{z} dz.$$ 

Hence

$$m(g) = \lim_{\rho \to \infty} \omega^{-1} \int_{S_\rho} \partial_p (\tilde{g}_{pp} - \tilde{g}_{ii}) + \rho^{-1}(n \tilde{g}_{pp} - \tilde{g}_{ii}) d\omega_\rho.$$
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This simplifies greatly in inverted conformal normal coordinates, where we have \( \hat{g}_{pp} = \gamma^{p-2} \) and \( \det \hat{g} = \gamma^{2p} = 1 + O(\rho^{2-n}) \). Thus
\[
\begin{align*}
 n \partial_p \hat{g}_{pp} &= n(p - 2) \gamma^{p-3} \partial_p \gamma = \gamma^{p-2} \partial_p (\log \det \hat{g}) \\
&= \partial_p \hat{g}_{ii} + O(\rho^{-2}\tau^{-1}).
\end{align*}
\]
Integrating along rays from infinity and noting that \( n \hat{g}_{pp} = n = \hat{g}_{ii} \) at infinity shows that \( n \hat{g}_{pp} = \hat{g}_{ii} + O(\rho^{-2}) \). Then (9.6) becomes
\[
m(\hat{g}) = \lim_{\rho \to \infty} -\frac{1}{\omega} \int_{S_\rho} \alpha \partial_p \gamma d\omega,
\]
so \( m(\hat{g}) = 2\mu \) by (7.4). \( \square \)

10. The positive mass theorem. We will now sketch the proof of the general positive mass theorem, relying on the work of Schoen and Yau. The discussion of §9 indicates that the natural setting for studying the mass is an asymptotically flat manifold with metric \( g \in \mathcal{M}_\tau \) for some \( \tau > (n - 2)/2 \). A general version of the theorem is the following.

**Theorem 10.1 (Positive Mass Theorem).** Let \( (N, g) \) be an asymptotically flat Riemannian manifold of dimension \( n \geq 3 \) with metric \( g \in \mathcal{M}_\tau \), \( \tau > (n - 2)/2 \), and nonnegative scalar curvature. Then its mass \( m(g) \) is nonnegative, with \( m(g) = 0 \) if and only if \( (N, g) \) is isometric to \( \mathbb{R}^n \) with its Euclidean metric.

Schoen and Yau [S] have recently announced a proof of this theorem in the case \( \tau = n - 2 \). We begin our sketch of the proof with a weaker but much simpler theorem, which shows that the mass is nonnegative provided the Ricci curvature is nonnegative. This argument extends earlier results of E. Witten, R. Bartnik, and R. Schoen. It is a noncompact version of Bochner’s vanishing theorem.

**Proposition 10.2.** Suppose \( (N, g) \) is asymptotically flat with \( g \in \mathcal{M}_\tau \) for some \( \tau > (n - 2)/2 \), and the Ricci tensor of \( g \) is nonnegative. Then the mass \( m(g) \) is nonnegative, with \( m(g) = 0 \) if and only if \( (N, g) \) is isometric to \( \mathbb{R}^n \) with its Euclidean metric.

**Proof.** By Theorem 9.6, we may use any convenient coordinates to compute the mass. Let \( \{y^i\} \) be harmonic coordinates as in Theorem 9.3, so \( \Delta y^i = d^* dy^i = 0 \). Then the 1-forms \( \omega^i = dy^i \) satisfy \( d\omega^i = d^*\omega^i = 0 \). From the Ricci identity (2.2) we obtain the classical **Bochner formula** for a 1-form \( \omega^i \):
\[
(10.1) \quad \Delta \omega = (dd^* + d*d) \omega = (\nabla^* \nabla + \text{Ric}) \omega.
\]
Applying this to \( \omega^i \), taking inner products, summing over \( i \), and integrating by parts over \( N_R = \{ \rho \leq R \} \) yields
\[
\sum_i \int_{N_R} |\nabla \omega^i|^2 + \text{Ric}(\omega^i, \omega^i) \, dV_g = \sum_{i, j} \int_{S_R} g^{jk} \langle \omega^i, \nabla_j \omega^i \rangle \partial_k \, dV_g.
\]
But observe that \( \nabla_i \omega^i = \nabla_i dy^i = -\Gamma^i_{jk} dy^k \), and in harmonic coordinates
\( 0 = \Delta y^i = g^{ik} \Gamma^i_{jk} \). Therefore the mass-density field on \( N_\infty \) is
\[
\mu = \left( \Gamma^i_{ij} - \Gamma^i_{ij} \right) \partial_j + O \left( \rho^{-2\tau - 1} \right)
\]
\[
= \sum_{i,j} \left( \omega^i, \nabla_j \omega^j \right) \partial_j + O \left( \rho^{-2\tau - 1} \right).
\]
Integrating over \( S_R \) and taking the limit as \( R \to \infty \) yields
\[
m(g) = \omega^{-1} \int_N \left( |\nabla \omega^i|^2 + \text{Ric}(\omega^i, \omega^j) \right) dV_g \geq 0.
\]

Now suppose the mass is zero. Then the above formula shows that \( \nabla \omega^i = 0 \) for each \( i \). Thus \( \nabla \langle \omega^i, \omega^j \rangle = \langle \nabla \omega^i, \omega^j \rangle + \langle \omega^i, \nabla \omega^j \rangle = 0 \), and since the coframe \( \{\omega^i\} \) is orthonormal at infinity it is orthonormal everywhere. This implies that the map \( y : N \to \mathbb{R}^n \) is a local isometry. In fact, since it is a proper local diffeomorphism, it is a covering map, and therefore a global isometry. Thus \( N \) is isometric to Euclidean \( \mathbb{R}^n \). \( \square \)

In 1981, Witten discovered that a variant of this argument, using spinors in place of the one-forms \( \omega^i \), gives a simple proof of the positive mass theorem for a manifold with a spin structure.

**Theorem 10.3 (Witten [W]).** Suppose \( N \) is an asymptotically flat spin manifold of dimension \( n \geq 3 \), with metric \( g = g_{ij} + h_{ij} \), where \( h_{ij} \in C^{2,\alpha}_\tau(\overline{N}) \) for some \( \tau > (n - 2)/2 \). If \( N \) has finite mass and nonnegative scalar curvature, then \( m(g) \geq 0 \).

Since the proof is quite simple, we include it in the appendix.\(^1\)

We remark that the proof extends easily to spin manifolds with several asymptotic ends, as mentioned in §9. In that case there is a mass associated with each end, and the theorem states that each mass is nonnegative (see [PT]).

The definition of a spin manifold implies orientability. But the above remark allows us to extend Witten’s theorem to certain nonorientable manifolds: if \( N \) is an asymptotically flat manifold whose orientable double cover \( \widetilde{N} \) is spin, the theorem applied to \( \widetilde{N} \) (which has two ends) implies that the mass of \( N \) is nonnegative.

Another special case—that of locally conformally flat manifolds—is directly applicable to the Yamabe problem. A new proof for this case has recently been given by Schoen and Yau [SY6]. Their theorem is as follows:

**Theorem 10.4.** Suppose \( (\hat{M}, \hat{g}) \) is a stereographic projection of a compact, locally conformally flat manifold \( M \) of dimension \( n \geq 4 \) with \( \lambda(M) > 0 \). Then \( m(\hat{g}) > 0 \) unless \( \hat{M} \) is isometric to \( \mathbb{R}^n \).

The proof of this theorem is based on a careful analysis of the developing map, a conformal map from the universal cover of \( M \) to the sphere. Schoen and Yau showed that the hypotheses on \( M \) imply that the developing map is

\(^1\)At the time this was first written, no proof of this version of Witten’s theorem had appeared in the literature. Since then, Bartnik has independently written a proof and included it in the published version of [B].
injective; the result then follows by comparing the Green function on $M$ with that on the sphere.

The proof of the general positive mass theorem will be carried out in three steps. The heart of the proof is the following lemma, which shows that $m(g) > 0$ if $g$ has a particularly simple asymptotic form.

**Lemma 10.5 (Schoen and Yau [SY1, SY2, SY4, SY5]).** Let $(N, g)$ be an asymptotically flat manifold with metric $g$ of the following special form:

$$g_{ij}(z) = (1 + A r^{2-n}) \delta_{ij} + \Phi_{ij}(z),$$

where $A$ is a constant and $\Phi_{ij} \in C^{5}_{1-n}(N_{\infty})$. If the scalar curvature of $g$ is nonnegative, then $m(g) = (n - 2)(n - 1)A > 0$.

**Proof.** This is proved by induction on $n$. The case $n = 3$ is a consequence of Witten's theorem (and the remark following it) since every orientable 3-manifold admits a spin structure. (It also follows from Schoen and Yau's original proof of the positive mass theorem [SY1].)

We give only a brief sketch of the inductive step. One begins by assuming the mass is negative. This assumption can be used to prove the existence of an embedded asymptotically flat minimal hypersurface $H \subset N$. By conformally changing the induced metric on $H$ to a metric $\tilde{g}$ of zero scalar curvature, and analyzing the second variation of the minimal surface equation, one concludes that $\tilde{g}$ has negative mass, contradicting the inductive hypothesis.

This argument is given in the case of dimension 4 in [SY2]. The general result was announced in [S], but a proof has not yet appeared. If $n < 7$ the argument proceeds just as in the 4-dimensional case. For $n \geq 7$, the minimal hypersurface may have singularities, and one must analyze these carefully, in effect proving the theorem for manifolds with certain types of singularities. □

The next step is to remove the restrictive assumptions on the metric $g$.

**Lemma 10.6.** Under the hypotheses of Theorem 10.1, $m(g) \geq 0$.

**Proof.** We will reduce the theorem to the restricted case above by “flattening” $g \in \mathcal{M}_\tau$ on the asymptotic end $N_{\infty}$, and then conformally changing back to nonnegative scalar curvature.

Let $\{z_i\}$ be asymptotic coordinates on $N_{\infty}$, and let $\rho: N \to \mathbb{R}$ be the radial distance function as in §9. Fix a smooth cutoff function $\eta$ on $\mathbb{R}$ with $0 \leq \eta \leq 1$, $\eta(t) = 1$ for $t \leq 1$, and $\eta(t) = 0$ for $t \geq 2$. For $R > 0$ define $\eta_R: N \to \mathbb{R}$ by $\eta_R(z) = \eta(R^{-1} \rho(z))$. Write $g_{ij} = \delta_{ij} + b_{ij}$ with $b_{ij} \in C^{1,2}_{\infty}(N)$, and consider the flattened metrics

$$(g_R)_{ij} = \delta_{ij} + \eta_R b_{ij}.$$  

These metrics may have negative scalar curvature at some points. A natural way to restore positive scalar curvature is to seek a metric $\tilde{g}_R$ conformal to $g_R$ which has prescribed nonnegative scalar curvature, say, equal to $\eta_R S$. This would require solving the nonlinear prescribed scalar curvature equation $\Box_R \varphi = \eta_R S \varphi^{-1}$. A much simpler approach is to solve the linear equation

$$(10.2)\quad \Box_R \varphi_R = \eta_R S \varphi_R$$
for $\varphi_R > 0$, for then the transformation law (1.1) shows that the metric
$\hat{g}_R = \varphi_R^{p-2}g_R$ has scalar curvature

$$S_{\hat{g}_R} = \varphi_R^{-p} \Box R \varphi_R = \varphi_R^{2-p} \eta_R S > 0.$$ 

Writing $\varphi_R = 1 + \varphi_R$ and $\gamma_R = S_R - \eta_R S$, (10.1) becomes

$$(a \Delta_R + \gamma_R) \varphi_R = -\gamma_R.$$ 

To solve this we first note that, for any positive $\epsilon$, $\gamma_R \to 0$ in $C_{\tau-2+\epsilon}^0(N)$ as $R \to \infty$. Indeed, the usual coordinate formulas show that the Christoffel symbols of $g$ and $g_R = g + (\eta_R - 1)b$ are related by

$$\Gamma_{\alpha\beta} = \Gamma_{\alpha\beta} + \varphi_R^{-1} \nabla_{\alpha\beta} \eta_R$$

and

$$\mu = \eta_R S - \nu R S = 0(\mu \cdot \eta_R).$$

It follows from its definition that $\eta_R$ is bounded in $C^{\infty}_0(N)$ for any $k$, and thus $\partial \eta_R \in C^{0,\alpha}_0$ and $\partial^2 \eta_R \in C^{0,\alpha}_2$, uniformly in $R$. Since multiplication is continuous from $C^{0,\alpha}_0 \times C^{0,\alpha}_2$ to $C^{0,\alpha}_2$, the above formula shows that $\|\gamma_R\|_{C^{0,\alpha}_2}$ is bounded independently of $R$. Since $\gamma_R$ is supported in the annulus $\{R < \rho \leq 2R\}$, this implies that $\|\gamma_R\|_{C^{0,\alpha}_{\tau-2+\epsilon}} \to 0$ for any positive $\epsilon$.

Since the Laplacian $\Delta$ of $g$ is injective on $L^2_{\tau+\epsilon}(N) \supset C_{\tau+\epsilon}^2(N)$ by Theorem 9.2(b), part (d) of that theorem shows that $\Delta: C^{2,\tau+\epsilon}_{\tau+\epsilon}(N) \to C^{2,\tau}_{\tau+\epsilon}(N)$ is an isomorphism. Thus the operator $a \Delta_R + \gamma_R$ will also have a bounded inverse if the operator norm of the perturbation term $a(\Delta_R - \Delta) + \gamma_R$ is small enough. The multiplicative property of weighted Hölder spaces shows that the operator norm of $\gamma_R$ is bounded by $\|\gamma_R\|_{C^{0,\alpha}_2}$. On the other hand, one can calculate that

$$\|\Delta_R - \Delta\|_{C^{0,\alpha}_{\tau-2+\epsilon}} \leq \|g_R - g\|_{C^{0,\alpha}_{\tau}} \|\varphi_R\|_{C^{2,\tau+\epsilon}_{\tau+\epsilon}},$$

and $g_R \to g$ in $C^{0,\alpha}_0(N)$. Thus $a \Delta_R + \gamma_R$ has a bounded inverse for large $R$, and we can solve (10.3) for $\varphi_R \in C^{2,\tau+\epsilon}_{\tau+\epsilon}(N)$ with $\|\varphi_R\|_{C^{2,\tau+\epsilon}_{\tau+\epsilon}} \to 0$. In particular, $\varphi_R = 1 + \varphi_R$ is strictly positive for large $R$.

Now because the Laplacian $\Delta_R$ is equal to the Euclidean Laplacian in asymptotic coordinates for $\rho > 2R$, and $\gamma_R = 0$ there, the functions $\varphi_R$ are harmonic (in the Euclidean sense) near infinity. Consider the inversion $x \mapsto |x|^{-2}x$ which sends a neighborhood $A$ of the origin in $\mathbb{R}^n$ to a neighborhood of infinity. It is easy to check that the function $\tilde{\varphi}_R(x) = |x|^{2-\alpha} \varphi_R(|x|^{2}x)$ is harmonic on $A - \{0\}$. Since $\tilde{\varphi}_R = O(\rho^{-\tau+\epsilon})$, we have $\tilde{\varphi}_R = O(|x|^{2-n+\tau-\epsilon})$, and so $\tau > (n - 2)/2$ implies $\tilde{\psi}_R \in L^p(A)$. Thus the removable singularities result (Proposition 2.7) shows that $\varphi_R$ is weakly harmonic on $A$, and elliptic regularity shows that $\varphi_R$ is $C^\infty$. In particular, $\nabla^\nu \varphi_R(x)$ is bounded for all $\nu$. Inverting, we find that $\nabla^\nu \varphi_R(x) = O(\rho^{2-n-\nu})$ for all $\nu$.

Thus the metric $\hat{g}_R = \varphi_R^{p-2}g_R$ satisfies the hypotheses of Lemma 10.5, so $m(\hat{g}_R) \geq 0$.

The proof is completed by showing that $\hat{g}_R \to g$ in the topology of $\mathcal{M}_{\tau-\epsilon}$, which implies $m(\hat{g}_R) \to m(g)$. Note that $g - g_R = (1 - \eta_R)b$ is supported in $\{\rho \geq 2R\}$ and bounded in $C_{\tau+\epsilon}^1(N)$ independently of $R$, and thus converges to zero in $C_{\tau+\epsilon}^1(N)$. We have

$$g - \hat{g}_R = (g - g_R) + (1 - \varphi_R^{p-2})g_R.$$
The first term goes to zero in \( C_{-\epsilon}^{1,\alpha}(N) \) by the previous remark, and the second goes to zero since \( \varphi_R \to 1 \) in that space. Finally,

\[
\left| S - \tilde{S}_R \right| = \left| S - \varphi_R^{-p} \eta_R S \right| \leq 2(1 - \eta_R) |S|
\]

since \( \varphi_R \to 1 \) uniformly, and thus \( \int_N |S - \tilde{S}_R| \to 0 \) since \( S \in L^1(N) \). \( \square \)

The proof of the positive mass theorem is completed by examining the case \( m(g) = 0 \).

**Lemma 10.7.** If \( (N, g) \) satisfies the hypotheses of Theorem 10.1 and has \( m(g) = 0 \), then \( N \) is isometric to \( \mathbb{R}^n \) with its Euclidean metric.

**Proof.** We will use the variational formula (8.11) to show that the Ricci tensor of \( g \) is zero. The lemma then follows from Proposition 10.2.

Let \( h_{ij} \) be any smooth, compactly supported symmetric 2-tensor on \( N \), and consider the family of metrics \( g_t = g + t h \). These metrics may no longer have nonnegative scalar curvature. Following the method of Lemma 10.6 above, we change to the conformal metric \( \tilde{g}_t = \varphi_t^{p-2} g_t \), where \( \varphi_t \) is a positive solution to \( \Box \varphi_t = S \varphi_t \). This is equivalent to

\[
(a \Delta_t + \gamma_t) \varphi_t = -\gamma_t,
\]

where we have written \( \varphi_t = 1 + \psi_t \) and \( \gamma_t = S - S_t \). Since \( \gamma_t \) is compactly supported and \( S_t \to S \) in \( C^k \) for any \( k \) as \( t \to 0 \), it follows that \( \|\gamma_t\|_{C^{k-2}} \to 0 \).

Arguing as in the proof of Lemma 10.6, for small \( t \) we can solve uniquely for \( \varphi_t \in C^{k-2}_{0}(N) \), with \( \|\varphi_t\|_{C^{k-2}_0} \to 0 \) as \( t \to 0 \). Thus for \( t \) small enough, \( \varphi_t = 1 + \psi_t > 0 \), and the metric \( \tilde{g}_t = \varphi_t^{p-2} g_t \) has scalar curvature

\[
\tilde{S}_t = \varphi_t^{1-p} \Box \varphi_t = \varphi_t^{2-p} S \geq 0.
\]

Now since \( m(g) = 0 \), the previous lemma implies that \( g \) is a minimum for the mass among the metrics \( \tilde{g}_t \). Since \( m \) is differentiable by Lemma 9.4, this means that \( m(g) \) is zero, where a dot denotes the derivative with respect to \( t \) at \( t = 0 \). We will apply the variational formula (8.11) to the family \( \tilde{g}_t \). First note that \( \varphi_t \) is differentiable with respect to \( t \), since the family of operators \( (a \Delta_t + \gamma_t)^{-1} \) depends differentiably on \( t \). At \( t = 0 \),

\[
\frac{d}{dt} \tilde{g}_t = (p - 2) \varphi g + h,
\]

\[
\frac{d}{dt} \tilde{V}_t = \frac{d}{dt} (\det \tilde{g}_t)^{1/2} dx
\]

\[
= \frac{1}{2} ((p - 2) \varphi g_{jk} + h_{jk}) g^{jk} dV_g.
\]

Thus, since \( \tilde{S}_t = \varphi_t^{2-p} S \),

\[
\frac{d}{dt} (\tilde{S}_t \tilde{V}_t) = (2 - p) \varphi S dV_g + \frac{1}{2} S ((p - 2) \varphi g_{jk} + h_{jk}) g^{jk} dV_g.
\]
From (8.11) we have
\[ 0 = \dot{m}(g) = \frac{d}{dt} \int_N \bar{S}_i d\bar{V}_i + \int_N \left\langle \left( \frac{d}{dt} \bar{g}_{ij} \right), G \right\rangle dV_g \]
\[ = \int_N h^{jk} R_{jk} dV_g. \]
This holds for all compactly supported \( h \), so \( R_{jk} \equiv 0 \) on \( N \). This completes the proof of the general positive mass theorem. \( \square \)

11. Solution of the Yamabe problem. We now have all the ingredients needed to solve the Yamabe problem. The solution has proceeded in several steps. First, the analytic arguments of §4 showed that we can obtain a solution provided that \( \lambda(M) < \lambda(S^n) \). Second, the test function estimate of §7 reduced the problem to verifying the positivity of the distortion coefficient \( \mu \) of the manifold \( \tilde{M} \) obtained by stereographic projection in conformal normal coordinates. In many cases this follows directly from the asymptotic expansions of Theorem 6.5. In the remaining cases it is a consequence of the positive mass theorem.

THE YAMABE THEOREM. If \( (M, g) \) is a compact Riemannian manifold of dimension \( n \geq 3 \), there exists a metric \( \tilde{g} \) conformal to \( g \) with constant scalar curvature \( \tilde{S} = \lambda(M) \).

PROOF. If \( M \) is conformal to the standard sphere, then Theorem 3.2 shows that the problem is solved by the standard metric. For any other \( M \), by Theorem 4.5 it suffices to show that \( \lambda(M) < \lambda(S^n) \). If \( \lambda(M) \leq 0 \), this is obviously the case. If \( \lambda(M) > 0 \), then by Theorem 7.2 it suffices to find a stereographic projection \( \tilde{M} \) of \( M \) with positive distortion coefficient \( \mu \).

If \( n \geq 6 \), we can calculate the expansion of the spherical density function \( h \) directly from the expansion for \( \gamma \) obtained in Theorem 6.5. Using formula (7.2) and the fact that
\[ \int_{S^2} z^i z^j d\omega_p = \frac{1}{n} \delta^{ij} \rho^2 \omega_p, \]
we find that
\[ h(\rho) = \begin{cases} 1 + \frac{1}{96n(n-6)} |W(P)|^2 \rho^{-4} + O''(\rho^{-5}) & \text{if } n \geq 7, \\ 1 + \frac{1}{576} |W(P)|^2 \rho^{-4} \log \rho + O''(\rho^{-4}) & \text{if } n = 6. \end{cases} \]
Thus if \( M \) is not locally conformally flat we can choose a point \( P \in M \) with \( W(P) \neq 0 \), and then \( \mu = C |W(P)|^2 > 0 \). On the other hand, if \( n < 6 \) or \( M \) is locally conformally flat, then Lemma 9.7 and the positive mass theorem show that \( \mu > 0 \) unless \( \tilde{M} \) is conformal to \( \mathbb{R}^n \), in which case \( M \) is conformal to \( S^n \). \( \square \)
There are several questions related to the Yamabe problem that are of considerable current interest. Yau [Yau] and others have posed the Yamabe problem for complete noncompact Riemannian manifolds. Using the methods of weighted spaces discussed in §9, one can show that an asymptotically flat manifold \( N \) of order \( \tau > (n - 2)/2 \) with positive Yamabe invariant \( \lambda(N) \) has an asymptotically flat conformal metric of zero scalar curvature provided the scalar curvature satisfies \( S \in C^{0, \sigma-2}(N) \). More generally, Patricio Aviles and Robert McOwen [AM] have recently obtained some interesting results about conformal deformations of noncompact manifolds, including a proof that the Yamabe problem is solvable for complete Riemannian manifolds whose scalar curvature is negative near infinity.

In [SY6], Schoen and Yau have made progress toward understanding which open submanifolds of the sphere admit complete conformal metrics of constant scalar curvature.

A second question concerns the properties of the functional \( Q_g \). The solution of the Yamabe problem is based on showing that the minimum of \( Q_g \) is realized. It would be interesting to have a better understanding of the analytic properties of \( Q_g \), and in particular to examine the higher critical points. Recently Ding Weiyue [Wy] has shown that \( Q_g \) has infinitely many critical values on the sphere (although it follows from Obata’s theorem that the minima are the only critical functions that are strictly positive). Schoen has shown that the convergence theorem 4.5 holds for sequences \( \{\varphi_n\} \) that are solutions—but not necessarily minima—of the subcritical problem, and for which \( \{Q_g(\varphi_n)\} \) is bounded.

In another direction, the Yamabe problem can also be posed for CR manifolds, the abstract models of real hypersurfaces in complex manifolds. A strictly pseudoconvex CR manifold is an odd-dimensional manifold with a given codimension 1 sub-bundle of its tangent bundle, which carries a complex structure and a hermitian metric (the Levi form) defined only up to a conformal factor. S. Webster [We] has defined a notion of covariant differentiation and curvature for the Levi form, and it is natural to ask whether the conformal factor can be chosen so that the Webster scalar curvature is constant. This is the CR Yamabe problem.

The formal structure of this problem is identical in many respects to that of the Riemannian Yamabe problem. The analysis, however, is considerably more difficult since the operator that takes the place of the Laplacian is only subelliptic rather than elliptic. Nonetheless, by using more delicate Sobolev estimates, one can still prove the analogue of Theorem A; this has been done by Lee and David Jerison in [JL1 and JL2].

In order to determine when the problem can be solved, one must identify the extremals for the “model case”, the sphere in \( \mathbb{C}^{n+1} \). Using a generalization of Obata’s argument, Lee and Jerison have shown in [JL3] that the CR Yamabe functional is minimized by the standard Levi form on the sphere and its images under CR automorphisms.

Once the extremals are known, one must calculate the asymptotic expansion for the Yamabe functional of an appropriate test function, and relate it to local CR invariants. This calculation is significantly more complicated than in the Riemannian case, and requires the construction of special coordinates analogous to conformal normal coordinates. In [JL4], Lee and Jerison have carried
out this calculation and proved the following analogue of Theorem B: the CR
Yamabe problem can be solved on CR manifolds of dimension \( \geq 5 \) that are
not locally CR equivalent to the sphere ("locally spherical").

When the dimension is 3 or the manifold is locally spherical, this local
approach does not work and we are in a situation analogous to Theorem C. In
that case one needs an analogue of the positive mass theorem for CR
manifolds. This problem is still completely open.

**Appendix: Witten’s proof.** In this appendix we give a proof of Witten’s
Theorem 10.3, beginning with a rapid summary of the geometric context of
spinors. More details on the constructions discussed here may be found in
[PT].

The group \( \text{SO}(n) \), \( n \geq 3 \), has a twofold universal covering group called
\( \text{Spin}(n) \). This group has a fundamental unitary representation on a space \( V \) of
complex dimension \( 2^n - 2 \) called the spin representation \( \rho: \text{Spin}(n) \to \text{Aut}(V) \).
When \( n \) is odd \( V \) is irreducible, and when \( n \) is even \( V = V_+ \oplus V_- \) is the direct
sum of two irreducible representations. In addition there is an equivariant
linear Clifford multiplication map \( c: \mathbb{R}^n \to \text{End}(V) \). The map \( c(x) \) is skew-
hermitian and satisfies
\[
c(x)c(y) + c(y)c(x) = -2(x, y)\text{Id}
\]
for all \( x, y \in \mathbb{R}^n \).

For example, \( \text{Spin}(3) \equiv \text{SU}(2) \) is the universal cover of \( \text{SO}(3) \), and \( \rho \) is the
standard representation of \( \text{SU}(2) \) on \( \mathbb{C}^2 \). In this case Clifford multiplication is
simply
\[
c(x, y, z) = \begin{pmatrix}
ix & iy + z \\
yz & -ix
\end{pmatrix} \in \mathfrak{so}(2).
\]

For later use we note that the Lie algebra representation \( \tilde{\rho}: \mathfrak{o}(n) \to \text{End}(V) \) can be written in terms of Clifford multiplication. Namely, for any
skew-symmetric matrix \( A \in \mathfrak{o}(n) \equiv \mathfrak{spin}(n) \) we have
\[
(\ref{A1}) \quad \tilde{\rho}(A) = -\frac{1}{2}A_{ij}c(e^i)c(e^j) = -\frac{1}{8}A_{ij}[c(e^i), c(e^j)],
\]
where \( \{e^i\} \) is the standard basis of \( \mathbb{R}^n \). (It is easy to verify that this is a Lie
algebra representation.)

Now suppose \((N, g)\) is an oriented Riemannian manifold, and \( F_N \) the
bundle of oriented orthonormal frames for \( T^*N \) (a principal \( \text{SO}(n) \) bundle).
When the second Stiefel-Whitney class \( \omega_2(N) \) vanishes we can choose a lift \( \tilde{F}_N \)
of \( F_N \) to a principal \( \text{Spin}(n) \) bundle; in this case one says \( N \) is a spin manifold.
We then have an associated Hermitian vector bundle \( S = \tilde{F}_N \times_{\rho} V \) called
the spin vector bundle, and a global Clifford multiplication \( c: \Gamma(T^*N) \to \Gamma(\text{End}(S)) \). A section \( \psi \in \Gamma(S) \) is called a spinor on \( N \), and for a 1-form \( \omega \) we
will denote Clifford multiplication by \( c(\omega)\psi = \omega \cdot \psi \).

The metric \( g \) on \( N \) gives a Levi-Civita connection on \( F_N \), on \( \tilde{F}_N \), and on all
associated vector bundles. The composition of the covariant derivative \( \nabla \) on
\( \Gamma(S) \) with Clifford multiplication gives a first-order elliptic operator
\[
\mathcal{B}: \Gamma(S) \otimes \Gamma(T^*N \otimes S) \otimes \Gamma(S)
\]
called the **Dirac operator**. If \( \{e_i\} \) is an orthonormal frame on \( U \subset N \), and \( \{e^i\} \)
the dual coframe, then on \( U \)
\[
\mathcal{B} = \sum e^i \cdot \nabla e_i.
\]
The square of this operator satisfies the important formula of Lichnerowicz:

\[(A.2) \quad \mathcal{D}^2 = \nabla^* \nabla + \frac{1}{4} S,\]

where \(\nabla^* \nabla \psi = -\psi_{,i}^i\) is the covariant Laplacian on spinors. It is this formula that Witten used in place of the Bochner formula (10.1).

To prove \((A.2)\), choose \(P \in M\) and an orthonormal frame \(\{e_i\}\) with \(\nabla e_i(P) = 0\). Since \(e^i \cdot e^j + e^j \cdot e^i = -2\delta^{ij}\), at \(P\) we have

\[\mathcal{D}^2 = e^i \cdot e^j \cdot \nabla e^j = \left( -\delta^{ij} + \frac{1}{2} \left( [e^i \cdot , e^j \cdot] \right) \right) \nabla e^j\]

At \(P\), the curvature endomorphism \(R(e_i, e_j) = [\nabla_i, \nabla_j]\) acts on 1-forms via the skew-symmetric matrix \(\Gamma^k_{ij} = -\frac{1}{2} \Gamma^k_{ij}\) so by \((A.1)\) its action on spinors is

\[\tilde{\rho}(R(e_i, e_j)) \psi = -\frac{1}{4} R_{kl} e^k \cdot e^l \cdot \psi.\]

Thus

\[\mathcal{D}^2 = \nabla^* \nabla - \frac{1}{8} R_{kl} e^i \cdot e^j \cdot e^k \cdot e^l \cdot \]

By the symmetries of the curvature tensor,

\[0 = \left( R_{kl} + R_{kjl} + R_{kli} \right) e^i \cdot e^j \cdot e^k \cdot e^l \cdot = 3 R_{kl} e^i \cdot e^j \cdot e^k \cdot e^l \cdot -6 R_{ij} e^i \cdot e^j \cdot = 3 R_{kl} e^i \cdot e^j \cdot e^k \cdot e^l \cdot + 6 S.\]

Then \((A.2)\) follows.

Now suppose \(N\) is asymptotically flat with metric \(g_{ij} = \delta_{ij} + h_{ij}\), where \(h_{ij} \in C^{2, \alpha}_\tau(N), \tau > (n - 2)/2\). Orthonormalizing \(\{dz^i\}\) yields an orthonormal coframe \(e^i = dz^i + \frac{1}{2} h_{ik} dz^k + O(\rho^{-\tau-1})\). The connection coefficients of this frame are

\[\Gamma^k_{ij} = -\left( \nabla^i e^k, e_j \right) = \Gamma^k_{ij} - \frac{1}{2} \partial_i h_{jk} + O(\rho^{-2\tau-1})\]

\[= \frac{1}{2} \left( \partial_j g_{ik} - \partial_k g_{ij} \right) + O(\rho^{-2\tau-1}).\]

This orthonormal coframe induces a trivialization of \(\tilde{F}_N\), and hence of the spin bundle \(\tilde{F}_N\), over the asymptotic end \(N_\infty\). With respect to this trivialization, the Dirac operator is (using \((A.1)\) and the above formula)

\[(A.3) \quad \mathcal{D}\psi = e^i \cdot \nabla_i \psi = e^i \cdot \partial_i \psi = -\left( \partial_k g_{ij} \right) e^i \cdot [e^j \cdot , e^k \cdot] \psi + O(\rho^{-2\tau-1}) \psi.\]

The trivialization also enables us to define ‘constant spinors’ on \(N_\infty\). Choose such a constant spinor \(\psi_0\) with \(|\psi_0| \rightarrow 1\) at infinity, and extend it to a smooth spinor on \(N\). It follows from \((A.3)\) that \(\mathcal{D}^2 \psi_0 \in C^{0, \alpha}_{-\tau-2}(N)\). Now note that \(S \geq 0\) implies that

\[(A.4) \quad \mathcal{D}^2 : C^{2, \alpha}_{-\tau}(N) \rightarrow C^{0, \alpha}_{-\tau-2}(N)\]

is injective. Indeed, suppose \(\mathcal{D}^2 \xi = 0\) for some \(\xi \in C^{2, \alpha}_{-\tau}(N)\). Then \(\xi = O(\rho^{-\tau})\) and \(\nabla \xi = O(\rho^{-\tau-1})\). Applying \((A.2)\) to \(\xi\) and integrating by parts we see that the boundary terms vanish, leaving

\[0 = \int_N \langle \xi, \mathcal{D}^2 \xi \rangle dV_g = \int_N |\nabla \xi|^2 + \frac{1}{4} S |\xi|^2 dV_g.\]
Since $S \geq 0$ this shows that $\nabla \xi = 0$, so $\nabla |\xi|^2 = \langle \nabla \xi, \xi \rangle + \langle \xi, \nabla \xi \rangle = 0$. Thus $|\xi|$ is a constant, which is zero since $\xi$ vanishes at infinity.

Theorem 9.2(d) also holds for the operator $\nabla^* \nabla$ acting on spinors (with essentially the same proof). Therefore (A.4) is an isomorphism, so there exists $\xi \in C^2(N)$ with $\mathcal{B}^2 \xi = \mathcal{B}^2 \psi_0$. The spinor $\psi = \psi_0 - \xi$ then satisfies $\mathcal{B}^2 \psi = 0$. Furthermore, $\varphi = \mathcal{B} \psi = \mathcal{B} \psi_0 - \mathcal{B} \xi$ satisfies $\mathcal{B} \varphi = 0$ and lies in $C^2(N)$, so integrating by parts as above shows that $\varphi \equiv 0$. We have thus obtained a spinor $\psi$ which is asymptotic to $\psi_0$ and satisfies $\mathcal{B} \psi = 0$.

Now apply (A.2) to $\psi$ and integrate by parts over the region $N_R = \{ \rho < R \}$. This time there is a boundary term:

\[
(A.5) \quad \int_{N_R} |\nabla \psi|^2 + \frac{1}{4} S |\psi|^2 \, dV_g = \text{Re} \int_{S_R} \left( \langle \psi, \nabla \psi \rangle e^i \right) e_i \, dV_g
\]

As in (A.3) we have

\[
\text{Re} \langle \psi_0, \nabla \psi_0 \rangle = -\frac{1}{8} \text{Re} \left( \delta_{ij} e^i \cdot e^j \right) \langle \psi_0, [e^i \cdot , e^j \cdot] \psi_0 \rangle + O(\rho^{-2\tau-1}).
\]

Since $[e^i \cdot , e^k \cdot]$ is skew-Hermitian, this is $O(\rho^{-2\tau-1})$ and so the first term in (A.5) vanishes as $R \to \infty$. Furthermore, since $\xi = O(\rho^{-\tau})$, $\nabla \xi = O(\rho^{-\tau-1})$, and $\nabla \psi_0 = O(\rho^{-\tau})$, the third and fourth terms also vanish.

To analyze the remaining term, let $L_i$ denote the operator

\[
L_i = \nabla_i + e^i \cdot \mathcal{B} = \left( \delta_{ij} + e^i \cdot e^j \cdot \right) \nabla_j = \frac{1}{2} [e^i \cdot , e^j \cdot] \nabla_j.
\]

If $\alpha$ is the $(n-2)$-form $\alpha = \langle [e^i \cdot , e^j \cdot] \psi_0, \xi \rangle e_i \wedge e_j \wedge dV_g$, then

\[
d\alpha = -2 \left( \langle [e^i \cdot , e^j \cdot] \nabla_j \psi_0, \xi \rangle + \langle [e^i \cdot , e^j \cdot] \psi_0, \nabla_j \xi \rangle \right) e_i \wedge e_j \wedge dV_g
\]

\[
= -4 \left( \langle L_i \psi_0, \xi \rangle - \langle \psi_0, L_i \xi \rangle \right) e_i \wedge e_j \wedge dV_g.
\]

Therefore, by Stokes’ theorem and the fact that $\mathcal{B} \xi = \mathcal{B} \psi_0$, the second term in (A.5) is

\[
(A.6) \quad \text{Re} \int_{S_R} \left( \langle \psi_0, (e^i \cdot \mathcal{B} - L_i) \xi \rangle e_i \right) e_i \wedge dV_g
\]

As before, $\langle L_i \psi_0, \xi \rangle = O(\rho^{-2\tau-1})$, while (A.3) gives

\[
e^i \cdot \mathcal{B} \psi_0 = -\frac{1}{8} \left( \delta_{ij} g_{lj} + O(\rho^{-2\tau-1}) \right) e^i \cdot [e^j \cdot , e^k \cdot] \psi_0
\]

\[
= -\frac{1}{4} \left( \delta_{ij} g_{lj} + O(\rho^{-2\tau-1}) \right) e^i \cdot e^j \cdot (\delta_{ik} + e^i \cdot e^j \cdot) \psi_0
\]

\[
= -\frac{1}{4} \left( \delta_{ij} g_{kj} - \delta_{ik} g_{jj} + O(\rho^{-2\tau-1}) \right) e^i \cdot e^k \cdot \psi_0.
\]

Writing $e^i \cdot e^k \cdot = \frac{1}{2} [e^i \cdot , e^k \cdot] - \delta_{ik}$ and noting that $[e^i \cdot , e^k \cdot]$ is skew, we see that (A.6) becomes

\[
\frac{1}{4} \int_{S_R} \left( \delta_{ij} g_{lj} - \delta_{ik} g_{jj} + O(\rho^{-2\tau-1}) \right) \langle \psi_0 \rangle^2 e_i \wedge dV_g.
\]
Putting this into (A.5) and letting $R \to \infty$ gives Witten’s formula

$$
\int_N |\nabla \psi|^2 + \frac{1}{2} S|\psi|^2 \, dV_g = \frac{\omega}{4} m(g).
$$

The theorem follows immediately. \( \square \)

We remark that with a little more work the weighted Hölder spaces can be replaced by weighted Sobolev spaces in the above proof, and one need only assume that $g$ is asymptotically flat of order $\tau > (n - 2)/2$ and has finite mass.
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