MTH 309-4 Linear Algebra I F11

Homework 10/Solutions

Section Exercises

6.4 1,2

6.5 1,2,3,4,6
(Section 6.5 Exercise 1). Consider the linear map T : Py — P3 defined by T'(p) = xp.
Consider the basis B = (1,z,22) for Py and the basis B* = (1,z, 22, 2%) for P3.
(a) Find the matrix A of T relative to B and B*

(b) Find the matrix A* of the differentiation operator D : P3 — Py relative to B* and B.
(So D(p) = p' where p is the derivative of p).

(¢) Use Theorem 6.11 to compute the matriz of the composition D o T : Py — Py relative
to B and B.

(d) Confirm that this is the product A*A.

(e) Use Theorem 6.11 to compute the matriz of the composition T o D : P35 — P3 relative
to B* and B*.

(f) Confirm that this is the product AA*.

(a):
vj 1 T x2
T(vj) x x? 3 0 00
0 0 0 1 0 0
andso A=
1 0 0 010
[T(v)] B+
0 1 0 _0 0 1_
0 0 1
(b)
v}" 1 T 22 a3
D(v}) 0 1 2v  32° 0100
0 1 0 0 andso A"=10 0 2 0
D)z | |0 0 2 0 000 3
0 0 0 3




v; 1 x 2
T(v; €T 2 3
(v}) 100
D(T(vj) 1 2z 322
andso A™ =10 2 0
1 0 0
00 3
[(DoT)(vj)ls | |0 2 0
0 0 3
(c) ] ]
000
010 0 10 0
. 100 .
A*A=10 0 2 0 =10 2 0| =4
010
000 3 00 3
0 0 1)
(e)
v;f 1 T 2 3
D(v¥) 0 1 2r 322 - -
( (” : , , 00 0 0
T(D(v* 0 €T 2x 3z
J 0100
0 0 0 0 and so A™* =
00 2 0
0 1 0 0
[(T'o D)(vj)lB 000 3
0 0 2 0 - -
0 0 0 3
(f)
[0 0 0] 0 0 0 o]
0100
., |1 oo 0100
AA* = 00 2 0] = =A
010 00 2 0
000 3
0 0 1 0 0 0 3

(Section 6.5 Exercise 2). Consider the basis B* = (1 +x,2,1 — 2?) and B = (z,1 —
z,1 4 22) of Py. Find the change-of-basis matriz for changing from B* to B.



14z = 2¢ + 1(1-2) + 0(1 + 2?)
r = lz + 0(1-2) + 0(1 + 2?)
1—-22 = 2¢ + 2(1—2) + (=1)(1+2?)

So the change-of-basis matrix is

2 1 2
1 0 2
00 —1
(Section 6.5 Exercise 3). Show that the matriz for changing from an ordered basis
(u1,...,uy) for R™ to the standard basis for R™ consists of the columns ui,...,uy in that
order.

Let B = (u1,...,uy) and let E' = (ey1,...,e,). Let P be the change-of-matrix basis from
B to E. Then by Theorem 6.15

(+) P = [[u]s, [l ., [unl]

By an example in class (see N3.4.6 in the notes) [z]g = x for all x € E. In particular,
[ujlE = u; for all 1 < j < n and so (*) gives

P = {ul,u%...,un}

A. Let V and W be vector spaces, let B = (v1,...,vy,) be basis for V and let E =
(u1,...,up) be a list in W.
(a) Show that Lg o Cp is a linear and (L o Cp)(vj) = uj for all1 < j <n.
(b) Let T : V — W be a linear with T'(vj) = u; for all1 < j <n. Show that T = Lg o Cp.

(a) By N6.2.8(c) Cp is an isomorphism, in particular Cp is linear. By N6.1.5 Lp is
linear. By Theorem 6.7 a composition of linear function is linear and so Lg o Cp is linear.
We compute

(LEoCp)(v;) = Lg(Cp(vj)) — definition of composition
= Lple;) - N6.2.8d
= v; — N6.1.5d

(b) Using (a) and the assumptions in (b) we have (Lg o Cp)(v;) = uj = T'(v;). Since
B is a basis for V, B spans V. Also both L o Cp and T are linear. Thus Theorem 6.3
implies T'= Lg o Cp.



B. Let V and W be vector spaces with basis B and D respectively.
Letn =dimV and m = dim W.
For a linear function T from 'V to W let Ar be the matriz of T with respect to B and

Define the function o : L(V, W) — M(m,n) by o(T) = A for all T € L(V,W).
Define the function B : M(m,n) — L(V,W) by B(A) = Lpo Ly o Cp for all A €
M(m,n).

(a) Show that c is linear.

(b) Show that (3 is linear.

(c) Show that B is an inverse of c.

(d) Show that the vector space L(V, W) is isomorphic to the vector space M(m,n).

(a) Let T, S € L(V,W). Then by Lemma N6.4.2(a), the matrix for 7'+ S with respect

to Band D is Ap + Ag. So
a(T+8)=Arys = Ar+ Ag = a(T) + a(S).
Let r € R. Then by Lemma N6.4.2(b) the matrix for 7T (with respect to B and D is rAr.
So
a(rT)=rAr =rAr =ra(T)
Thus « is linear.
(c) Let A€ M(m,n) and T € L(V,W). Then Theorem 6.11(a,e) in the notes:
A=Ar < T =LpoLsoCp
So by definition of « and :

(%) A=a(T) =T = B(4)

Thus by Lemma A.5.6(a,g) in the appendix of the notes, § is an inverse of .

(b) By (a) « is linear and by (c), 5 is the inverse of a. So by Theorem 6.8, /3 is linear.

(d) By (a) « is linear and by (c) « is invertible. Thus by definition, « is an isomorphism.
Since « is a function from L(V, W) to M(m,n), this implies that L(V, W) is isomorphic
to M(m,n).

C. Retain the notation from Ezercise B. Suppose B = (v1,...,v,) and D = (w1, ..., wp,).
For1<i<m and1 < j<n let T;; be unique linear function from V to W with

Tison) = {UW ey



for all 1 <k <n. Also let A;j be m x n matriz whose (i,7) entry is 1 and all other entries
zero. Show that
a(Tij) = Aij and Tyj = 5(Aij)
Fix 1<i<mand1l<j<n Let A= a(Tj). So A= ATij is the matrix of T;; with
respect to B and D. Let 1 < k < n. By definition of A, column k of A is
ar = [Tij(vr)]p-

Suppose that k # j. Then by definition of Tj;, T;;(vi) = 0 and so

ar, = [Tij(vk)]p = [0]p = 0
Thus

ap=0foralll<l<mand 1<k <nwith k#j

Suppose that k = j. By definition of Tj;, T;;(v;) = w;. Thus

a; = [Ti;(vj)lp = [wi]p = Cp(wi) = €
where the last equality follows for example from N6.2.8d.
Hence
a;j=1and q; =0 forall 1 <1 <m withl#1

So the (i, j)-entry of A is 1, while all other entries are 0. Thus A = A;;.
We proved that «(T;;) = A;;. Thus statement (*) in Exercise B shows that 5(A;;) = Tj;.



