MTH 995-001: Intro to CS and Big Data Spring 2015

Lecture 21 — April 4th, 2015
Inst. Mark Twen Scribe: Minh Pham

1 Overview

In the last lecture we proved the JohnsonLindenstrauss lemma (J-L lemma) implies the RIP prop-
erty

In this lecture we will discuss the lower bound on number of rows of a RIP matrices and compare
this to the matrix the J-L lemma gives us.

2 Lecture

Lemma 1. Given K,N € N, K < N.
Then In > (%)K/2 subsets S1,S2, ..., S, C [N] such that

|Sj| = K., Vj € [n]
|Siﬂ5j‘ < %,Vi #j

Proof: Assume K < %
Let C ={S C [N]|K = |S|}
Pick 51 eC
Let C1 CC:Cy={S € Cl5 <|SNSi|}ie. things that looks like Sy
K
Cil= > (O)ES)
S=[K/2]
< 2K MaX[ K<< (]}é—_{;), by sum of binomial < 2%
= 2K ( E\If(_/éj ) because N-K is small, so it maximize when K-S maximize
We will pick S, S3, ..., S, using the following algorithm:

Pz‘ck:Sl,Cl,C

n<+1

While : |C\U,—, Ci| > 0

—  Choose : Sp11 € C\U,L,

— Set:C’nH:{SeC’\U?:lC’l]KS |Sﬁ5n+1|}
— n<n+1

Note that by construction: |S; N.S;| < %,Vi #*3
Algorithm stop when



N
IC] (%) NNE . : . .
n > ma<i<n O > W > (47z) 2 by expanding binomial coefficient

Theorem 1. Given A € R™N
Condition for Basis Pursuit (BP), i.e. :
Vo € RN with ||z|lo < 2K,VYz € RN with Az = Az then ||z||1 < ||2||1
Then
K

m > jsln(

N
n9 7)

4K

Proof: Consider [z] =z + Ker(A)

associated with a norm: ||[z]|| := inf e ger(ay [l — v[|1
Indentify (i.e., note the existence of the bijection) y € Ker(A)* with [y]
This bijection induces a norm in Ker(A): ||y||s = ||[y]]|

Suppose ||z][p < 2K
Project x on Ker(A)* :

I II =lls=00 I Il

Ker(A)+L Ker(A)+
= inf T —0
veKer(A) H Ke}:,[@l Hl

= inf |jlz —v|;
veEKer(A)

= [lz[lx

The last equality is due to Basis Pursuit condition (note that A(z —v) = A(x))

Let S; be the subsets from lemma 1 :

S| = K,Vj € [n]
’Siﬁ5j| < %,Vi 75]

Let y; be vector in RY such that:

0 otherwise

<yj>l:{fl<i”€5j

Note that ||y;|lo = k and ||y;|[1 =1
Define z; = II Yj

Ker(A)+L
Note:
llzills =11 TI wjlls =Ilyilli =1
Ker(A)+
llz; — zi|ls = lly; — will1 > 1 since K < ||y; — uillo < 2K
Hence:



K
2

IN

N
— 1
(4K) n by lemma

< Py(||.||s — ball in Ker(A)*) since x; can be a packing

< (1 + %)Tank(A)

—3m
Take the log of both side and we are done. O

This theorem give us a lower bound on the number of rows, m, of matrices with RIP and NSP
(null space property), which is in order of k. This means our random matrices from J-L lemma are
pretty close to optimal as they are also in order of k.



