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Inst. Mark ITwen Scribe: Thomas Swearingen

1 Overview
In the last lecture we talked about:

e Decoupling

e Rademacher Chaos Lemma (Statement only, no Proof)

In this lecture we will:

e Give a Proof of the Rademacher Chaos Lemma

2 Proof of Rademacher Chaos Lemma

The following is a proof of Rademacher Chaos stated in Lemma 2 of Lecture 22. Recall that B is
symmetric & has 0’s on the diagonal, w is Bernoulli, and 1// is an independent copy of 1/1

Proof: Decoupling (Lemma 1 in Lecture 22) gives us
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Aside:
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Thus we now have,
E [exp (GJ*BJ)} <E [exp (8921/;*B2@Z7)} (1)
Then we can estimate the RHS of Equation 1.
E |exp (86757 B20) | = exp [86 tr(B?)] E [exp (862 (v (B2 — diag(B2)) ¥) )|

We then repeat the previous argument to get:

E [exp (89215*31;” <exp [892 HBH%] E {exp <32021E*321/7)} By Decoupling Lemma

< exp [802 ||BH127] E [exp (51204J*B4J)] Lecture 22 Subgaussian argument

Aside:
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Therefore, Equation 1 yields

E [exp (8921/7*3@} < exp [892 HBH%} E [exp (51294 B2, J*B?J)}
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If 0 is chosen such that 6462 HB||(2)p < 1, then Jensen’s Inequality gives us

E [exp (86%0°BU)| < exp |86 | BI}] E [exp (89215*BQJ)]64923'§9

Which can be rearranged with algebra to get
E [exp (89215*31;)} < exp M when 6462 || B2 < 1
- 1-646% || B2, op

By Equation 1, we now see

E {exp (915*31;)} < exp <1—82‘219||fH|E||(2)p>

Thus,

P [J*BJ > t} =P [exp (915*315) > exp (91&)}
<exp(—60t)E [exp <6’J*Bzﬁ)}

862 || B||;
< exp —et+%
1- 6462 | B2,
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To get the statement in the proof we optimize over 6 subject to 6 < ﬁ. This only gives us
op
half of the statement (as the original statement had P H’(E*BJ ‘ > t] ) so we repeat the argument
for —B. O



