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DIMENSION THEORY OF ITERATED FUNCTION SYSTEMS

DE-JUN FENG AND HUYI HU

ABSTRACT. Let{Si}`
i=1 be an iterated function system (IFS) onRd with attrac-

tor K. Let (Σ, σ) denote the one-sided full shift over the alphabet{1, . . . , `}.
We define the projection entropy functionhπ on the space of invariant measures
on Σ associated with the coding mapπ : Σ → K, and develop some basic
ergodic properties about it. This concept turns out to be crucial in the study of
dimensional properties of invariant measures onK. We show that for any con-
formal IFS (resp., the direct product of finitely many conformal IFS), without
any separation condition, the projection of an ergodic measure underπ is always
exactly dimensional and, its Hausdorff dimension can be represented as the ratio
of its projection entropy to its Lyapunov exponent (resp., the linear combination
of projection entropies associated with several coding maps). Furthermore, for
any conformal IFS and certain affine IFS, we prove a variational principle be-
tween the Hausdorff dimension of the attractor and that of projections of ergodic
measures.
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1. INTRODUCTION

Let {Si : X → X}`
i=1 be a family of contractive maps on a nonempty closed set

X ⊂ Rd. Following Barnsley [2], we say thatΦ = {Si}`
i=1 is aniterated function

system(IFS) onX. Hutchinson [28] showed that there is a unique nonempty com-
pact setK ⊂ X, called theattractor of {Si}`

i=1, such thatK =
⋃`

i=1 Si(K). A
probability measureµ onRd is said to beexactly dimensionalif there is a constant
C such that thelocal dimension

d(µ, x) = lim
r→0

log µ(B(x, r))
log r

exists and equalsC for µ-a.e. x ∈ Rd, whereB(x, r) denotes the closed ball of
radiusr centered atx. It was shown by Young [65] that in such case, the Hausdorff
dimension ofµ is equal toC. (See also [14, 43, 51].)

The motivation of the paper is to study the Hausdorff dimension of an invariant
measureµ (see Section 2 for precise meaning) for conformal and affine IFS with
overlaps. To deal with overlaps, we regard such a system as the image of a natural
projectionπ from the one-sided full shift space over` symbols. Hence we obtain
a dynamical system. We introduce a notionprojection entropy, which plays the
similar role as the classical entropy for IFS satisfying the open set condition, and
it becomes the classical entropy if the projection is finite to one. The concept of
projection entropy turns out to be crucial in the study of dimensional properties
of invariant measures on attractors of either conformal IFS with overlaps or affine
IFS.

We develop some basic properties about projection entropy (Theorem 2.2, 2.3).
We prove that for conformal IFS with overlaps, every ergodic measureµ is exactly
dimensional andd(µ, x) is equal to the projection entropy divided by the Lyapunov
exponent (Theorem 2.8). Furthermore, ifΦ is a direct product of conformal IFS
(see Definition 2.10 for precise meaning), then for every ergodic measure onK
the local dimension can be expressed by a Ledrappier-Young type formula in terms
of projection entropies and Lyapunov exponents (Theorem 2.11). We also prove
variational results about Hausdorff dimension for conformal IFS and certain affine
IFS (Theorem 2.13 and 2.15), which says that the Hausdorff dimension of the
attractorK is equal to the supremum of Hausdorff dimension ofµ taking over
all ergodic measures. The results we obtain cover some interesting cases such as
Si(x) = diag(ρ1, . . . , ρd)x + ai, wherei = 1, . . . , ` andρ−1

i arePisot or Salem
numbersandai ∈ Zd.

The problem whether a given measure is exactly dimensional, and whether the
Hausdorff dimension of an attractor can be assumed or approximated by that of
an invariant measure have been well studied in the literature forC1+α conformal
IFS which satisfy the open set condition (cf. [6, 23, 47]). It is well known that
in such case, any ergodic measureµ is exactly dimensional with the Hausdorff
dimension given by the classic entropy divided by the Lyapunov exponent. Fur-
thermore there is a unique invariant measureµ with dimH(µ) = dimH(K), the
Hausdorff dimension ofK. However the problems become much complicated and
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intractable without the assumption of the open set condition. Partial results have
only been obtained for conformal IFS that satisfy thefinite type condition(see [45]
for the definition). In that case, a Bernoulli measure is exactly dimensional and its
Hausdorff dimension may be expressed as the upper Lyapunov exponent of certain
random matrices (see e.g. [16, 17, 36, 39, 37]), and furthermore the Hausdorff
dimension ofK can be computed (see e.g. [35, 54, 45]).

There are some results for certain special non-overlapping affine IFS. McMullen
[44] and Bedford [5] independently computed the Hausdorff dimension and the box
dimension of the attractor of the following planar affine IFS

Si(x) =
[
n−1 0
0 k−1

]
x +

[
ai/n
bi/k,

]
, i = 1, . . . , `,

where allai, bi are integers,0 ≤ ai < n and0 ≤ bi < k. Furthermore they
showed that there is a Bernoulli measure of full Hausdorff dimension. This result
was extended by Kenyon and Peres [33] to higher dimensional self-affine Sier-
pinski sponges, for which ergodic measures are proved to be exactly dimensional
with Hausdorff dimension given by a Ledrappier-Young type formula. Another
extension of McMullen and Bedford’s result to a boarder class of planar affine IFS
{Si}`

i=1 was given by Gatzouras and Lalley [20], in whichSi map the unit square
(0, 1)2 into disjoint rectangles with sides parallel to the axes (where the longer
sides are parallel to thex-axis, furthermore once projected onto thex-axis these
rectangles are either identical, or disjoint). Further extensions were given recently
by Barański [1], Feng and Wang [19], Luzia [41] and Olivier [46]. For other related
results, see e.g. [52, 38, 34, 21, 25, 27, 17, 60, 3, 31].

Along another direction, in [11] Falconer gave a variational formula for the
Hausdorff and box dimensions for “almost all” self-affine sets under some assump-
tions. This formula remains true under some weaker conditions [61, 29]. Käenmäki
[30] proved that for “almost all” self-affine sets there exists an ergodic measurem
so thatm ◦ π−1 is of full Hausdorff dimension.

Our arguments use ergodic theory and Rohlin’s theory about conditional mea-
sures. The proofs of Theorem 2.6 and Theorem 2.11 are based on some ideas from
the work of Ledrappier and Young [40] and techniques in analyzing the densities
of conditional measures associated with overlapping IFS.

So far we have restricted ourselves on the study of finite contractive IFS. How-
ever we point out that part of our results remain valid for certain non-contractive
infinite IFS (see Section 10 for details).

The paper is organized as follows. The main results are given in Section 2. In
Section 3, we prove some density results about conditional measures. In Section 4,
we investigate the properties of projection entropy and prove Theorem 2.2 and 2.3.
In Section 5, we give some local geometric properties of aC1 IFS. In Section 6,
we prove a generalized version of Theorem 2.6, which is based on a key proposi-
tion (Proposition 6.1) about the densities of conditional measures. In Section 7, we
prove Theorem 2.11 and 2.12. In Section 8, we prove Theorem 2.13 and in Sec-
tion 9, we prove Theorem 2.15. In Section 10 we give a remark regarding certain
non-contractive infinite IFS.
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2. STATEMENT OF MAIN RESULTS

Let {Si}`
i=1 be an IFS on a closed setX ⊂ Rd. Denote byK its attractor. Let

Σ = {1, . . . , `}N associated with the left shiftσ (cf. [9]). LetMσ(Σ) denote the
space ofσ-invariant measures onΣ, endowed with the weak-star topology. Let
π : Σ → K be the canonical projection defined by

(1) {π(x)} =
∞⋂

n=1

Sx1 ◦ Sx2 ◦ · · · ◦ Sxn(K), wherex = (xi)∞i=1.

A measureµ on K is called invariant (resp.,ergodic) for the IFS if there is an
invariant (resp. ergodic) measureν onΣ such thatµ = ν ◦ π−1.

Let (Ω,F , ν) be a probability space. For a sub-σ-algebraA of F and f ∈
L1(Ω,F , ν), we denote byEν(f |A) the theconditional expectation off givenA.
For countableF-measurable partitionξ of Ω, we denote byIν(ξ|A) theconditional
information ofξ givenA, which is given by the formula

(2) Iν(ξ|A) = −
∑

A∈ξ

χA log Eν(χA|A),

whereχA denotes the characteristic function onA. Theconditional entropy ofξ
givenA, writtenHν(ξ|A), is defined by the formula

Hν(ξ|A) =
∫

Iν(ξ|A) dν.

(See e.g. [48] for more details.) The above information and entropy are uncondi-
tional whenA = N , the trivial σ-algebra consisting of sets of measure zero and
one, and in this case we write

Iν(ξ|N ) =: Iν(ξ) and Hν(ξ|N ) =: Hν(ξ).

Now we consider the space(Σ,B(Σ),m), whereB(Σ) is the Borelσ-algebra
onΣ andm ∈Mσ(Σ). LetP denote the Borel partition

(3) P = {[j] : 1 ≤ j ≤ `}
of Σ, where[j] = {(xi)∞i=1 ∈ Σ : x1 = j}. Let I denote theσ-algebra

I = {B ∈ B(Σ) : σ−1B = B}.
For convenience, we useγ to denote the Borelσ-algebraB(Rd) onRd.

Definition 2.1. For anym ∈Mσ(Σ), we call

hπ(σ,m) := Hm(P|σ−1π−1γ)−Hm(P|π−1γ)

theprojection entropy ofm underπ w.r.t. {Si}`
i=1, and we call

hπ(σ,m, x) := Em

(
f
∣∣I)

(x)

the local projection entropy ofm at x underπ w.r.t. {Si}`
i=1, wheref denotes the

functionIm(P|σ−1π−1γ)− Im(P|π−1γ).

It is clear thathπ(σ,m) =
∫

hπ(σ,m, x) dm(x). Our first result is the following
theorem.
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Theorem 2.2. Let{Si}`
i=1 be an IFS. Then

(i) For anym ∈ Mσ(Σ), we have0 ≤ hπ(σ,m) ≤ h(σ,m), whereh(σ,m)
denotes the classical measure-theoretic entropy ofm associated withσ.

(ii) The mapm 7→ hπ(σ,m) is affine onMσ(Σ). Furthermore ifm =∫
ν dP(ν) is the ergodic decomposition ofm, we have

hπ(σ,m) =
∫

hπ(σ, ν) dP(ν).

(iii) For anym ∈Mσ(Σ), we have

lim
n→∞

1
n
Im(Pn−1

0 |π−1γ)(x) = h(σ,m, x)− hπ(σ,m, x)

for m-a.e. x ∈ Σ, whereh(σ,m, x) denotes the local entropy ofm at x,
that is,h(σ,m, x) = Im(P|σ−1B(Σ))(x).

Part (iii) of the theorem is an analogue of the classical relativized Shannon-
McMillan-Breiman theorem (see, e.g. [8, Lemma 4.1]). However, we should no-
tice that the subσ-algebraπ−1γ in our consideration is notσ-invariant in general
(see Remark 4.11).

Part (iii) also implies that if the mapπ : Σ → K is finite-to-one, then

hπ(σ,m) = h(σ,m)

for any m ∈ Mσ(Σ). In Section 4, we will present a sufficient and necessary
condition for the equality (see Corollary 4.16). However for general overlapping
IFS, the projection entropy can be strictly less than the classical entropy.

In our next theorem, we give a geometric characterization of the projection en-
tropy for certain affine IFS, which will be used later in the proof of our variational
results about the Hausdorff and box dimensions of self-affine sets.

Theorem 2.3. Assume thatΦ = {Si}`
i=1 is an IFS onRd of the form

Si(x) = Ax + ci (i = 1, . . . , `),

whereA is ad×d non-singular contractive real matrix andci ∈ Rd. LetK denote
the attractor ofΦ. LetQ denote the partition{[0, 1)d + α : α ∈ Zd} of Rd. For
n = 0, 1, . . ., andx ∈ Rd, we setQn = {AnQ : Q ∈ Q}. Then

(i) For anym ∈Mσ(Σ), we have

hπ(σ,m) = lim
n→∞

Hm(π−1Qn)
n

.

(ii) Moreover,

lim
n→∞

log #{Q ∈ Q : AnQ ∩K 6= ∅}
n

= sup{hπ(σ,m) : m ∈Mσ(Σ)}.

To give the applications of projection entropy in dimension theory of IFS, we
need some more notation and definitions.
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Definition 2.4. {Si : X → X}`
i=1 is called aC1 IFS on a compact setX ⊂ Rd if

eachSi extends to a contractingC1-diffeomorphismSi : U → Si(U) ⊂ U on an
open setU ⊃ X.

For anyd× d real matrixM , we use‖M‖ to denote the usual norm ofM , and
[]M [] the smallest singular value ofM , i.e.,

‖M‖ = max{|Mv| : v ∈ Rd, |v| = 1} and

[]M [] = min{|Mv| : v ∈ Rd, |v| = 1}.
(4)

Definition 2.5. Let {Si}`
i=1 be aC1 IFS. Forx = (xj)∞j=1 ∈ Σ, theupper and

lower Lyapunov exponents of{Si}`
i=1 at x are defined respectively by

λ(x) = − lim inf
n→∞

1
n

log[]S′x1...xn
(πσnx)[],

λ(x) = − lim sup
n→∞

1
n

log ‖S′x1...xn
(πσnx)‖,

whereS′x1...xn
(πσnx) denotes the differential ofSx1...xn := Sx1 ◦ Sx2 ◦ . . . ◦ Sxn

at πσnx. Whenλ(x) = λ(x), the common value, denoted asλ(x), is called the
Lyapunov exponent of{Si}`

i=1 at x.

It is easy to check that bothλ andλ are positive-valuedσ-invariant functions on
Σ (i.e. λ = λ ◦ σ andλ = λ ◦ σ). Recall that for a probability measureµ onRd,
the local upper and lower dimensionsare defined respectively by

d(µ, x) = lim sup
r→0

log µ(B(x, r))
log r

, d(µ, x) = lim inf
r→0

log µ(B(x, r))
log r

,

whereB(x, r) denotes the closed ball of radiusr centered atx. If d(µ, x) =
d(µ, x), the common value is denoted asd(µ, x) and is called thelocal dimension
of m atx.

The following theorem gives an estimate of local dimensions of invariant mea-
sures on the attractor of an arbitraryC1 IFS, without any separation condition.

Theorem 2.6. Let{Si}`
i=1 be aC1 IFS with attractorK. Then forµ = m ◦ π−1,

wherem ∈Mσ(Σ), we have the following estimates:

d(µ, πx) ≤ hπ(σ,m, x)
λ(x)

and d(µ, πx) ≥ hπ(σ,m, x)
λ(x)

for m-a.e.x ∈ Σ,

wherehπ(σ,m, x) denotes the local projection entropy ofm at x underπ (see
Definition 2.1). In particular, ifm is ergodic, we have

hπ(σ,m)∫
λ dm

≤ d(µ, z) ≤ d(µ, z) ≤ hπ(σ,m)∫
λ dm

for µ-a.e.z ∈ K.

Definition 2.7. Let {Si}`
i=1 be aC1 IFS andm ∈ Mσ(Σ). We say that{Si}`

i=1

is m-conformalif λ(x) exists (i.e.,λ(x) = λ(x)) for m-a.e.x ∈ Σ.

As a direct application of Theorem 2.6, we have
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Theorem 2.8. Assume that{Si}`
i=1 is m-conformal for somem ∈ Mσ(Σ). Let

µ = m ◦ π−1. Then we have

(5) d(µ, πx) =
hπ(σ,m, x)

λ(x)
for m-a.e.x ∈ Σ.

In particular, if m is ergodic, we have

(6) d(µ, z) =
hπ(σ,m)∫

λ dm
for µ-a.e.z ∈ K.

Recall thatS : U → S(U) is a conformal map ifS′(x) : Rd → Rd satisfies
‖S′(x)‖ 6= 0 and|S′(x)y| = ‖S′(x)‖|y| for all x ∈ U andy ∈ Rd.

Definition 2.9. A C1 IFS{Si}`
i=1 is said to beweakly conformalif

1
n

(log[]S′x1...xn
(πσnx)[]− log ‖S′x1...xn

(πσnx)‖)

converges to0 uniformly onΣ asn tends to∞. We say that{Si}`
i=1 is conformalif

eachSi extends to a conformal mapSi : U → Si(U) ⊂ U on an open setU ⊃ K,
whereK is the attractor of{Si}`

i=1.

By definition, a conformal IFS is always weakly conformal. Furthermore, a
weakly conformal IFS ism-conformal for eachm ∈ Mσ(Σ) (see Proposition
5.6(ii)). There are some natural examples of weakly conformal IFS which are not
conformal. For instance, letSi(x) = Aix + ai (i = 1, . . . , `) such that, for eachi,
Ai is a contracting linear map with eigenvalues equal to each other in modulus, and
AiAj = AjAi for differenti, j. Then such an IFS is always weakly conformal but
not necessary to be conformal. The first conclusion follows from the asymptotic
behavior

lim
n→∞[]An

i []1/n = lim
n→∞ ‖A

n
i ‖1/n = ρ(Ai) (i = 1, . . . , `),

whereρ(Ai) denotes the spectral radius ofAi (cf. [64]).
Theorem 2.8 verifies the existence of local dimensions for invariant measures

on the attractor of an arbitrary weakly conformal IFS attractors, without any sep-
aration assumption. We point out that the exact dimensionality for overlapping
self-similar measures was first claimed by Ledrappier, nevertheless no proof has
been written out (cf. [50, p. 1619]). We remark that this property was also conjec-
tured later by Fan, Lau and Rao in [15].

We can extend the above result to a class of non-conformal IFS.

Definition 2.10. Assume forj = 1, . . . , k, Φj := {Si,j}`
i=1 is aC1 IFS defined

on a compact setXj ⊂ Rqj . Let Φ := {Si}`
i=1 be the IFS onX1 × · · · × Xk ⊂

Rq1 × · · · × Rqk given by

Si(z1, . . . , zk) = (Si,1(z1), . . . , Si,k(zk)) (i = 1, . . . , `, j = 1, . . . , k, zj ∈ Xj).

We say thatΦ is thedirect productof Φ1, . . . ,Φk, and writeΦ = Φ1 × · · · × Φk.
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Theorem 2.11. Let Φ = {Si}`
i=1 be the direct product ofk C1 IFS Φ1, . . . ,Φk.

Letµ = m ◦ π−1, wherem ∈Mσ(Σ). Assume thatΦ1, . . . ,Φk arem-conformal.
Then

(i) d(µ, z) exists forµ-a.e.z.
(ii) Assume furthermore thatm is ergodic. Thenµ is exactly dimensional. Let

τ be a permutation on{1, . . . , k} such that

λτ(1) ≤ λτ(2) ≤ · · · ≤ λτ(k),

whereλj =
∫

λj(x) dm(x), andλj(x) denotes the Lyapunov exponent of
Φj at x ∈ Σ. Then we have

(7) d(µ, z) =
hπ1(σ,m)

λτ(1)
+

k∑

j=2

hπj (σ,m)− hπj−1(σ,m)
λτ(j)

for µ-a.e. z,

whereπj denotes the canonical projection w.r.t. the IFSΦτ(1)×· · ·×Φτ(j),
andhπj (σ,m) denotes the projection entropy ofm underπj .

We mention that fractals satisfy the conditions of the theorem include many
interesting examples such as those studied in [44, 5, 20, 33], etc.

As an application of Theorem 2.11, we have

Theorem 2.12.Let{Si}`
i=1 be an IFS onRd of the form

Si(x) = Aix + ai, i = 1, . . . , `,

such that eachAi is a nonsingular contracting linear map onRd, andAiAj =
AjAi for any1 ≤ i, j ≤ `. Then for any ergodic measurem on Σ, µ = m ◦ π−1

is exactly dimensional.

Indeed, under the assumption of Theorem 2.12, we can show that there is a
nonsingular linear transformationT onRd such that the IFS{T ◦ Si ◦ T−1}`

i=1 is
the direct product of some weakly conformal IFS. Hence we can apply Theorem
2.11 in this situation.

We remark that formula (7) provides an analogue of that for the Hausdorff di-
mension ofC1+α hyperbolic measures along the unstable (resp. stable) manifold
established by Ledrappier and Young [40].

The problem of the existence of local dimensions has also a long history in
smooth dynamical systems. In [65], Young proved that an ergodic hyperbolic mea-
sure invariant under aC1+α surface diffeomorphism is always exact dimensional.
For a measuresµ in high-dimensionalC1+α systems, Ledrappier and Young [40]
proved the existence ofδu andδs, the local dimensions along stable and unstable
local manifolds, respectively, and the upper local dimension ofµ is bounded by
the sum ofδu, δs, and the multiplicity of0 as an exponent. Eckmann and Ruelle
[10] indicated that it is unknown whether the local dimension ofµ is the sum ofδu

andδs if µ is a hyperbolic measure. Then the problem was referred as Eckmann-
Ruelle conjecture, and affirmatively answered by Barreira, Pesin and Schmeling
in [4] seventeen years later. Some partial dimensional results were obtained for
measures invariant under hyperbolic endomorphism [58, 59]. Recently, Qian and
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Xie [53] proved the exact dimensionality of ergodic measures invariant underC2

expanding endomorphism on smooth Riemannian manifolds.
In the remaining part of this section, we present some variational results about

the Hausdorff dimension and the box dimension of attractors of IFS and that of
invariant measures. First we consider conformal IFS.

Theorem 2.13. Let K be the attractor of a weakly conformal IFS{Si}`
i=1. Then

we have

dimH K = dimB K(8)

= sup
{
dimH µ : µ = m ◦ π−1, m ∈Mσ(Σ), m is ergodic

}
(9)

= max
{
dimH µ : µ = m ◦ π−1, m ∈Mσ(Σ)

}

= sup
{

hπ(σ,m)∫
λ dm

: m ∈Mσ(Σ)
}

,(10)

wheredimB K denotes the box dimension ofK.

Equality (8) was first proved by Falconer [12] forC1+α conformal IFS. It is not
known whether the supremum in (9) and (10) can be attained in the general setting
of Theorem 2.13. However, this is true if the IFS{Si}`

i=1 satisfies an additional
separation condition defined as follows.

Definition 2.14. An IFS {Si}`
i=1 on a compact setX ⊂ Rd is said to satisfy the

asymptotically weak separation condition(AWSC), if

lim
n→∞

1
n

log tn = 0,

wheretn is given by

(11) tn = sup
x∈Rd

#{Su : u ∈ {1, . . . , `}n, x ∈ Su(K)},

hereK is the attractor of{Si}`
i=1.

The above definition was first introduced in [18] under a slightly different set-
ting. For example, if1/ρ is a Pisot or Salem number, then the IFS{ρx + ai}`

i=1
on R, with ai ∈ Z, satisfies the AWSC (see Proposition 5.3 and Remark 5.5 in
[18]). Recall that a real numberβ > 1 is said to be aSalem numberif it is an
algebraic integer whose algebraic conjugates all have modulus not greater than1,
with at least one of which on the unit circle. Whilstβ > 1 is called aPisot number
if it is an algebraic integer whose algebraic conjugates all have modulus less than
1. For instance, the largest root (≈ 1.72208) of x4 − x3 − x2 − x + 1 is a Salem
number, and the golden ratio(

√
5 + 1)/2 is a Pisot number. One is referred to

[57] for more examples and properties about Pisot and Salem numbers. Under the
AWSC assumption, we can show that the projection entropy mapm 7→ hπ(σ,m)
is upper semi-continuous onMσ(Σ) (see Proposition 4.20) and, as a consequence,
the supremum (9) and (10) can be attained at ergodic measures (see Remark 8.2).

Next we consider some affine IFS.
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Theorem 2.15.LetΦ = {Si}`
i=1 be an affine IFS onRd given by

Si(x1, . . . , xd) = (ρ1x1, · · · , ρdxd) + (ai,1, . . . , ai,d),

whereρ1 > ρ2 > · · · > ρd > 0 andai,j ∈ R. Let K denote the attractor ofΦ,
and writeλj = log(1/ρj) for j = 1, . . . , d andλd+1 = ∞. ViewΦ as the direct
product ofΦ1, . . . ,Φd, whereΦj = {Si,j(xj) = ρjxj + ai,j}`

i=1. Assume that
Φ1 × · · · × Φj satisfies the AWSC forj = 1, . . . , d. Then we have

dimH K = max
{
dimH µ : µ = m ◦ π−1, m is ergodic

}

= max





d∑

j=1

(
1
λj
− 1

λj+1

)
hπj (σ,m) : m is ergodic



 ,

whereπj is the canonical projection w.r.t. the IFSΦ1 × · · · × Φj . Furthermore

dimB K =
d∑

j=1

(
1
λj
− 1

λj+1

)
Hj ,

whereHj := max{hπj (σ,m) : m is ergodic}.
It is direct to check that ifΦj satisfies the AWSC for each1 ≤ j ≤ d, then so

doesΦ1×· · ·×Φj . Hence for instance, the condition of Theorem 2.15 fulfills when
1/ρj are Pisot numbers or Salem numbers and(ai,1, . . . , ai,d) ∈ Zd. Different from
the earlier works on the Hausdorff dimension of deterministic self-affine sets and
self-affine measures (see e.g. [44, 5, 33, 20, 27, 1, 46]), our model in Theorem 2.15
admits certain overlaps. The two variational results in Theorem 2.15 provide some
new insights in the study of overlapping self-affine IFS. An interesting question is
whether the results of Theorem 2.15 remain true without the AWSC assumption. It
is related to the open problem whether a non-conformal repeller carries an ergodic
measure of full dimension (see [22] for a survey). We remark that in the general
case, we do have the following inequality(see Lemma 9.2):

dimBK ≥
d∑

j=1

(
1
λj
− 1

λj+1

)
sup{hπj (σ,m) : m is ergodic}.

Furthermore Theorem 2.15 can be extended somewhat (see Remark 9.3 and Theo-
rem 9.4).

3. DENSITY RESULTS ABOUT CONDITIONAL MEASURES

We prove some density results about conditional measures in this section. To
begin with, we give a brief introduction to Rohlin’s theory of Lebesgue spaces,
measurable partitions and conditional measures. The reader is referred to [55, 49]
for more details.

A probability space(X,B,m) is called aLebesgue spaceif it is isomorphic to a
probability space which is the union of[0, s] (0 ≤ s ≤ 1) with Lebesgue measure
and a countable number of atoms. Now let(X,B,m) be a Lebesgue space. A
measurable partitionη of X is a partition ofX such that, up to a set of measure
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zero, the quotient spaceX/η is separated by a countable number of measurable
sets{Bi}. The quotient spaceX/η with its inherit probability space structure,
written as(Xη,Bη,mη), is again a Lebesgue space. Also, any measurable parti-
tion η determine a sub-σ-algebra ofB, denoted bŷη, whose elements are unions
of elements ofη. Conversely, any sub-σ-algebra ofB′ of B is also countably gen-
erated, say by{B′

i}, and therefore all the sets of the form∩Ai, whereAi = B′
i or

its complement, form a measurable partition. In particular,B itself is correspond-
ing to a partition into single points. An important property of Lebesgue space and
measurable partitions is the following.

Theorem 3.1(Rohlin [55]). Let η be a measurable partition of a Lebesgue space
(X,B,m). Then, for everyx in a set of fullm-measure, there is a probability
measuremη

x defined onη(x), the element ofη containingx. These measures are
uniquely characterized (up to sets ofm-measure0) by the following properties:
if A ⊂ X is a measurable set, thenx 7→ mη

x(A) is η̂-measurable andm(A) =∫
mη

x(A)dm(x). These properties imply that for anyf ∈ L1(X,B,m), mη
x(f) =

Em(f |η̂)(x) for m-a.e.x, andm(f) =
∫

Em(f |η̂)dm.

The family of measures{mη
x} in the above theorem is called thecanonical sys-

tem of conditional measures associated withη.
Throughout the remaining part of this section, we assume that(X,B,m) is a

Lebesgue space. Letη be a measurable partition ofX, and let{mη
x} denote the

corresponding canonical system of conditional measures. Suppose thatπ : X →
Rd is aB-measurable map. Denoteγ := B(Rd), the Borel-σ-algebra onRd. For
y ∈ Rd, we useB(y, r) to denote the closed ball inRd of radiusr centered aty.
Also, we denote forx ∈ X,

(12) Bπ(x, r) = π−1B(πx, r).

Lemma 3.2. LetA ∈ B.

(i) The mapx 7→ mη
x(Bπ(x, r)∩A) is η̂ ∨ π−1γ-measurable for eachr > 0,

whereη̂ ∨ π−1γ denotes the smallest sub-σ-algebra ofB containingη̂ and
π−1γ.

(ii) The following functions

lim inf
r→0

mη
x(Bπ(x, r) ∩A)
mη

x(Bπ(x, r))
, lim sup

r→0

mη
x(Bπ(x, r) ∩A)
mη

x(Bπ(x, r))
and

inf
r>0

mη
x(Bπ(x, r) ∩A)
mη

x(Bπ(x, r))
are η̂ ∨ π−1γ-measurable, where we interpret0/0 = 0.

Proof. We first prove (i). LetA ∈ B andr > 0. For n ∈ N, let Dn denote the
collection

Dn = {[0, 2−n)d + α : α ∈ 2−nZd}.
Fory ∈ Rd, denote

Wn(y) =
⋃

Q∈Dn: Q∩B(y,r) 6=∅
Q.



12 DE-JUN FENG AND HUYI HU

Write Wn := {Wn(y) : y ∈ Rd}. It is clear thatWn is countable for each
n ∈ N. Furthermore, we haveWn(y) ↓ B(y, r) for eachy ∈ Rd asn → ∞, that
is, Wn+1(y) ⊂ Wn(y) and

⋂∞
n=1 Wn(y) = B(y, r). As a consequence, we have

π−1Wn(πx) ↓ Bπ(x, r) and hence

mη
x(Bπ(x, r) ∩A) = lim

n→∞mη
x(π−1Wn(πx) ∩A) (x ∈ X).

Therefore to show thatx 7→ mη
x(Bπ(x, r)∩A) is η̂∨π−1γ-measurable, it suffices

to show thatx 7→ mη
x(π−1Wn(πx) ∩A) is η̂ ∨ π−1γ-measurable for eachn ∈ N.

Fix n ∈ N. For F ∈ Wn, let Γn(F ) = {x ∈ X : Wn(πx) = F}. Then
Γn(F ) ∈ π−1γ. By Theorem 3.1,mη

x(π−1F ∩ A) is anη̂-measurable function of
x for eachF ∈ Wn. However

mη
x(π−1Wn(πx) ∩A) =

∑

F∈Wn

χΓn(F )(x)mη
x(π−1F ∩A).

Hencemη
x(π−1Wn(πx) ∩A) is η̂ ∨ π−1γ-measurable, so ismη

x(Bπ(x, r) ∩A).
To see (ii), note that forx ∈ Σ andr > 0 satisfyingmη

x(Bπ(x, r)) > 0, we
have

mη
x(Bπ(x, r) ∩A)
mη

x(Bπ(x, r))
= lim

q↓r: q∈Q+

mη
x(Bπ(x, q) ∩A)
mη

x(Bπ(x, q))
.

Hence for the three limits in (ii), we can restrictr to be positive rationals. It together
with (i) yields the desired measurability. ¤

Lemma 3.3. LetA ∈ B. Then form-a.e.x ∈ X,

(13) lim
r→0

mη
x(Bπ(x, r) ∩A)
mη

x(Bπ(x, r))
= Em(χA|η̂ ∨ π−1γ)(x).

Proof. Let f(x) andf(x) be the values obtained by taking the upper and lower
limits in the left hand side of (13). By Lemma 3.2, bothf andf are η̂ ∨ π−1γ-
measurable. In the following we only show thatf(x) = Em(χA|η̂ ∨ π−1γ)(x) for
m-a.e.x. The proof forf(x) = Em(χA|η̂ ∨ π−1γ)(x) is similar.

We first prove that

(14)
∫

B∩π−1D
f dm =

∫

B∩π−1D
Em(χA|η̂ ∨ π−1γ) dm (B ∈ η̂, D ∈ γ).

By Theorem 3.1, for any givenC ∈ η, mη
x (x ∈ C) represent the same measure

supported onC, which we rewrite asmC . Fix C ∈ η. We define measuresµC and
νC onRd by µC(E) = mC(π−1E ∩ A) andνC(E) = mC(π−1E) for all E ∈ γ.
It is clear thatµC ¿ νC . Define

gC(z) = lim sup
r→0

µC(B(z, r))
νC(B(z, r))

(z ∈ Rd).

Thenf(x) = gη(x)(πx) for all x ∈ Σ. According to the differentiation theory

of measures onRd (see, e.g., [43, Theorem 2.12]),gC = dµC
dνC

νC-a.e. Hence for
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eachD ∈ γ, we have
∫
D gC(z) dνC(z) = µC(D), i.e.,

∫
π−1D gC(πy) dmC(y) =

µC(D) = mC(π−1D ∩A). That is,

(15)
∫

π−1D
f dmη

x = mη
x(π−1D ∩A) (x ∈ X).

To see (14), letB ∈ η̂. Then∫

B∩π−1D
f dm =

∫
χBχπ−1Df dm =

∫
Em

(
χBχπ−1Df |η̂)

dm

=
∫

χBEm

(
χπ−1Df |η̂)

dm

=
∫

B

(∫

π−1D
f dmη

x

)
dm(x) (by Theorem 3.1)

=
∫

B
mη

x(π−1D ∩A)dm(x) (by (15))

=
∫

χB(x)Em (χπ−1D∩A|η̂) (x) dm(x) (by Theorem 3.1).

Thus we have∫

B∩π−1D
f dm =

∫
Em (χBχπ−1D∩A|η̂) (x) dm(x)

=
∫

χBχπ−1D∩Adm = m(B ∩ π−1D ∩A)

=
∫

Em(χB∩π−1DχA|η̂ ∨ π−1γ) dm

=
∫

χB∩π−1DEm(χA|η̂ ∨ π−1γ) dm

=
∫

B∩π−1D
Em(χA|η̂ ∨ π−1γ) dm.

This establishes (14).
Let R = f −Em(χA|η̂ ∨ π−1γ). ThenR is η̂ ∨ π−1γ-measurable and∫

B∩π−1(D)
R dm = 0 (B ∈ η̂, D ∈ π−1γ).

DenoteF = {B ∩ π−1(D) : B ∈ η̂, D ∈ π−1γ} and let

F ′ =
{

k⋃

i=1

Fi : k ∈ N, F1, . . . , Fk ∈ F are disjoint

}
.

It is clear that
∫
F R dm = 0 for all F ∈ F ′. Moreover it is a routine to check that

F ′ is an algebra which containŝη andπ−1γ, and henceF ′ generates theσ-algebra
η̂ ∨ π−1γ.

We claim thatR = 0 m-a.e. Assume this is not true. Then there existsε > 0
such that the set{R > ε}, or {R < −ε}, has positivem-measure. Without loss
of generality, we assume thatm{R > ε} > 0. SinceF ′ is an algebra which
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generateŝη ∨ π−1γ, there exists a sequenceFi ∈ F ′ such thatm(Fi4{R > ε})
tends to0 asi →∞ (cf. [63, Theorem 0.7]). We conclude that

∫
Fi

R dm tends to∫
{R>ε}R dm > 0 asi →∞, which contradicts the fact

∫
Fi

R dm = 0. ¤

Remark 3.4. (i) Letting η = N be the trivial partition ofX in the above

lemma, we obtainlim
r→0

m(Bπ(x, r) ∩A)
m(Bπ(x, r))

= Em(χA|π−1γ)(x) m-a.e.

(ii) In general,Emη
x
(χA|π−1γ)(x) = Em(χA|η̂ ∨ π−1γ)(x) m-a.e., both of

them equallim
r→0

mη
x(Bπ(x, r) ∩A)
mη

x(Bπ(x, r))
m-a.e. by (i).

Proposition 3.5. Letξ be a countable measurable partition ofX. Then form-a.e.
x ∈ X,

(16) lim
r→0

log
mη

x (Bπ(x, r) ∩ ξ(x))
mη

x (Bπ(x, r))
= −Im

(
ξ|η̂ ∨ π−1γ

)
(x),

whereIm(·|·) denotes the conditional information (see (2) for the definition). Fur-
thermore, set

(17) g(x) = − inf
r>0

log
mη

x (Bπ(x, r) ∩ ξ(x))
mη

x (Bπ(x, r))

and assumeHm(ξ) < ∞. Theng ≥ 0 andg ∈ L1(X,B,m).

Proof. (16) follows directly from Lemma 3.3 and the following equality

lim
r→0

log
mη

x (Bπ(x, r) ∩ ξ(x))
mη

x (Bπ(x, r))
=

∑

A∈ξ

χA(x) lim
r→0

log
mη

x (Bπ(x, r) ∩A)
mη

x (Bπ(x, r))
.

Now we turn to the proof of (17). It is clear thatg is non-negative. By Lemma 3.2,
g is measurable. In the following we show thatg ∈ L1(X,B,m).

Let C ∈ η andA ∈ ξ be given. As in the proof of Lemma 3.3, we define mea-
suresµC andνC onRd by µC(E) = mC(π−1E ∩ A) andνC(E) = mC(π−1E)
for all E ∈ γ. By Theorem 7.4 in [56], we have

µC

{
z ∈ Rd : inf

r>0

µC(B(z, r))
νC(B(z, r))

< λ

}
≤ 3dλ (λ > 0).

Hence for anyλ > 0,

mC

( {
x ∈ X : inf

r>0

mC (Bπ(x, r) ∩A)
mC (Bπ(x, r))

< λ

}
∩A

)
≤ 3dλ.

IntegratingC with respect tomη, we obtain

m

( {
x ∈ X : inf

r>0

mη
x (Bπ(x, r) ∩A)
mη

x (Bπ(x, r))
< λ

}
∩A

)
≤ 3dλ.

DenotegA(x) = inf
r>0

mη
x (Bπ(x, r) ∩A)
mη

x (Bπ(x, r))
. Then the above inequality can be rewrit-

ten as
m(A ∩ {gA < λ}) ≤ 3dλ.
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Note that by (17),g(x) = −∑
A∈ξ χA(x) log gA(x). Sinceg is non-negative, we

have ∫
g dm =

∫ ∞

0
m{g > t} dt =

∫ ∞

0

∑

A∈ξ

m(A ∩ {gA < e−t}) dt

≤
∑

A∈ξ

∫ ∞

0
min{m(A), 3de−t} dt

≤
∑

A∈ξ

(
−m(A) log m(A) + m(A) + m(A) log 3d

)

= Hm(ξ) + 1 + log 3d.

This finishes the proof of the proposition. ¤

Remark 3.6. Consider the caseX = Σ andξ = P, whereP is defined as in (3).
Suppose that{Si}`

i=1 is a family of mappings such thatSi : π(Σ) → Si(π(Σ)) ⊂
Rd is homeomorphic for eachi. Then in (16) and (17), we can change the terms
Bπ(x, r) to π−1Rr,x(πx), whereRr,x(z) := S−1

x1
B(Sx1(z), r). To see it, fixi and

defineπ′ = Si ◦ π. Then we have

lim
r→0

mη
x

(
π−1Rr,x(πx) ∩ [i]

)

mη
x (π−1Rr,x(πx))

= lim
r→0

mη
x

(
Bπ′(x, r) ∩ [i]

)

mη
x (Bπ′(x, r))

= Em(χ[i]|η̂ ∨ (π′)−1γ)(x).

However,(π′)−1γ = π−1γ due to the assumption onSi. Hence the last term in
the above formula equalsEm(χ[i]|η̂ ∨ π−1γ)(x). Thus we can replace the terms
Bπ(x, r) by π−1Rr,x(πx) in (16). For the change in (17), we may use a similar
argument.

Lemma 3.7. Let π : X → Rd andφ : X → Rk be twoB-measurable maps. Let
η be the partition ofX given byη = {π−1(z) : z ∈ Rd}. Let A ∈ B and t > 0.
Then form-a.e.x ∈ X, we have

(18) mη
x(Bφ(x, t) ∩A) ≥ lim sup

r→0

m
(
Bφ(x, t) ∩A ∩Bπ(x, r)

)

m (Bπ(x, r))

and

(19) mη
x(Uφ(x, t) ∩A) ≤ lim inf

r→0

m
(
Uφ(x, t) ∩A ∩Bπ(x, r)

)

m (Bπ(x, r))
,

whereBφ(x, t) := φ−1B(φx, t), Uφ(x, t) := φ−1U(φx, t), hereU(z, t) denotes
the open ball inRd centered atz of radiust.

Proof. Fix A ∈ B andt > 0. Similar to the proof of Lemma 3.2, forn ∈ N, letDn

denote the collection

Dn = {[0, 2−n)k + α : α ∈ 2−nZk}.
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Fory ∈ Rk, denote

Wn(y) =
⋃

Q∈Dn: Q∩B(y,t) 6=∅
Q, Ŵn(y) =

⋃

Q∈Dn: Q⊂U(y,t)

Q.

WriteWn := {Wn(y) : y ∈ Rk} andŴn := {Ŵn(y) : y ∈ Rk}. It is clear that
bothWn andŴn are countable for eachn ∈ N. Furthermore, we haveWn(y) ↓
B(y, t) andŴn(y) ↑ U(y, t) for eachy ∈ Rk asn → ∞. As a consequence, we
haveφ−1Wn(φx) ↓ Bφ(x, t) andφ−1Ŵn(φx) ↑ Uφ(x, t) for x ∈ X. Therefore

mη
x(Bφ(x, t) ∩A) = lim

n→∞mη
x(φ−1Wn(φx) ∩A)

and

mη
x(Uφ(x, t) ∩A) = lim

n→∞mη
x(φ−1Ŵn(φx) ∩A)

for eachx ∈ X.
In the following we only prove (18). The proof of (19) is essentially identical.

Forn ∈ N andF ∈ Wn, let Γn(F ) = {x ∈ X : Wn(φx) = F}. Then form-a.e.
x and alln ∈ N, we have

mη
x(π−1Wn(φx) ∩A) =

∑

F∈Wn

χΓn(F )(x)mη
x(φ−1F ∩A)

=
∑

F∈Wn

χΓn(F )(x)Em(χφ−1F∩A|η̂)(x)

=
∑

F∈Wn

χΓn(F )(x)Em(χφ−1F∩A|π−1γ)(x)

=
∑

F∈Wn

χΓn(F )(x) lim
r→0

m
(
φ−1F ∩A ∩Bπ(x, r)

)

m (Bπ(x, r))

( by Lemma 3.3)

= lim
r→0

m
(
φ−1Wn(φx) ∩A ∩Bπ(x, r)

)

m (Bπ(x, r))

≥ lim sup
r→0

m
(
Bφ(x, t) ∩A ∩Bπ(x, r)

)

m (Bπ(x, r))
.

Lettingn →∞, we obtain (18). ¤

Remark 3.8. Under the condition of Lemma 3.7, assume that

g : π(X) → g(π(X)) ⊂ Rd

is a homeomorphism. Then we may replace the termsBπ(x, r) in (18) and (19) by
Bgπ(x, r). To see it, letπ′ = g ◦ π. It is easy to see the partitionη is just the same
as{(π′)−1(z) : z ∈ Rd}.
Proposition 3.9. Let T : X → X be a measure-preserving transformation on
(X,B,m), and letη be a measurable partition ofX. Suppose thatπ : X → Rd is
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a boundedB-measurable function. Then for anyr > 0,

lim
n→∞

1
n

log mη
T nx (Bπ(Tnx, r)) = 0 for m-a.e.x ∈ X.

Proof. Fix r > 0 andt > 0. Sinceπ(X) is a bounded subset ofRd, we can cover
it by ` ballsB(πxi, r/2) of radiusr/2, wherexi ∈ X andi = 1, . . . , `. Define

An = {x ∈ X : mη
x(Bπ(x, r)) ≤ e−nt}, n ∈ N.

If a ball Bπ(xi, r/2) intersectsAn, then for anyy ∈ An ∩ Bπ(xi, r/2), we have
Bπ(xi, r/2) ⊂ Bπ(y, r) becauseB(πxi, r/2) ⊂ B(πy, r) by the triangle inequal-
ity. So the definition ofAn givesmη

y(An∩Bπ(xi, r/2)) ≤ mη
y(Bπ(y, r)) ≤ e−nt.

Hence

m(An ∩Bπ(xi, r/2)) =
∫

mη
y(An ∩Bπ(xi, r/2)) dm(y) ≤ e−nt

andm(An) ≤ `e−nt.
This estimate gives directly thatg(x) := log mη

x(Bπ(x, r)) ∈ L1(X,B,m).
Note thatg(Tnx) =

∑n
i=1 g(T ix) −∑n−1

i=1 g(T ix). By the Birkhoff ergodic the-
orem we can getlimn→∞ 1

ng(Tnx) = 0 for m-a.e.x ∈ X, which is the desired
result. ¤

Lemma 3.10. LetA be a sub-σ-algebra ofB. LetA ∈ B with m(A) > 0. Then

Em(χA|A)(x) > 0

for m-a.e.x ∈ A.

Proof. Let W := {Em(χA|A) ≤ 0}. ThenW ∈ A. Hence

0 ≥
∫

W
Em(χA|A) dm =

∫

W
χA dm(x) = m(A ∩W ),

which impliesm(A ∩W ) = 0. This finishes the proof. ¤

4. PROJECTION MEASURE-THEORETIC ENTROPIES ASSOCIATED WITHIFS

Throughout this section, let{Si}`
i=1 be an IFS on a closed setX ⊂ Rd, and

(Σ, σ) the one-sided full shift over{1, . . . , `}. LetMσ(Σ) denote the collection
of all σ-invariant Borel probability measures onΣ. Let π : Σ → Rd be defined as
in (1), andhπ(σ, ·) as in Definition 2.1.

4.1. Some basic properties.In this subsection, we present some basic properties
of projection measure-theoretic entropy. Our first result is the following.

Proposition 4.1. (i) 0 ≤ hπ(σ,m) ≤ h(σ,m) for everym ∈ Mσ(Σ), where
h(σ,m) denotes the classical measure-theoretic entropy ofm.

(ii) The projection entropy function is affine onMσ(Σ), i.e., for anym1,m2 ∈
Mσ(Σ) and any0 ≤ p ≤ 1, we have

(20) hπ(σ, pm1 + (1− p)m2) = phπ(σ,m1) + (1− p)hπ(σ,m2).
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The proof of the above proposition will be given later. Now let us recall some
notation. Ifξ is a partition ofΣ, thenξ̂ denotes theσ-algebra generated byξ. If
ξ1, . . . , ξn are countable partitions ofΣ, then

∨n
i=1 ξi denotes the partition con-

sisting of setsA1 ∩ · · · ∩ An with Ai ∈ ξi. Similarly for σ-algebrasA1,A2, . . . ,∨
nAn denotes theσ-algebra generated by

⋃
nAn.

LetP be the partition ofΣ defined as in (3). WritePn
0 =

∨n
i=0 σ−iP for n ≥ 0.

Let γ denote the Borelσ-algebraB(Rd) onRd. Similar to Definition 2.1, we give
the following definition.

Definition 4.2. Let k ∈ N andν ∈Mσk(Σ). Define

hπ(σk, ν) := Hν

(
Pk−1

0

∣∣σ−kπ−1γ
)
−Hν

(
Pk−1

0

∣∣π−1γ
)

.

The termhπ(σk, ν) can be viewed as the projection measure-theoretic entropy
of ν w.r.t. the IFS{Si1 ◦ · · · ◦ Sik : 1 ≤ ij ≤ ` for 1 ≤ j ≤ k}. The following
proposition exploits the connection betweenhπ(σk, ν) andhπ(σ,m), wherem =
1
k

∑k−1
i=0 ν ◦ σ−i.

Proposition 4.3. Letk ∈ N andν ∈Mσk(Σ). Setm = 1
k

∑k−1
i=0 ν ◦ σ−i. Thenm

is σ-invariant, andhπ(σ,m) = 1
khπ(σk, ν).

To prove Propositions 4.1 and 4.3, we first give some lemmas about the (condi-
tional) information and entropy (see§2 for the definitions).

Lemma 4.4 (cf. [48]). Let m be a Borel probability measure onΣ. Let ξ, η be
two countable Borel partitions ofΣ with Hm(ξ) < ∞, Hm(η) < ∞, andA a
sub-σ-algebra ofB(Σ). Then we have

(i) Im◦σ−1(ξ|A) ◦ σ = Im(σ−1ξ|σ−1A).
(ii) Im(ξ ∨ η|A) = Im(ξ|A) + Im(η|ξ̂ ∨ A).

(iii) Hm(ξ ∨ η|A) = Hm(ξ|A) + H(η|ξ̂ ∨ A).
(iv) If A1 ⊂ A2 ⊂ · · · is an increasing sequence of sub-σ-algebras withAn ↑

A, thenIm(ξ|An) converges almost everywhere and inL1 to Im(ξ|A). In
particular, limn→∞Hm(ξ|An) = Hm(ξ|A).

Lemma 4.5. Denoteg(x) = −x log x for x ≥ 0. For any integerk ≥ 2 and

x1, . . . , xk ≥ 0, we have1
k

∑k
i=1 g(xi) ≤ g

(
1
k

∑k
i=1 xi

)
≤ ∑k

i=1 g(xi/k) and

(21)
k∑

i=1

g(xi)− (x1 + . . . + xk) log k ≤ g(x1 + . . . + xk) ≤
k∑

i=1

g(xi).

Moreover for anyp1, p2 ≥ 0 with p1 + p2 = 1,

(22)
2∑

j=1

pjg(xj) ≤ g




2∑

j=1

pjxj


 ≤

2∑

j=1

pjg(xj) + g(pj)xj .

Proof. Standard. ¤
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Lemma 4.6. Letm be a Borel probability measure onΣ. Assumeξ andη are two
countable Borel partitions ofΣ such that each member inξ intersects at mostk
members ofη. ThenHm(ξ) ≥ Hm(ξ ∨ η)− log k.

Proof. Although the result is standard, we give a short proof for the convenience
of the reader. Denoteg(x) = −x log x for x ∈ [0, 1]. Then

Hm(ξ) =
∑

A∈ξ

g(m(A)) =
∑

A∈ξ

g


 ∑

B∈η, B∩A6=∅
m(A ∩B)




≥
∑

A∈ξ





 ∑

B∈η, B∩A6=∅
g(m(A ∩B))


−m(A) log k


 (by (21))

≥

∑

A∈ξ

∑

B∈η

g(m(A ∩B))


− log k

= Hm(ξ ∨ η)− log k.

This finishes the proof. ¤

The following simple lemma plays an important role in our analysis.

Lemma 4.7. P̂ ∨ σ−1π−1γ = P̂ ∨ π−1γ.

Proof. We only proveP̂∨σ−1π−1γ ⊆ P̂∨π−1γ. The other direction can be proved
by an essentially identical argument. Note that each member inP̂ ∨ σ−1π−1γ can
be written as

⋃̀

j=1

[j] ∩ σ−1π−1Aj

with Aj ∈ γ. However, it is direct to check that

[j] ∩ σ−1π−1Aj = [j] ∩ π−1(Sj(Aj)).

SinceSj is injective and contractive (thus continuous), we haveSj(Aj) ∈ γ.
Therefore

⋃`
j=1[j] ∩ σ−1π−1Aj ∈ P̂ ∨ π−1γ. ¤

Lemma 4.8. Letm be a Borel probability measure onΣ andk ∈ N. We have

Hm

(
Pk−1

0

∣∣σ−kπ−1γ
)
−Hm

(
Pk−1

0

∣∣π−1γ
)

=
k−1∑

j=0

Hm◦σ−j (P|σ−1π−1γ)−Hm◦σ−j (P|π−1γ).

Moreover ifm ∈Mσ(Σ), then

Hm

(
Pk−1

0

∣∣σ−kπ−1γ
)
−Hm

(
Pk−1

0

∣∣π−1γ
)

= khπ(σ,m).
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Proof. For j = 0, 1, . . . , k − 1, we have

Im

(
Pk−1

0

∣∣σ−jπ−1γ
)
− Im

(
Pk−1

0

∣∣σ−(j+1)π−1γ
)

= Im

(
σ−jP

∣∣σ−jπ−1γ
)

+ Im


 ∨

0≤i≤k−1, i6=j

σ−iP
∣∣σ−jP̂ ∨ σ−jπ−1γ




− Im

(
Pk−1

0

∣∣σ−(j+1)π−1γ
)

(by Lemma 4.4(ii))

= Im

(
σ−jP

∣∣σ−jπ−1γ
)

+ Im


 ∨

0≤i≤k−1, i6=j

σ−iP
∣∣σ−jP̂ ∨ σ−(j+1)π−1γ




− Im

(
Pk−1

0

∣∣σ−(j+1)π−1γ
)

(by Lemma 4.7)

= Im

(
σ−jP

∣∣σ−jπ−1γ
)− Im

(
σ−jP

∣∣σ−(j+1)π−1γ
)

(by Lemma 4.4(ii))

= Im◦σ−j

(P
∣∣π−1γ

) ◦ σj − Im◦σ−j

(P
∣∣σ−1π−1γ

) ◦ σj (by Lemma 4.4(i)).

Summingj over{0, . . . , k − 1} yields

Im

(
Pk−1

0

∣∣π−1γ
)
− Im

(
Pk−1

0

∣∣σ−kπ−1γ
)

=
k−1∑

j=0

(
Im◦σ−j

(P∣∣π−1γ
) ◦ σj − Im◦σ−j

(P∣∣σ−1π−1γ
) ◦ σj

)
.

(23)

Taking integration, we obtain the desired formula. ¤

For anyn ∈ N, letDn be the partition ofRd given by

(24) Dn = {[0, 2−n)d + α : α ∈ 2−nZd}.
Lemma 4.9. Letm ∈Mσ(Σ). For eachn ∈ N, we have

Hm(P|σ−1π−1D̂n)−Hm(P|π−1D̂n) ≥ −d log(
√

d + 1).

Proof. Sincem is σ-invariant, by Lemma 4.4(iii), we have

Hm(P|σ−1π−1D̂n)−Hm(P|π−1D̂n)

= Hm(P ∨ σ−1π−1Dn)−Hm(σ−1π−1Dn)

−Hm(P ∨ π−1Dn) + Hm(π−1Dn)

= Hm(P ∨ σ−1π−1Dn)−Hm(P ∨ π−1Dn).

(25)

Observe that for each1 ≤ j ≤ ` andQ ∈ Dn,

[j] ∩ σ−1π−1(Q) = [j] ∩ π−1(Sj(Q)).

SinceSj is contractive, diam(Sj(Q)) ≤ 2−n
√

d and thusSj(Q) intersects at most
(
√

d + 1)d members inDn. It deduces that[j] ∩ σ−1π−1(Q) intersects at most
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(
√

d + 1)d members inP ∨ π−1Dn. By Lemma 4.6, we have

Hm(P ∨ σ−1π−1Dn) ≥ Hm(P ∨ σ−1π−1Dn ∨ π−1Dn)

− d log(
√

d + 1)

≥ Hm(P ∨ π−1Dn)− d log(
√

d + 1).

(26)

Combining it with (25) yields the desired inequality. ¤

Proof of Proposition 4.1.We first prove part (i) of the proposition, i.e.,

0 ≤ hπ(σ,m) ≤ h(σ,m).

SinceD̂n ↑ γ asn tends to∞, by Lemma 4.4(iv), we have

lim
n→∞Hm(P|σ−1π−1Dn)−Hm(P|π−1Dn) = Hm(P|σ−1π−1γ)−Hm(P|π−1γ).

It together with Lemma 4.9 yields

Hm(P|σ−1π−1γ)−Hm(P|π−1γ) ≥ −d log(
√

d + 1).

Using the same argument to the IFS{Si1...ik : 1 ≤ ij ≤ `, 1 ≤ j ≤ k}, we have

Hm

(
Pk−1

0

∣∣σ−kπ−1γ
)
−Hm

(
Pk−1

0

∣∣π−1γ
)
≥ −d log(

√
d + 1).

It together with Lemma 4.8 yieldshπ(σ,m) ≥ −d log(
√

d + 1)/k. Sincek is
arbitrary, we havehπ(σ,m) ≥ 0. To seehπ(σ,m) ≤ h(σ,m), it suffices to observe
that

khπ(σ,m) = Hm

(
Pk−1

0

∣∣σ−kπ−1γ
)
−Hm

(
Pk−1

0

∣∣π−1γ
)

≤ Hm

(
Pk−1

0

∣∣σ−kπ−1γ
)
≤ Hm

(
Pk−1

0

)
.

Now we turn to the proof of part (ii). Letm1,m2 ∈ Mσ(Σ) andm = pm1 +
(1−p)m2 for somep ∈ [0, 1]. Using (22), for any finite or countable Borel partition
ξ we have

(27) |Hm(ξ)− pHm1(ξ)− (1− p)Hm2(ξ)| ≤ g(p) + g(1− p) ≤ log 2.

Let k ∈ N. By Lemma 4.8, Lemma 4.4(iv), and (25), we have

hπ(σ,m) =
1
k

(
Hm

(
Pk−1

0

∣∣σ−kπ−1γ
)
−Hm

(
Pk−1

0

∣∣π−1γ
))

=
1
k

lim
n→∞

(
Hm

(
Pk−1

0

∣∣σ−kπ−1D̂n

)
−Hm

(
Pk−1

0

∣∣π−1D̂n

))

=
1
k

lim
n→∞

(
Hm

(
Pk−1

0 ∨ σ−kπ−1Dn

)
−Hm

(
Pk−1

0 ∨ π−1Dn

))
.

(28)

The above statement is true whenm is replaced bym1 andm2. However by (27),

Hm

(
Pk−1

0 ∨ σ−kπ−1Dn

)
−Hm

(
Pk−1

0 ∨ π−1Dn

)



22 DE-JUN FENG AND HUYI HU

differs from
2∑

j=1

pj

[
Hmj

(
Pk−1

0 ∨ σ−kπ−1Dn

)
−Hmj

(
Pk−1

0 ∨ π−1Dn

)]

at most2 log 2, wherep1 = p andp2 = 1 − p. This together with (28) yields
(20). ¤

Proof of Proposition 4.3.Let k ≥ 2 andν ∈ Mσk(Σ). We claim thathπ(σk, ν ◦
σ−j) = hπ(σk, ν) for any1 ≤ j ≤ k − 1. To prove the claim, it suffices to prove
hπ(σk, ν ◦ σ−1) = hπ(σk, ν). Note that bothν andν ◦ σ−1 areσk-invariant. By
Lemma 4.8, we have

hπ(σk, ν) = Hν

(
Pk−1

0

∣∣σ−kπ−1γ
)
−Hν

(
Pk−1

0

∣∣π−1γ
)

=
k−1∑

j=0

(
Hν◦σ−j

(P
∣∣σ−1π−1γ

)−Hν◦σ−j

(P
∣∣π−1γ

))
,

whilst

hπ(σk, ν ◦ σ−1) = Hν◦σ−1

(
Pk−1

0

∣∣σ−kπ−1γ
)
−Hν◦σ−1

(
Pk−1

0

∣∣π−1γ
)

=
k−1∑

j=0

(
Hν◦σ−j−1

(P∣∣σ−1π−1γ
)−Hν◦σ−j−1

(P∣∣π−1γ
))

.

Sinceν is σk-invariant, we obtainhπ(σk, ν ◦ σ−1) = hπ(σk, ν). This finishes the
proof of the claim. To complete the proof of the proposition, letm = 1

k

∑k−1
i=0 ν ◦

σ−i. It is clear thatm is σ-invariant. By Proposition 4.1(ii),hπ(σk, ·) is affine on
Mσk(Σ). Hence

hπ(σk,m) =
1
k

k−1∑

i=0

hπ(σk, ν ◦ σ−i) = hπ(σk, ν).

Combining it with Lemma 4.8 yields the equalityhπ(σ,m) = 1
khπ(σk, ν). ¤

4.2. A version of Shannon-McMillan-Breiman Theorem associated with IFS.
In this subsection, we prove the following Shannon-McMillan-Breiman type theo-
rem associated with IFS, which is needed in the proof of Theorem 2.11. It is also
of independent interest.

Proposition 4.10. Let{Si}`
i=1 be an IFS andm ∈Mσ(Σ). Then

(29) lim
k→∞

1
k
Im

(
Pk−1

0

∣∣π−1γ
)

(x) = Em(f |I)(x) = h(σ,m, x)− hπ(σ,m, x).

almost everywhere and inL1, where

f := Im(P|σ−1B(Σ)) + Im(P|π−1γ)− Im(P|σ−1π−1γ),
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I = {B ∈ B(Σ) : σ−1B = B}, andh(σ,m, x), hπ(σ,m, x) denote the classical
local entropy and the local projection entropy ofm atx (see Definition 2.1), respec-
tively. Moreover ifm is ergodic, then the limit in (29) equalsh(σ,m)− hπ(σ,m)
for m-a.e.x ∈ Σ.

Remark 4.11. If ξ is a countable Borel partition ofΣ, andA ⊂ B(Σ) is a sub-σ-
algebra withσ−1A = A, then the relativized Shannon-McMillan-Breiman Theo-
rem states that

lim
k→∞

1
k
Im

(
ξk−1
0

∣∣A
)

(x) = Em(g|I)(x) for m-a.e.x ∈ Σ,

whereg = Im (ξ|A ∨ ξ∞1 ) (see, e.g., [8, Lemma 4.1]). However under the setting
of Proposition 4.10, the sub-σ-algebraπ−1γ is not invariant in general.

In the following we present a generalized version of Proposition 4.10.

Proposition 4.12.Letξ be a countable Borel partition ofΣ with Hm(ξ) < ∞, and
letA ⊂ B(Σ) be a sub-σ-algebra so that̂ξ ∨ σ−1A = ξ̂ ∨ A. Letm ∈ Mσ(Σ).
Then

(30) lim
k→∞

1
k
Im

(
ξk−1
0

∣∣A
)

(x) = Em(f |I)(x)

almost everywhere and inL1, where

f := Im

(
ξ|σ−1A ∨

∞∨

i=1

σ−iξ̂

)
+ Im(ξ|A)− Im(ξ|σ−1A),

andI = {B ∈ B(Σ) : σ−1B = B}.
To prove Proposition 4.12, we need the following lemma.

Lemma 4.13([42], Corollary 1.6, p. 96). Let m ∈ Mσ(Σ). LetFk ∈ L1(Σ,m)
be a sequence that converges almost everywhere and inL1 to F ∈ L1(Σ,m). Then

lim
k→∞

1
k

k−1∑

j=0

Fk−j(σj(x)) = Em(F |I)(x)

almost everywhere and inL1.

Proof of Proposition 4.12.Fork ≥ 2 andx ∈ Σ, we write

gk(x) = Im

(
ξk−1
0

∣∣A
)

(x)− Im

(
ξk−2
0

∣∣A
)

(σx).

Then

(31) Im

(
ξk−1
0

∣∣A
)

(x) = Im(ξ|A)(σk−1x) +
k−2∑

j=0

gk−j(σjx).

We claim that
(32)

gk(x) = Im

(
ξ
∣∣σ−1A ∨

k−1∨

i=1

σ−iξ̂

)
(x) + Im

(
ξ
∣∣A)

(x)− Im

(
ξ
∣∣σ−1A)

(x).
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By the claim and Lemma 4.4(iv),gk converges almost everywhere and inL1 to f .
It together with (31) and Lemma 4.13 yields (30).

Now we turn to the proof of (32). Letk ≥ 2. We have

Im

(
ξk−1
0

∣∣σ−1A
)

(x) = Im

(
ξ
∣∣σ−1A)

(x) + Im

(
k−1∨

i=1

σ−iξ
∣∣σ−1A ∨ ξ̂

)
(x)

= Im

(
ξ
∣∣σ−1A)

(x) + Im

(
k−1∨

i=1

σ−iξ
∣∣A ∨ ξ̂

)
(x),

(33)

using the propertyσ−1A ∨ ξ̂ = A ∨ ξ̂. Meanwhile, we have

Im

(
ξk−1
0

∣∣σ−1A
)

(x)

= Im

(
k−1∨

i=1

σ−iξ
∣∣σ−1A

)
(x) + Im

(
ξ
∣∣σ−1A ∨

k−1∨

i=1

σ−iξ̂

)
(x)

= Im

(
ξk−2
0

∣∣A
)

(σx) + Im

(
ξ
∣∣σ−1A ∨

k−1∨

i=1

σ−iξ̂

)
(x).

(34)

Combining (33) with (34) yields

Im

(
ξ
∣∣σ−1A)

(x) + Im

(
k−1∨

i=1

σ−iξ
∣∣A ∨ ξ̂

)
(x)

= Im

(
ξk−2
0

∣∣A
)

(σx) + Im

(
ξ
∣∣σ−1A ∨

k−1∨

i=1

σ−iξ̂

)
(x).

(35)

However

(36) Im

(
ξk−1
0

∣∣A
)

(x) = Im

(
ξ
∣∣A)

(x) + Im

(
k−1∨

i=1

σ−iξ
∣∣A ∨ ξ̂

)
(x).

Combining (35) with (36) yields (32). This finishes the proof of Proposition 4.12.
¤

We remark that Proposition 4.10 can be stated in terms of conditional measures.
To see it, let

η = {π−1(z) : z ∈ Rd}
be the measurable partition ofΣ generated by the canonical projectionπ associated
with {Si}`

i=1. For m ∈ Mσ(Σ), let {mη
x}x∈Σ denote the canonical system of

conditional measures w.r.t.η. Forx ∈ Σ andk ∈ N, letPk
0 (x) denote the element

in the partitionPk
0 containingx. Then Proposition 4.10 can be restated as the

following.
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Proposition 4.14. For m ∈Mσ(Σ), we have

(37) − lim
k→∞

1
k

log mη
x(Pk

0 (x)) = Em(f |I)(x) for m-a.e.x ∈ Σ,

wheref := Im(P|σ−1B(Σ)) + Im(P|π−1γ) − Im(P|σ−1π−1γ). Moreover ifm
is ergodic, then the limit in (37) equalsh(σ,m)− hπ(σ,m) for m-a.e.x ∈ Σ.

Proof. It suffices to show that for eachk ∈ N,

log mη
x(Pk

0 (x)) = −Im(Pk
0 |π−1γ)(x) almost everywhere.

To see this, by Theorem 3.1 we have
∑

A∈Pk
0

χA(x)mη
x(A) =

∑

A∈Pk
0

χA(x)Em(χA|π−1γ)(x) for m-a.e.x ∈ Σ.

Taking logarithm yields the desired result. ¤

Remark 4.15. In Proposition 4.14, form-a.e.x ∈ Σ, we have

lim
k→∞

−1
k

log mη
x(Pk

0 (y)) = Em(f |I)(y) for mη
x-a.e.y ∈ η(x).

To see this, denote

R =
{

y ∈ Σ : − lim
k→∞

1
k

log mη
y(Pk

0 (y)) = Em(f |I)(y)
}

.

Then1 = m(R) =
∫

mη
x(R∩η(x)) dm(x). Hencemη

x(R∩η(x)) = 1 m-a.e. For
y ∈ R ∩ η(x), we have

lim
k→∞

−1
k

log mη
x(Pk

0 (y)) = lim
k→∞

−1
k

log mη
y(Pk

0 (y)) = Em(f |I)(y).

As a corollary of Proposition 4.14, we have

Corollary 4.16. Letm ∈Mσ(Σ). Then

hπ(σ,m) = h(σ,m) ⇐⇒ lim
k→∞

1
k

log mη
x(Pk

0 (x)) = 0 m-a.e.

⇐⇒ dimH mη
x = 0 m-a.e.

In particular, if dimH π−1(z) = 0 for eachz ∈ Rd, thenhπ(σ,m) = h(σ,m).
HeredimH denotes the Hausdorff dimension.

Proof. Let f be defined as in Proposition 4.14. Then
∫

Em(f |I) dm =
∫

f dm = h(σ,m)− hπ(σ,m).

By (37),Em(f |I)(x) ≥ 0 for m-a.e.x ∈ Σ. Hence we have

h(σ,m) = hπ(σ,m) ⇐⇒ Em(f |I) = 0 m-a.e.

⇐⇒ lim
k→∞

1
k

log mη
x(Pk

0 (x)) = 0 m-a.e.
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Using dimension theory of measures (see, e.g., [14]), we have

dimH mη
x = esssupy∈η(x) lim inf

k→∞
log mη

x(Pk
0 (y))

log `−k
.

It together with Remark 4.15 yields

Em(f |I) = 0 m-a.e.⇐⇒ dimH mη
x = 0 m-a.e.

This finishes the proof of the first part of the corollary.
To complete the proof, assume thatdimH π−1(z) = 0 for eachz ∈ Rd. Then

for eachx ∈ Σ, dimH η(x) = 0 and hencedimH mη
x = 0. Thushπ(σ,m) =

h(σ,m). ¤

4.3. Projection entropy under the ergodic decomposition.In this subsection,
we first prove the following result.

Proposition 4.17. Let {Si}`
i=1 be an IFS andm ∈ Mσ(Σ). Assume thatm =∫

ν dP(ν) is the ergodic decomposition ofm. Then

hπ(σ,m) =
∫

hπ(σ, ν) dP(ν).

Proof. Let I denote theσ-algebra{B ∈ B(Σ) : σ−1B = B}, and letm ∈
Mσ(Σ). Then there exists anm-measurable partitionε of Σ such that̂ε = I mod-
ulo sets of zerom-measure (see [49, pp. 37-38]). Let{mε

x} denote the conditional
measures ofm associated with the partitionε. Thenm =

∫
mε

x dm(x) is just the
ergodic decomposition ofm (see e.g., [32, Theorem 2.3.3]). Hence to prove the
proposition, we need to show that

(38) hπ(σ,m) =
∫

hπ(σ,mε
x) dm(x).

We first show the direction “≤” in (38). Note thatI is σ-invariant andP̂ ∨
σ−1π−1γ = P̂ ∨ π−1γ. Hence we havêP ∨ σ−1π−1γ ∨ I = P̂ ∨ π−1γ ∨ I.
Takingξ = P andA = π−1γ ∨ I in Proposition 4.12 yields

(39) lim
k→∞

1
k
Im

(
Pk−1

0

∣∣π−1γ ∨ I
)

(x) = Em(f |I)(x)

almost everywhere and inL1, where

f := Im

(P|σ−1B(Σ)
)

+ Im(P|π−1γ ∨ I)− Im(P|σ−1π−1γ ∨ I).

By Remark 3.4(ii), we have

Imε
x

(
Pk−1

0 |π−1γ
)

(x) = Im

(
Pk−1

0

∣∣π−1γ ∨ I
)

(x).

Hence according to the ergodicity ofmε
x and Proposition 4.10, we have

h(σ,mε
x)− hπ(σ,mε

x) = lim
k→∞

1
k
Imε

x

(
Pk−1

0 |π−1γ
)

(x)

= lim
k→∞

1
k
Im

(
Pk−1

0

∣∣π−1γ ∨ I
)

(x)
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almost everywhere and

(40)
∫

h(σ,mε
x)− hπ(σ,mε

x) dm(x) = lim
k→∞

1
k
Hm

(
Pk−1

0

∣∣π−1γ ∨ I
)

.

Using Proposition 4.10 again we have

(41) h(σ,m)− hπ(σ,m) = lim
k→∞

1
k
Hm

(
Pk−1

0

∣∣π−1γ
)

.

However,Hm

(
Pk−1

0

∣∣π−1γ ∨ I
)
≤ Hm

(
Pk−1

0

∣∣π−1γ
)

(see e.g. [63, Theorem

4.3 (v)]). By (40), (41) and the above inequality, we have
∫

h(σ,mε
x)− hπ(σ,mε

x) dm(x) ≤ h(σ,m)− hπ(σ,m).

It is well known (see [63, Theorem 8.4]) that
∫

h(σ,mε
x) dm(x) = h(σ,m). Hence

we obtain the inequalityhπ(σ,m) ≤ ∫
hπ(σ,mε

x) dm(x).
Now we prove the direction “≥ ” in (38). For anyn ∈ N, letDn be defined as

in (24). SinceD̂n ↑ γ, we have

(42) hπ(σ,m) = lim
n→∞Hm(P|σ−1π−1D̂n)−Hm(P|π−1D̂n).

Now fix n ∈ N and denoteA(m) = Hm(P|σ−1π−1D̂n)−Hm(P|π−1D̂n) and

B(m) = Hm(σ−1π−1Dn|P ∨ π−1D̂n)

= Hm(P ∨ σ−1π−1D̂n ∨ π−1D̂n)−Hm(P ∨ π−1D̂n).

Then by (25) and (26), we have

(43) B(m)− c ≤ A(m) ≤ B(m),

wherec = d log(
√

d + 1). As a conditional entropy function,B(m) is concave on
Mσ(Σ) (see, e.g., [26, Lemma 3.3 (1)]). Hence by Jensen’s inequality and (43),
we have

A(m) ≥ B(m)− c ≥
∫

B(mε
x) dm(x)− c ≥

∫
A(mε

x) dm(x)− c.

That is,

Hm(P|σ−1π−1D̂n)−Hm(P|π−1D̂n)

≥
∫

Hmε
x
(P|σ−1π−1D̂n)−Hmε

x
(P|π−1D̂n) dm(x)− c.

Letting n → ∞, using (42) and Lebesgue dominated convergence theorem, we
have

hπ(σ,m) ≥
∫

hπ(σ,mε
x) dm(x)− c.

Replacingσ by σk we have

(44) hπ(σk,m) ≥
∫

hπ(σk,mεk
x ) dm(x)− c,



28 DE-JUN FENG AND HUYI HU

whereεk denotes a measurable partition ofΣ such that

ε̂k = {B ∈ B(Σ) : σ−kB = B}
modulo sets of zerom-measure. Note thatm =

∫
mεk

x dm(x) is the ergodic de-
composition ofm with respect toσk. Hencem =

∫
(1/k)

∑k−1
i=0 mεk

x ◦σ−i dm(x)
is the ergodic decomposition ofm with respect toσ. It follows that

(45)
1
k

k−1∑

i=0

mεk
x ◦ σ−i = mε

x m-a.e.

By (44), Proposition 4.3 and (45), we have

hπ(σk,m) =
1
k

k−1∑

i=0

hπ(σk,m ◦ σ−i)

≥ 1
k

k−1∑

i=0

∫
hπ(σk,mεk

x ◦ σ−i) dm(x)− c

=
∫

hπ

(
σk,

1
k

k−1∑

i=0

mεk
x ◦ σ−i

)
dm(x)− c

=
∫

hπ(σk,mε
x) dm(x)− c.

Using Proposition 4.3 again yields

hπ(σ,m) ≥
∫

hπ(σ,mε
x) dm(x)− c/k for anyk ∈ N.

Hence we havehπ(σ,m) ≥ ∫
hπ(σ,mε

x) dm(x), as desired. ¤

Proof of Theorem 2.2.It follows directly from Propositions 4.1, 4.10 and 4.17.¤

4.4. The projection entropy for certain affine IFS and the proof of Theorem
2.3. In this subsection, we assume thatΦ = {Si}`

i=1 is an IFS onRd of the form

Si(x) = Ax + ci (i = 1, . . . , `),

whereA is ad × d non-singular real matrix with‖A‖ < 1 andci ∈ Rd. Let K
denote the attractor ofΦ.

LetQ denote the partition{[0, 1)d + α : α ∈ Zd} of Rd. Forn = 0, 1, . . ., and
x ∈ Rd, we set

Qn = {AnQ : Q ∈ Q}, Qn + x = {AnQ + x : Q ∈ Q}.
We have the following geometric characterization ofhπ for the IFSΦ (i.e., Theo-
rem 2.3).

Proposition 4.18. (i) Letm ∈Mσ(Σ). Then

(46) hπ(σ,m) = lim
n→∞

Hm(π−1Qn)
n

.
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(ii)

lim
n→∞

log #{Q ∈ Q : AnQ ∩K 6= ∅}
n

= sup{hπ(σ,m) : m ∈Mσ(Σ)}.

To prove the above proposition, we need the following lemma.

Lemma 4.19.Assume thatΩ is a subset of{1, . . . , `} such thatSi(K)∩Sj(K) = ∅
for all i, j ∈ Ω with i 6= j. Suppose thatν is an invariant measure onΣ supported
onΩN, i.e.,ν([j]) = 0 for all j ∈ {1, . . . , `}\Ω. Thenhπ(σ, ν) = h(σ, ν).

Proof. It suffices to prove thathπ(σ, ν) ≥ h(σ, ν). Recall that

hπ(σ, ν) = Hν(P|σ−1π−1γ)−Hν(P|π−1γ)

andHν(P|σ−1π−1γ) ≥ Hν(P|σ−1B(Σ)) = h(σ, ν). Hence we only need to
showHν(P|π−1γ) = 0. To do this, denote

δ = min{d(Si(K), Sj(K)) : i, j ∈ Ω, i 6= j}.
Thenδ > 0. Letξ be an arbitrary finite Borel partition ofK so that diam(A) < δ/2
for A ∈ ξ. SetW = {[i] : i ∈ Ω}. Sinceν is supported onΩN, we have

Hν(P|π−1ξ̂) = Hν(P ∨ π−1ξ)−Hν(π−1ξ) = Hν(W ∨ π−1ξ)−Hν(π−1ξ).

However for eachA ∈ ξ, there is at most onei ∈ Ω such thatSi(K) ∩A 6= ∅, i.e.,
[i] ∩ π−1A 6= ∅. This forces thatHν(W ∨ π−1ξ) = Hν(π−1ξ). Hence

Hν(P|π−1ξ̂) = 0.

By the arbitrariness ofξ and Lemma 4.4(iv), we haveHν(P|π−1γ) = 0. ¤

Proof of Proposition 4.18.We first prove (i). Letm ∈ Mσ(Σ). Denoteγ =
B(Rd). According to Proposition 4.3, we have

Hm(Pp−1
0 |σ−pπ−1γ)−Hm(Pp−1

0 |π−1γ) = phπ(σ,m) (p ∈ N).

Now fix p. SinceQ̂n ↑ γ, by Lemma 4.4(iv), there existsk0 such that fork ≥ k0,

|Hm(Pp−1
0 |σ−pπ−1γ)−Hm(Pp−1

0 |σ−pπ−1Q̂kp)| ≤ 1, and

|Hm(Pp−1
0 |π−1γ)−Hm(Pp−1

0 |π−1Q̂(k+1)p)| ≤ 1.

It follows that fork ≥ k0,

phπ(σ,m)− 2 ≤ Hm(Pp−1
0 |σ−pπ−1Q̂kp)−Hm(Pp−1

0 |π−1Q̂(k+1)p)

≤ phπ(σ,m) + 2.
(47)

Now we estimate the difference of conditional entropies in (47). Note that

Hm(Pp−1
0 |σ−pπ−1Q̂kp) = Hm(Pp−1

0 ∨ σ−pπ−1Qkp)−Hm(σ−pπ−1Qkp)

= Hm(Pp−1
0 ∨ σ−pπ−1Qkp)−Hm(π−1Qkp)

and

Hm(Pp−1
0 |π−1Q̂(k+1)p) = Hm(Pp−1

0 ∨ π−1Q(k+1)p)−Hm(π−1Q(k+1)p).
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Hence we have

Hm(Pp−1
0 |σ−pπ−1Q̂kp)−Hm(Pp−1

0 |π−1Q̂(k+1)p)

= Hm(Pp−1
0 ∨ σ−pπ−1Qkp)−Hm(Pp−1

0 ∨ π−1Q(k+1)p)

+ Hm(π−1Q(k+1)p)−Hm(π−1Qkp).

(48)

Observe that for each[u] ∈ Pp−1
0 and anyQ ∈ Q,

[u] ∩ σ−pπ−1AkpQ = [u] ∩ π−1SuAkpQ.

Since the linear part ofSu is Ap, the setSuAkpQ intersects at most2d elements
of Q(k+1)p. Therefore each element ofPp−1

0 ∨ σ−pπ−1Qkp intersects at most2d

elements ofPp−1
0 ∨ π−1Q(k+1)p. Similarly, the statement is also true if the two

partitions are interchanged. Therefore by Lemma 4.6, we have

|Hm(Pp−1
0 ∨ σ−pπ−1Qkp)−Hm(Pp−1

0 ∨ π−1Q(k+1)p)| ≤ d log 2.

It together with (47) and (48) yields

phπ(σ,m)− 2− d log 2 ≤ Hm(π−1Q(k+1)p)−Hm(π−1Qkp)

≤ phπ(σ,m) + 2 + d log 2

for k ≥ k0. Hence we have

lim sup
k→∞

Hm(π−1Qkp)
kp

≤ hπ(σ,m) +
2 + d log 2

p
and

lim inf
k→∞

Hm(π−1Qkp)
kp

≥ hπ(σ,m)− 2 + d log 2
p

.

By a volume argument, there is a large integerN (N depends onA, d, p; and it
is independent ofk) such that for anyi = 0, . . . , p − 1, each element ofQkp+i

intersects at mostN elements ofQkp, and vice versa. Hence by Lemma 4.6,
|Hm(π−1Qkp)−Hm(π−1Qkp+i)| < log N for 0 ≤ i ≤ p− 1. It follows that

lim sup
k→∞

Hm(π−1Qkp)/(kp) = lim sup
n→∞

Hm(π−1Qn)/n and

lim inf
k→∞

Hm(π−1Qkp)/(kp) = lim inf
n→∞ Hm(π−1Qn)/n.

Thus we have

hπ(σ,m)− 2 + d log 2
p

≤ lim inf
n→∞

Hm(π−1Qn)
n

≤ lim sup
n→∞

Hm(π−1Qn)
n

≤ hπ(σ,m) +
2 + d log 2

p
.

Lettingp tend to infinity, we obtain (46).
To show (ii), we assumeK ⊂ [0, 1)d, without loss of generality. Note that the

number of (non-empty) elements in the partitionπ−1Qn is just equal to

Nn := #{Q ∈ Q : AnQ ∩K 6= ∅}.
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Hence by (21), we have

Hm(π−1Qn) ≤ log Nn, ∀ m ∈Mσ(Σ).

This together with (i) proves

lim inf
n→∞

log Nn

n
≥ sup{hπ(σ,m) : m ∈Mσ(Σ)}.

To prove (ii), we still need to show

(49) lim sup
n→∞

log Nn/n ≤ sup{hπ(σ,m) : m ∈Mσ(Σ)}.

We may assume thatlim supn→∞ log Nn/n > 0, otherwise there is nothing to
prove. Letn be a large integer so thatNn > 7d. Choose a subsetΓ of

{Q : AnQ ∩K 6= ∅, Q ∈ Q}
such that#Γ > 7−dNn, and

(50) 2Q ∩ 2Q̃ = ∅ for differentQ, Q̃ ∈ Γ,

where2Q :=
⋃

P∈Q: P∩Q6=∅ P , andP denotes the closure ofP . For eachQ ∈ Γ,
sinceAnQ∩K 6= ∅, we can pick a wordu = u(Q) ∈ Σn such thatSuK∩AnQ 6=
∅. Consider the collectionW = {u(Q) : Q ∈ Γ}. The separation condition (50)
for elements inΓ guarantees that

Su(Q)(K) ∩ S
u(Q̃)

(K) = ∅ for all Q, Q̃ ∈ Γ with Q 6= Q̃.

Define a Bernoulli measureν onWN by

ν([w1 . . . wk]) = (#Γ)−k (k ∈ N, w1, . . . , wk ∈ W ).

Thenν can be viewed as aσn-invariant measure onΣ (by viewingWN as a subset
of Σ). By Lemma 4.19, we havehπ(σn, ν) = h(σn, ν) = log #Γ. Defineµ =
1
n

∑n−1
i=0 ν ◦ σ−i. Thenµ ∈Mσ(Σ), and by Proposition 4.3,

hπ(σ, µ) =
hπ(σn, ν)

n
=

log #Γ
n

≥ log(7−dNn)
n

,

from which (49) follows. ¤

4.5. Upper semi-continuity of hπ(σ, ·) under the AWSC. In this subsection, we
prove the following proposition.

Proposition 4.20. Assume that{Si}`
i=1 is an IFS which satisfies the AWSC (see

Definition 2.14). Then the mapm 7→ hπ(σ,m) is upper semi-continuous on
Mσ(Σ).

We first prove a lemma.

Lemma 4.21. Let{Si}`
i=1 be an IFS with attractorK ⊂ Rd. Assume that

#{1 ≤ i ≤ ` : x ∈ Si(K)} ≤ k

for somek ∈ N and eachx ∈ Rd. ThenHν(P|π−1γ) ≤ log k for any Borel
probability measureν onΣ.
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Proof. A compactness argument shows that there isr0 > 0 such that

#{1 ≤ i ≤ ` : B(x, r0) ∩ Si(K) 6= ∅} ≤ k

for eachx ∈ Rd. Let n ∈ N so that2−n
√

d < r0. Then for eachQ ∈ Dn,
whereDn is defined as in (24), there are at mostk different i ∈ {1, . . . , `} such
thatSi(K) ∩ Q 6= ∅. It follows that each member inπ−1Dn intersects at mostk
members ofP ∨ π−1Dn. By Lemma 4.6, we have

Hν(P|π−1D̂n) = Hν(P ∨ π−1Dn)−Hν(π−1Dn) ≤ log k.

Note thatπ−1D̂n ↑ π−1γ. Applying Lemma 4.4(iv), we obtain

Hν(P|π−1γ) = lim
n→∞Hν(P|π−1D̂n) ≤ log k.

¤

As a corollary, we have

Corollary 4.22. Under the condition of Lemma 4.21, we have

hπ(σ,m) ≥ h(σ,m)− log k

for anym ∈Mσ(Σ).

Proof. By the definition ofhπ(σ,m) and Lemma 4.21, we have

hπ(σ,m) = Hm(P|σ−1π−1γ)−Hm(P|π−1γ) ≥ Hm(P|σ−1π−1γ)− log k.

However,Hm(P|σ−1π−1γ) ≥ Hm(P|σ−1B(Σ)) = h(σ,m). This implies the
desired result. ¤

To prove Proposition 4.20, we need the following lemma.

Lemma 4.23. Let{Si}`
i=1 be an IFS with attractorK. Suppose thatΩ is a subset

of {1, . . . , `} such that there is a mapg : {1, . . . , `} → Ω so that

Si = Sg(i) (i = 1, . . . , `).

Let (ΩN, σ̃) denote the one-sided full shift overΩ. DefineG : Σ → ΩN by
(xj)∞j=1 7→ (g(xj))∞j=1. Then

(i) K is also the attractor of{Si}i∈Ω. Moreover if we let̃π : ΩN → K denote
the canonical projection w.r.t.{Si}i∈Ω, then we haveπ = π̃ ◦G.

(ii) Let m ∈ Mσ(Σ). Thenν = m ◦ G−1 ∈ Mσ̃(ΩN). Furthermore,
hπ(σ,m) = hπ̃(σ̃, ν). In particular,hπ(σ,m) ≤ log(#Ω).

Proof. (i) is obvious. To see (ii), letm ∈ Mσ(Σ). It is easily seen that the
following diagram commutes:

Σ σ−−−−→ Σ

G

y
yG

ΩN σ̃−−−−→ ΩN.
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That is, σ̃ ◦ G = G ◦ σ. Henceν = m ◦ G−1 ∈ Mσ̃(ΩN). To show that
hπ(σ,m) = hπ̃(σ̃, ν), letQ = {[i] : i ∈ Ω} be the canonical partition ofΩN.
Then

hπ̃(σ̃, ν) = Hm◦G−1(Q|σ̃−1π̃−1γ)−Hm◦G−1(Q|π̃−1γ)
= Hm(G−1(Q)|G−1σ̃−1π̃−1γ)−Hm(G−1(Q)|G−1π̃−1γ)
= Hm(G−1(Q)|σ−1π−1γ)−Hν(G−1(Q)|π−1γ),

using the factsG ◦ σ = σ̃ ◦G andπ̃ ◦G = π. SinceP ∨G−1(Q) = P, we have

hπ(σ,m)− hπ̃(σ̃, m ◦G−1)
=

(
Hm

(P|σ−1π−1γ
)−Hm

(P|π−1γ
))

− (
Hm(G−1(Q)|σ−1π−1γ)−Hm(G−1(Q)|π−1γ)

)

=
(
Hm

(P|σ−1π−1γ
)−Hm(G−1(Q)|σ−1π−1γ)

)

− (
Hm

(P|π−1γ
)−Hm(G−1(Q)|π−1γ)

)

= Hm

(
P|σ−1π−1γ ∨G−1(Q̂)

)
−Hm

(
P|π−1γ ∨G−1(Q̂)

)
.

An argument similar to the proof of Lemma 4.7 shows that

σ−1π−1γ ∨G−1(Q̂) = π−1γ ∨G−1(Q̂).

Hence we havehπ(σ,m) = hπ̃(σ̃, m ◦G−1). ¤

Proof of Proposition 4.20.Let (νn) be a sequence inMσ(Σ) converging tom in
the weak-star topology. We need to show thatlim supn→∞ hπ(σ, νn) ≤ hπ(σ,m).
To see this, it suffices to show that

(51) lim sup
n→∞

hπ(σ, νn) ≤ hπ(σ,m) +
1
k

log tk

for eachk ∈ N, wheretk is given as in Definition 2.14.
To prove (51), we fixk ∈ N. Define an equivalence relation∼ on {1, . . . , `}k

by u ∼ v if Su = Sv. Let u denotes the equivalence class containingu. Denote
Su = Su. SetJ = {u : u ∈ {1, . . . , `}k}. Let (J N, T ) denote the one-sided full
shift space over the alphabetJ . Let G : Σ → J N be defined by

(xi)∞i=1 7→
(
xjk+1 · · ·x(j+1)k

)∞
j=0

.

It is clear that the following diagram commutes:

Σ σk−−−−→ Σ

G

y
yG

JN T−−−−→ JN

That is,T ◦G = G ◦ σk. It implies thatνn ◦G−1, m ◦G−1 ∈MT (J N) and

lim
n→∞ νn ◦G−1 = m ◦G−1.
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Hence we have

(52) h(T, m ◦G−1) ≥ lim sup
n→∞

h(T, νn ◦G−1),

where we use the upper semi-continuity of the classical measure-theoretic entropy
map on(J N, T ). Defineπ̃ : J N → K by

π̃
(
(ui)∞i=1

)
= lim

n→∞Su1 ◦ · · · ◦ Sun(K).

Thenπ̃◦G = π. By the assumption of AWSC (11) and Corollary 4.22 (considering
the IFS{Su : u ∈ J }), we have

hπ̃(T, m ◦G−1) ≥ h(T,m ◦G−1)− log tk

≥ lim sup
n→∞

h(T, νn ◦G−1)− log tk ( by (52))

≥ lim sup
n→∞

hπ̃(T, νn ◦G−1)− log tk,

where the last inequality follows from Proposition 4.1(i). Then (51) follows from
the above inequality, together with Proposition 4.3 and the following claim:

(53) hπ̃(T, ν ◦G−1) = hπ(σk, ν) (ν ∈Mσ(Σ)).

However, (53) just comes from Lemma 4.23, where we consider the IFS{Su : u ∈
{1, . . . , `}k} rather than{Si}`

i=1. ¤

5. SOME GEOMETRIC PROPERTIES OFC1 IFS

In this section we give some geometric properties ofC1 IFS.

Lemma 5.1. Let S : U → S(U) ⊂ Rd be aC1 diffeomorphism on an open set
U ⊂ Rd, andX a compact subset ofU . Letc > 1. Then there existsr0 > 0 such
that

(54) c−1[]S′(x)[] · |x− y| ≤ |S(x)− S(y)| ≤ c‖S′(x)‖ · |x− y|
for all x ∈ X, y ∈ U with |x− y| ≤ r0, whereS′(x) denotes the differential ofS
at x, [] · [] and‖ · ‖ are defined as in (4). As a consequence,

(55) B(S(x), c−1[]S′(x)[]r) ⊂ S (B(x, r)) ⊂ B(S(x), c‖S′(x)‖r)
for all x ∈ X and0 < r ≤ r0.

Proof. Let c > 1. We only prove (54), for it is not hard to derive (55) from (54).
Assume on the contrary that (54) is not true. Then there exist two sequences(xn) ⊂
X, (yn) ⊂ U such thatxn 6= yn, limn→∞ |xn − yn| = 0 and for eachn ≥ 1,

either|S(xn)− S(yn)| ≥ c‖S′(xn)‖ · |xn − yn|,
or |S(xn)− S(yn)| ≤ c−1[]S′(xn)[] · |xn − yn|.

(56)

SinceX is compact, without lost of generality, we assume that

lim
n→∞xn = x = lim

n→∞ yn.
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Write S = (f1, f2, . . . , fd)t. Then each componentfj of S is a C1 real-valued
function defined onU . Choose a smallε > 0 such that

{z ∈ Rd : |z − x| ≤ ε for somex ∈ X} ⊂ U.

TakeN ∈ N such that|xn − yn| < ε for n ≥ N . By the mean value theorem, for
eachn ≥ N and1 ≤ j ≤ d, there existszn,j on the segmentLxn,yn connectingxn

andyn such that

fj(xn)− fj(yn) = ∇fj(zn,j) · (xn − yn),

where∇fj denote the gradient offj . Therefore|S(xn)−S(yn)| = |Mn(xn−yn)|
with Mn := (∇f1(zn,1), . . . ,∇fd(zn,d))t. It follows

(57) []Mn[] · |xn − yn| ≤ |S(xn)− S(yn)| ≤ ‖Mn‖ · |xn − yn|.
SinceS is C1, Mn tends toS′(x) asn →∞. Thus we have[]Mn[] → []S′(x)[] and
‖Mn‖ → ‖S′(x)‖. Meanwhile,[]S′(xn)[] → []S′(x)[] and‖S′(xn)‖ → ‖S′(x)‖.
These limits together (57) lead to a contradiction with (56). ¤

Let {S1, . . . , S`} be aC1 IFS on a compact setX ⊂ Rd. Let π : Σ → Rd be
defined as in (1). By Lemma 5.1, we have directly

Lemma 5.2. Let c > 1. Then there existsr0 > 0 such that for any1 ≤ i ≤ `,
x ∈ Σ and0 < r < r0,

B(Si(πx), c−1[]S′i(πx)[]r) ⊂ Si (B(πx, r)) ⊂ B(Si(πx), c‖S′i(πx)‖r).

Let ρ, ρ : Σ → R be defined by

(58) ρ(x) = ‖S′x1
(πσx)‖, ρ(x) = []S′x1

(πσx)[] (x = (xi)∞i=1 ∈ Σ).

Let P be the partition ofΣ defined as in (3). Forx ∈ Σ, let P(x) denote the
element inP which containsx. Then we have

Lemma 5.3. Let c > 1. Then there existsr0 > 0 such that for anyz ∈ Σ and
0 < r < r0,

Bπ(z, c−1ρ(z)r) ∩ P(z) ⊂ Bπσ(z, r) ∩ P(z) ⊂ Bπ(z, cρ(z)r) ∩ P(z),

whereBπ(z, r) is defined as in (12).

Proof. Let z = (zj)∞j=1 ∈ Σ. Takingi = z1 andx = σz in Lemma 5.2 we obtain

B(Sz1(πσz), c−1[]S′z1
(πσz)[]r) ⊂ Sz1(B(πσz, r)) ⊂ B(Sz1(πσz), c‖S′z1

(πσz)‖r).
That is,

B(πz, c−1ρ(z)r) ⊂ Sz1B(πσz, r) ⊂ B(πz, cρ(z)r),

where we use the factSz1(πσz) = πz, which can be checked directly from the
definition ofπ. Thus we have

Bπ(πz, c−1ρ(z)r) ∩ P(z) ⊂ π−1 (Sz1 (B(πσz, r))) ∩ P(z) ⊂ Bπ(z, cρ(z)r) ∩ P(z).
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At last we show thatπ−1 (Sz1 (B(πσz, r))) ∩ P(z) = Bπσ(z, r) ∩ P(z). To see
this, lety = (yj)∞j=1 ∈ Σ. Then we have the following equivalent implications.

y ∈ π−1 (Sz1 (B(πσz, r))) ∩ P(z)
⇐⇒ y1 = z1, πy ∈ Sz1 (B(πσz, r))
⇐⇒ y1 = z1, Sy1(πσy) ∈ Sz1 (B(πσz, r))
⇐⇒ y1 = z1, πσy ∈ B(πσz, r)
⇐⇒ y1 = z1, y ∈ Bπσ(z, r)
⇐⇒ y ∈ Bπσ(z, r) ∩ P(z).

This finishes the proof of the lemma. ¤

Lemma 5.4. Assume that{Si}`
i=1 is a weakly conformal IFS with attractorK.

Then for anyc > 1, there existsD > 0 such that for anyn ∈ N, u ∈ {1, . . . , `}n,
andx, y ∈ K we have

D−1c−n‖S′u(x)‖ · |x− y| ≤ |Su(x)− Su(y)| ≤ Dcn‖S′u(x)‖ · |x− y|.
and

(59) D−1c−n‖S′u(x)‖ ≤ diam(Su(K)) ≤ Dcn‖S′u(x)‖.
Proof. The results were proved in the conformal case in [18, Lemma 3.5 and Corol-
lary 3.6]. A slight modification of that proof works for the weakly conformal
case. ¤

As a corollary, we have

Corollary 5.5. Under the assumption of Lemma 5.4, forα > 0, there isr0 > 0
such that for any0 < r < r0 andz ∈ K, there existn ∈ N andu ∈ {1, . . . , `}n

such thatSu(K) ⊂ B(z, r) and

(60) |Su(x)− Su(y)| ≥ r1+α|x− y| (x, y ∈ K).

Proof. Denotea = inf{[]S′i(x)[] : x ∈ K, 1 ≤ i ≤ `} andb = sup{‖S′i(x)‖ : x ∈
K, 1 ≤ i ≤ `}. Then0 < a ≤ b < 1. Choosec so that

(61) 1 < c < b
−α

3(2+α) .

Let D be the constant in Lemma 5.4 corresponding toc. Taken0 ∈ N andr0 > 0
such that

(62)
(
c3bα/(2+α)

)n0

< D−3abα/(2+α), (1 + α/2) · log r0

log a
= n0.

Now fix z ∈ K and0 < r < r0. We shall show that there existn ∈ N and
u ∈ {1, . . . , `}n such thatSu(K) ⊂ B(z, r) and (60) holds. To see this, take
ω = (ωi)∞i=1 ∈ Σ such thatz = πω, whereπ is defined as in (1). Letn be the
unique integer such that

(63) ‖S′ω1···ωn
(πσnω)‖ < r1+α/2 ≤ ‖S′ω1···ωn−1

(πσn−1ω)‖.
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It follows an < r1+α/2 ≤ bn−1, which together with (62) forces that

(64) n > n0 and c3n < D−3ar−α/2.

To see (64), we first assume on the contrary thatn ≤ n0. Then

an ≥ an0 = a(1+α/2) log r0/ log α = r
1+α/2
0 > r1+α/2,

which contradicts the factan < r1+α/2. Hencen > n0. To seec3n < D−3ar−α/2,
note that

c3nrα/2 ≤ c3nb(n−1)α/(2+α) ( usingr1+α/2 ≤ bn−1 )

≤
(
c3bα/(2+α)

)n
b−α/(2+α)

≤
(
c3bα/(2+α)

)n0

b−α/(2+α) ( usingn > n0 and (61))

≤ D−3a (by (62)).

This completes the proof of (64). By (59), we have

diamSω1···ωn(K) ≤ Dcn‖S′ω1···ωn
(πσnω)‖ ≤ Dcnr1+α/2 < r.

Sincez ∈ Sω1···ωn(K), the above inequality impliesSω1···ωn(K) ⊂ B(z, r). By
(59) again, we have

(65) ‖S′u(x)‖ ≥ D−2c−2n‖S′u(y)‖, ∀ u ∈ {1, . . . , `}n, ∀ x, y ∈ K.

By Lemma 5.4, we have forx, y ∈ K,

|Sω1···ωn(x)− Sω1···ωn(y)|
≥ D−1c−n‖S′ω1···ωn

(x)‖ · |x− y|
≥ D−3c−3n‖S′ω1···ωn

(πσnω)‖ · |x− y| (by (65))

≥ D−3c−3n‖S′ω1···ωn−1
(πσn−1ω)‖[]S′ωn

(πσnω)[] · |x− y|
≥ D−3c−3nar1+α/2|x− y| (by (63))

≥ r1+α|x− y| (by (64)).

Hence the corollary follows by takingu = ω1 · · ·ωn. ¤
Proposition 5.6. Let{Si}`

i=1 be aC1 IFS with attractorK. Assume thatK is not
a singleton. Then

(i) for anym ∈Mσ(Σ), we have form-a.e.x = (xi)∞i=1 ∈ Σ,

lim inf
n→∞

log diamSx1...xn(K)
n

≥ −λ(x),

lim sup
n→∞

log diamSx1...xn(K)
n

≤ −λ(x),

whereλ, λ are defined as in Definition 2.5. In particular, if{Si}`
i=1 is

m-conformal, then form-a.e.x = (xi)∞i=1 ∈ Σ,

lim
n→∞

log diamSx1...xn(K)
n

= −λ(x).
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(ii) If {Si}`
i=1 is weakly conformal, then it ism-conformal for eachm ∈

Mσ(Σ).

Proof. We first prove (i). Takec > 1 small enough so thatc supx∈Σ ρ(x) < 1. Let
r0 > 0 be given as in Lemma 5.2. Letx = (xi)∞i=1 ∈ Σ. Applying Lemma 5.2
repeatedly, we have

(66) Sx1···xn(B(πσnx, r0)) ⊂ B(πx, cnρ(x) · · · ρ(σn−1x)r0).

Since{Si}`
i=1 is contractive, there is a constantk such that

Sxn+1···xn+k
(K) ⊂ B(πσnx, r0).

This together with (66) yields
(67)

diamSx1...xn+k
(K) ≤ diamSx1···xn(B(πσnx, r0)) ≤ cnρ(x) . . . ρ(σn−1x)r0.

SinceK is not a singleton, there exists0 < r1 < r0 such that for eachz ∈ K,
there existsw ∈ K such thatr1 ≤ |z −w| ≤ r0. Indeed, to obtainr1, one chooses
an integern0 large enough such thatsupu∈Σn0

diamSu(K) ≤ r0, then set

r1 = (1/2) inf
u∈Σn0

diamSu(K).

For each such pair(z, w), applying (54) repeatedly yields

diamSx1...xn(K) ≥ |Sx1...xn(z)− Sx1...xn(w)| ≥ r1c
−n

n∏

j=1

[]S′xj
(Sxj+1...xn(z)[].

Hence by takingz = πσnx, we have

(68) diamSx1...xn(K) ≥ r1c
−nρ(x) . . . ρ(σn−1x).

Denote

g∗(x) = lim inf
n→∞

log diamSx1...xn(K)
n

and

g∗(x) = lim sup
n→∞

log diamSx1...xn(K)
n

.

It is clear thatg∗(x) = g∗(σx) andg∗(x) = g∗(σx). Let I denote theσ-algebra
{B ∈ B(Σ) : σ−1B = B}. Then by (68), the Birkhoff ergodic theorem, and
Theorem 34.2 in [7], we have form-a.e.x ∈ Σ,

g∗(x) = Em(g∗|I)(x) ≥ Em

(
lim

n→∞
−n log c +

∑n−1
i=0 log ρ ◦ σ−i

n

∣∣I
)

(x)

= − log c + lim
n→∞

1
n

n−1∑

i=0

Em(log ρ ◦ σ−i|I)(x)

= − log c + Em(log ρ|I)(x)

(69)

and similarly by (67),

(70) g∗(x) ≤ log c + Em(log ρ|I)(x).
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Forp ∈ N, writeAp(x) = log[]S′x1···xp
(πσpx)[] andA∗p(x) = log ‖S′x1···xp

(πσpx)‖.
Consider the IFS{Si1...ip : 1 ≤ ij ≤ `, 1 ≤ j ≤ p} rather than{Si}`

i=1. Then
(69) and (70) can be replaced by

g∗(x) ≥ − log c +
1
p
Em(Ap|Ip)(x), g∗(x) ≤ log c +

1
p
Em(A∗p|Ip)(x),

whereIp := {B ∈ B(Σ) : σ−pB = B}. Taking the conditional expectation
with respect toI in the above inequalities and noting thatg∗, g∗ areσ-invariant,
we obtain

(71) g∗(x) ≥ − log c +
1
p
Em(Ap|I)(x), g∗(x) ≤ log c +

1
p
Em(A∗p|I)(x).

SinceAp(x) is sup-additive (i.e.,Ap+q(x) ≥ Ap(x)+Aq(σpx)) andA∗p(x) is sub-
additive (i.e.,A∗p+q(x) ≤ A∗p(x) + A∗q(σpx)), by Kingman’s sub-additive ergodic
theorem (cf. [63]), we have

(72) lim
p→∞Ap(x)/p = −λ(x), lim

p→∞A∗p(x)/p = −λ(x)

almost everywhere and inL1. Hence lettingc → 1 andp → ∞ in (71) and using
Theorem 34.2 in [7], we obtain thatg∗(x) ≥ −λ(x) andg∗(x) ≤ −λ(x) almost
everywhere. This finishes the proof of (i).

To see (ii), assume that{Si}`
i=1 is weakly conformal andm ∈ Mσ(Σ). Then

|Ap(x) − A∗p(x)|/p converges to0 uniformly asp tends to infinity. This together
with (72) yieldsλ(x) = λ(x) for m-a.e.x ∈ Σ. This proves (ii). ¤

6. ESTIMATES FOR LOCAL DIMENSIONS OF INVARIANT MEASURES FORC1

IFS

In this section, we prove a general version of Theorem 2.6, which is also needed
in the proof of Theorem 2.11. Let{Ti}`

i=1 be aC1 IFS onRd, and{Si}`
i=1 a C1

IFS onRk. Let φ : Σ → Rd andπ : Σ → Rk denote the canonical projections
associated with{Ti}`

i=1 and{Si}`
i=1 respectively. Letη andξ be two partitions of

Σ defined respectively by

η = {φ−1(z) : z ∈ Rd}, ξ = σ−1η.

Let P be the partition ofΣ given as in (3) and letρ(x), ρ(x) be defined as in
(58). Applying Lemma 5.3 to the IFS{Si}`

i=1, we have for anyc > 1 there exist
0 < δ < c− 1 andr0 > 0 such that for anyr ∈ (0, r0) andx ∈ Σ,
(73)
Bπ(x, (c−δ)−1ρ(x)r)∩P(x) ⊂ Bπσ(x, r)∩P(x) ⊂ Bπ(x, (c−δ)ρ(x)r)∩P(x).

The following technical proposition is substantial in our proof.

Proposition 6.1. Let m ∈ Mσ(Σ) andc > 1. Let δ, r0 be given as above. Then
there existsΛ ⊂ Σ with m(Λ) = 1 such that for allx ∈ Λ andr ∈ (0, r0),

(74)
mη

x(Bπ(x, cρ(x)r) ∩ P(x))
mη

σx(Bπ(σx, r))
≥ f(x) · mξ

x(Bπσ(x, r) ∩ P(x))

mξ
x(Bπσ(x, r))
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and
(75)

mη
x(Bπ(x, c−1ρ(x)r) ∩ P(x))

mη
σx(Bπ(σx, r))

≤ f(x) · mξ
x(Bπσ(x, (1− cδ/2)r) ∩ P(x))

mξ
x(Bπσ(x, (1− cδ/2)r))

,

wheref :=
∑

A∈P χA
Em(χA|φ−1γ)

Em(χA|σ−1φ−1γ)
, γ = B(Rd).

Proof. Write Rt,x(z) = T−1
x1

B(Tx1z, t) for t > 0, x = (xi)∞i=1 ∈ Σ andz ∈ Rd.
It is direct to check that

(76) σ−1φ−1Rt,x(φσx) ∩ P(x) = Bφ(x, t) ∩ P(x).

Hence form-a.e.x,

m(φ−1Rt,x(φσx))
m(Bφ(x, t))

=
m(Bφ(x, t) ∩ P(x))

m(Bφ(x, t))
· m(φ−1Rt,x(φσx))
m(Bφ(x, t) ∩ P(x))

=
m(Bφ(x, t) ∩ P(x))

m(Bφ(x, t))
· m(σ−1φ−1Rt,x(φσx))
m(σ−1φ−1Rt,x(φσx) ∩ P(x))

.

Letting t → 0 and applying Proposition 3.5 and Remark 3.6, we have

(77) lim
t→0

m(φ−1Rt,x(φσx))
m(Bφ(x, t))

=
∑

A∈P
χA(x)

Em(χA|φ−1γ)(x)
Em(χA|σ−1φ−1γ)(x)

=: f(x).

for m-a.e.x. Let Λ̃ denote the set ofx ∈ Σ such that the following properties
(1)-(4) hold:

(1) lim
t→0

m(Bφ(x, t) ∩ P(x))
m(Bφ(x, t))

=
∑

A∈P
χAEm(χA|φ−1γ)(x) > 0.

(2) lim
t→0

m(σ−1φ−1Rt,x(φσx) ∩ P(x))
m(σ−1φ−1Rt,x(φσx))

=
∑

A∈P
χAEm(χA|σ−1φ−1γ)(x) > 0.

(3) For allq ∈ Q+,

mη
x(Bπ(x, q) ∩ P(x)) ≥ lim sup

t→0

m
(
Bπ(x, q) ∩ P(x) ∩Bφ(x, t)

)

m (Bφ(x, t))
,

mη
x(Uπ(x, q) ∩ P(x)) ≤ lim inf

t→0

m
(
Bπ(x, q) ∩ P(x) ∩Bφ(x, t)

)

m (Bφ(x, t))
,

mξ
x(Bπσ(x, q) ∩ P(x)) ≥ lim sup

t→0

m
(
Bπσ(x, q) ∩ P(x) ∩ σ−1φ−1Rt,x(φσx)

)

m (σ−1φ−1Rt,x(φσx))
,

mξ
x(Uπσ(x, q) ∩ P(x)) ≤ lim inf

t→0

m
(
Bπσ(x, q) ∩ P(x) ∩ σ−1φ−1Rt,x(φσx)

)

m (σ−1φ−1Rt,x(φσx))
,

whereUπ(x, q) := π−1U(πx, q), Uπσ(x, q) := σ−1π−1U(πσx, q) andU(z, q)
denotes the open ball inRk of radiusq centered atz.

(4) lim
t→0

m(φ−1Rt,x(φσx))
m(Bφ(x, t))

= f(x).

Then we havem(Λ̃) = 1 by Proposition 3.5, Lemma 3.7, Remarks 3.6, 3.8 and
(77).
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Now let Λ = Λ̃ ∩ σ−1Λ̃. Thenm(Λ) = 1. Fix x ∈ Λ andr ∈ (0, r0). Let
q1 ∈ Q+∩(r, cr/(c−δ)). Chooseq2, q3 ∈ Q+ such thatq1 < q2 < cr/(c−δ) and
q2(c−δ)ρ(x) < q3 < cρ(x)r. By (73), we haveBπ(x, q3)∩P(x) ⊃ Bπσ(x, q2)∩
P(x). It together with (76) yields

(78) Bπ(x, q3)∩P(x)∩Bφ(x, t)) ⊃ Bπσ(x, q2)∩P(x)∩ σ−1φ−1Rt,x(φσx)).

Hence we have

mη
x(Bπ(x, cρ(x)r) ∩ P(x))

mη
σx(Bπ(σx, r))

≥ mη
x(Bπ(x, q3) ∩ P(x))
mη

σx(Uπσ(x, q1))

≥ lim supt→0 m(Bπ(x, q3) ∩ P(x) ∩Bφ(x, t))/m(Bφ(x, t))
lim inft→0 m(Bπ(σx, q1) ∩ φ−1Rt,x(φσx))/m(φ−1Rt,x(φσx))

(by Lemma 3.7 and Remark 3.8)

≥ lim
t→0

m(φ−1Rt,x(φσx))
m(Bφ(x, t))

· lim sup
t→0

m(Bπ(x, q3) ∩ P(x) ∩Bφ(x, t))
m(σ−1Bπ(σx, q1) ∩ σ−1φ−1Rt,x(φσx))

= lim
t→0

m(φ−1Rt,x(φσx))
m(Bφ(x, t))

· lim sup
t→0

m(Bπ(x, q3) ∩ P(x) ∩Bφ(x, t))
m(Bπσ(x, q1) ∩ σ−1φ−1Rt,x(φσx))

.

Denote

Xt := m(Bπσ(x, q2) ∩ P(x) ∩ σ−1φ−1Rt,x(φσx)),

Yt := m(Bπσ(x, q1) ∩ σ−1φ−1Rt,x(φσx)),

Zt := m(σ−1φ−1Rt,x(φσx)).

Using the property (4), we have

mη
x(Bπ(x, cρ(x)r) ∩ P(x))

mη
σx(Bπ(σx, r))

≥ f(x) · lim sup
t→0

m(Bπ(x, q3) ∩ P(x) ∩Bφ(x, t))
m(Bπσ(x, q1) ∩ σ−1φ−1Rt,x(φσx))

≥ f(x) · lim sup
t→0

Xt/Yt (by (78))

≥ f(x) · lim sup
t→0

Xt/Zt

Yt/Zt
≥ f(x) · lim inft→0 Xt/Zt

lim supt→0 Yt/Zt

≥ f(x) · mξ
x(Uπσ(x, q1) ∩ P(x))

mξ
x(Bπσ(x, q1))

(by Lemma 3.7 and Remark 3.8)

≥ f(x) · mξ
x(Bπσ(x, r) ∩ P(x))

mξ
x(Bπσ(x, q1))

.

Letting q1 ↓ r, we obtain (74). (75) follows from an analogous argument.¤
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Let (φ, π) denote the mapΣ → Rd × Rk, x 7→ (φx, πx). It is easy to see that
(φ, π) is the canonical projection w.r.t. the direct product of{Ti}`

i=1 and{Si}`
i=1.

In the following we give a general version of Theorem 2.6.

Theorem 6.2. Letm ∈Mσ(Σ). Then form-a.e.x ∈ Σ, we have

lim sup
r→0

log mη
x(Bπ(x, r))
log r

≤ Em(g|I)(x)
−λ(x)

and(79)

lim inf
r→0

log mη
x(Bπ(x, r))
log r

≥ Em(g|I)(x)
−λ(x)

,(80)

where

g := Im(P|σ−1φ−1B(Rd))− Im(P|φ−1B(Rd))

+Im(P|(φ, σ)−1B(Rd × Rk))− Im(P|σ−1(φ, π)−1B(Rd × Rk)),

andλ(x), λ(x) denote the upper and lower Lyapunov exponents of{Si}`
i=1 at x

(see Definition 2.5). In particular, if{Si}`
i=1 is m-conformal, we have

lim
r→0

log mη
x(Bπ(x, r))
log r

=
h(φ,π)(σ,m, x)− hφ(σ,m, x)

λ(x)
.

Proof. It suffices to prove (79) and (80). For short we only prove (79). The proof
of (80) is analogous.

We first prove the following inequality

(81) lim sup
r→0

log mη
x(Bπ(x, r))
log r

≤ Em(g|I)(x)
Em(log ρ|I)(x)

m-a.e.,

whereρ(x) = ‖S′x1
(σx)‖ for x = (xi)∞i=1. To see it, letc > 1 so that

c sup
x∈Σ

ρ(x) < 1.

Let r0 andf be given as in Proposition 6.1. Forn ∈ N andx ∈ Σ, define

ρn(x) = ρ(x)ρ(σx) · · · ρ(σn−1x).

Write

Hn(x) := log
mη

x (Bπ(x, cnρn(x)r0))
mη

σx

(
Bπ(σx, cn−1ρn−1(σx)r0)

) ,

Gn(x) := log
mη

x (Bπ(x, cnρn(x)r0) ∩ P(x))
mη

x (Bπ(x, cnρn(x)r0))
,

Wn(x) := log
mξ

x

(
Bπσ(x, cn−1ρn−1(σx)r0) ∩ P(x)

)

mξ
x

(
Bπσ(x, cn−1ρn−1(σx)r0)

) .

Then by Proposition 6.1 we have form-a.e. x, Hn(x) + Gn(x) ≥ log f(x) +
Wn(x), that is,

Hn(x) ≥ log f(x)−Gn(x) + Wn(x).
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However

log mη
x (Bπ(x, cnρn(x)r0)) =

n−1∑

j=0

Hn−j(σjx) + log mη
σnx (Bπ(σnx, r0)) .

Hence form-a.e.x,

log mη
x (Bπ(x, cnρn(x)r0))

n
≥ 1

n

n−1∑

j=0

[
log f(σjx)−Gn−j(σjx) + Wn−j(σjx)

]

+
1
n

log mη
σnx (Bπ(σnx, r0)) .

Note that by Proposition 3.5,

Gn → G := −Im(P|η̂ ∨ π−1B(Rk)),

Wn → W := −Im(P|σ−1η̂ ∨ σ−1π−1B(Rk))

pointwise and inL1. By Lemma 4.13 and Proposition 3.9, we have form-a.e.x,

lim inf
n→∞

log mη
x (Bπ(x, cnρn(x)r0))

n
≥ Em((log f −G + W )|I)(x)

= Em(g|I)(x).

In the meantime, by Birkhoff ergodic Theorem, we have

lim
n→∞

1
n

log(cnρn(x)r0) = log c + Em(log ρ|I)(x) m-a.e.

Hence we have

lim sup
r→0

log mη
x (Bπ(x, r))
log r

= lim sup
n→∞

log mη
x (Bπ(x, cnρn(x)r0))
log(cnρn(x)r0)

≤ Em(g|I)(x)
log c + Em(log ρ|I)(x)

.

Takingc → 1, we obtain (81).
Let q ∈ N. Considering the IFS{Ti1...iq : 1 ≤ ij ≤ `, 1 ≤ j ≤ q} and

{Si1...iq : 1 ≤ ij ≤ `, 1 ≤ j ≤ q}, analogous to (81) we have

(82) lim sup
r→0

log mη
x(Bπ(x, r))
log r

≤ Em(gq|I)(x)
Em(log hq|I)(x)

,

where

gq := Im(Pq−1
0 |σ−qφ−1B(Rd))− Im(Pq−1

0 |φ−1B(Rd))

+Im(Pq−1
0 |(φ, π)−1B(Rd × Rk))− Im(Pq−1

0 |σ−q(φ, π)−1B(Rd × Rk))

andhq(x) := ‖S′x1...xq
(σqx)‖ for x = (xi)∞i=1.

Due to (23), we haveEm(gq|I)(x) = qEm(g|I)(x). It is easily seen thathq(x)
is sub-multiplicative in the sense thathp+q(x) ≤ hp(x)hq(σpx). Thus by Kingman
sub-additive ergodic theorem (cf. [63]), we have

lim
q→∞

1
q
Em(log hq|I)(x) = −λ(x) for m-a.e.x.
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Hence lettingq → ∞ in (82) we obtain (79). This finishes the proof of Theorem
6.2. ¤

Proof of Theorem 2.6.In Theorem 6.2, we takeTi(x) = x/2 for all 1 ≤ i ≤ `
to obtain Theorem 2.6. To see it, we know that the attractor of{Ti}`

i=1 is just
the singleton{0}. Henceη is the trivial partition{Σ, ∅} of Σ, and thus we have
mη

x ≡ m. ¤

7. PROOFS OFTHEOREM 2.11AND THEOREM 2.12

7.1. Proof of Theorem 2.11. Let Φ = {Si}`
i=1 be the direct product ofk C1 IFS

Φ1, . . . ,Φk, which are defined respectively on compactXi ⊂ Rqi (i = 1, . . . , k).
For eachi, letΓi denote the canonical projection w.r.t.Φi, and letλi(x) denote the
Lyapunov exponent ofΦi atx provided it exists.

Let m ∈ Mσ(Σ). Assume thatΦ1, . . . ,Φk arem-conformal. LetΩ denote the
collection of all permutations of{1, . . . , k}. Forτ ∈ Ω, we denote

Λτ :=
{
x ∈ Σ : λi(x) exists for alli, λτ(1)(x) ≤ λτ(2)(x) ≤ · · · ≤ λτ(k)(x)

}
.

Thenm
(⋃

τ∈Ω Λτ

)
= 1. Letπ denote the canonical projection associated with the

IFS Φ. In the following we show that the local dimensiond(m ◦ π−1, πx) exists
for m-a.e.x ∈ Σ.

Without loss of generality we only show thatd(m ◦ π−1, πx) exists form-a.e.
x ∈ Λe, wheree denotes the identity inΩ. Here we may assumem(Λe) > 0. For
otherΛτ ’s, the proof is essentially identical under a change of coordinates.

For i = 1, . . . , k, let πi denote the canonical projection w.r.t.Φ1 × · · · × Φi. It
is clear thatπ = πk. Bear in mind that

λ1(x) ≤ λ2(x) ≤ · · · ≤ λk(x) (x ∈ Λe).

For i = 1, . . . , k, we use{mi
x} to denote the family of conditional measures

{mηi
x } of m associated with the partition

ηi =

{
π−1

i (z) : z ∈
i∏

t=1

Rqt

}
.

For convenience, we use{m0
x} denote the family of conditional measures ofm

with the trivial partition{Σ, ∅}. It is clear thatm0
x = m for all x ∈ Σ.

For i = 1, . . . , k, we give a metricdi on
∏i

t=1Rqt by

di((z1, . . . , zi), (w1, . . . , wi)) = sup
1≤t≤i

|zt − wt|Rqt .

and defined = dk. We claim that for anyx ∈ Λe andε > 0,

(83) ηi(x) ∩ Pn
0 (x) ⊂ Bπ(x, e−n(λi+1(x)−ε))

whenn is large enough. HereBπ(x, r) is defined as in (12). To see the claim, let
x ∈ Λe andy ∈ ηi(x). Thenπiy = πix. Thus

d(πy, πx) = sup
1≤t≤k

|Γty, Γtx|Rqt = sup
i+1≤t≤k

|Γty, Γtx|Rqt .
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Sincey ∈ Pn
0 (x) andλi+1(x) ≤ . . . ≤ λk(x), by Proposition 5.6, we have

d(πy, πx) ≤ e−n(λi+1(x)−ε)

whenn is large enough, and (83) follows.
For i = 0, 1, . . . , k andx ∈ Σ, denote

hi(x) = lim
n→∞

− log mi
x(Pn

0 (x))
n + 1

provided that the limit exists. By Proposition 4.14,

(84) hi(x) = h(σ,m, x)− hπi(σ,m, x) for m-a.e.x ∈ Σ.

For i = 0, 1, . . . , k − 1 andx ∈ Σ, denote

ϑi(x) = lim inf
r→0

log mi
x(BΓi+1(x, r))

log r
.

By Theorem 6.2 and (84), we have

(85) ϑi(x) =
hπi+1(σ,m, x)− hπi(σ,m, x)

λi+1(x)
=

hi(x)− hi+1(x)
λi+1(x)

for m-a.e.x ∈ Σ.
For i = 0, 1, . . . , k andx ∈ Σ, define

δi(x) = lim sup
r→0

log mi
x(Bπ(x, r))
log r

, δi(x) = lim inf
r→0

log mi
x(Bπ(x, r))
log r

.

We claim that

(C1) δk(x) = δk(x) = 0 for all x ∈ Σ.
(C2) hi(x) − hi+1(x) ≥ λi+1(δi(x) − δi+1(x)) for m-a.e.x ∈ Λe and i =

0, 1 . . . , k − 1;
(C3) δi+1(x) + ϑi(x) ≤ δi(x) for m-a.e.x ∈ Λe andi = 0, 1 . . . , k − 1;

It is easy to see that (C1)-(C3) together with (84)-(85) force that form-a.e.
x ∈ Λe, δi(x) = δi(x) (we denoted the common value asδi(x)) for i = 0, . . . , k
and, furthermore

(86) d(m ◦ π−1, πx) = δ0(x) =
k−1∑

i=0

ϑi(x) =
k−1∑

i=0

hi(x)− hi+1(x)
λi+1(x)

.

which is the desired result in Theorem 2.11. In the following we prove (C1)-(C3)
respectively.

Proof of (C1). Sinceηk =
{

π−1(z) : z ∈ ∏k
t=1Rqt

}
, we have

mk
x(Bπ(x, r)) = mk

x(ηk(x)) = 1

for all x ∈ Σ. Thusδk(x) = δk(x) = 0 for all x ∈ Σ. ¤
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Proof of (C2). We give a proof by contradiction, which is modified from [40,§10.2].
Assume that (C2) is not true. Then there exists0 ≤ i ≤ k such that

hi(x)− hi+1(x) < λi+1(x)(δi(x)− δi+1(x))

on a subset ofΛe with positive measure. Hence there existα > 0 and real numbers
hi, hi+1, λi+1, δi, δi+1 with λi+1 > 0 such that

(87) hi − hi+1 < λi+1(δi − δi+1)− α

and for anyε > 0, there existsBε ⊂ Λe with m(Bε) > 0 so that forx ∈ Bε,

|hi(x)− hi| < ε/2, |hi+1(x)− hi+1| < ε/2, |λi+1(x)− λi+1| < ε/2

and
|δi(x)− δi| < ε/2, |δi+1(x)− δi+1| < ε/2.

Fix ε > 0. There existsn0 : Bε → N such that form-a.e.x ∈ Bε andn > n0(x),
we have

(1)
log mi+1

x

(
Bπ(x, e−n(λi+1−2ε))

)

−n(λi+1 − 2ε)
≤ δi+1 + ε;

(2) − 1
n

log mi+1
x (Pn

0 (x)) ≥ hi+1 − ε (by (84));

(3) ηi(x) ∩ Pn
0 (x) ⊂ Bπ(x, e−n(λi+1−2ε)) (by (83));

(4) − 1
n

log mi
x(Pn

0 (x)) ≤ hi + ε (by (84)).

TakeN0 such that
∆ := {x ∈ Bε : n0(x) ≤ N0}

has the positive measure. By Lemma 3.3 and Lemma 3.10, there existc > 0 and
∆′ ⊂ ∆ with m(∆′) > 0 such that forx ∈ ∆′, there existsn = n(x) ≥ N0 such
that

(5)
mi+1

x (L ∩∆)
mi+1

x (L)
≥ c, where

L := Bπ(x, e−n(λi+1−2ε));

(6)
log mi

x

(
Bπ(x, 2e−n(λi+1−2ε))

)

−n(λi+1 − 2ε)
> δi − ε;

(7)
log(1/c)

n
< ε.

Takex ∈ ∆′ such that (1)–(7) are satisfied withn = n(x). DenoteC = ηi+1(x)
andC ′ = ηi(x). Then by (5) and (1),

mi+1
x (L ∩∆) ≥ cmi+1

x (L) ≥ ce−n(λi+1−2ε)(δi+1+ε).

But for eachy ∈ L ∩∆, we have by (2),mi+1
y (Pn

0 (y)) ≤ e−n(hi+1−ε). It follows
that the number of distinctPn

0 -atoms intersectingC ∩ L ∩∆ is larger than

mi+1
x (L ∩∆)en(hi+1−ε).

However each such aPn
0 -atom, sayPn

0 (y), intersectsC ′∩L∩∆, and this together
with (3) guarantees thatC ′ ∩ Pn

0 (y) is contained inC ′ ∩ Bπ(x, 2e−n(λi+1−2ε)).
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To see this, letz ∈ Pn
0 (y) ∩ C ′ ∩ L ∩ ∆. Sincez ∈ ∆, we haved(πz, πx) ≤

e−n(λi+1−2ε). Thus

C′ ∩ Pn
0 (y) = ηi(z) ∩ Pn

0 (z) ⊂ Bπ(x, e−n(λi+1−2ε)) ⊂ Bπ(x, 2e−n(λi+1−2ε)).

Meanwhile by (4),mi
x(Pn

0 (y)) ≥ e−n(hi+ε) (for w ∈ Pn
0 (y) ∩ C ′ ∩ L, we have

ηi(x) = ηi(w) and thusmi
x(Pn

0 (y)) = mi
w(Pn

0 (w))). Hence we have

mi
x(Bπ(x, 2e−n(λi+1−2ε))) ≥ #{Pn

0 -atoms intersectingC ′ ∩ L ∩∆} · e−n(hi+ε)

≥ mi+1
x (L ∩∆)en(hi+1−ε)e−n(hi+ε)

≥ ce−n(λi+1−2ε)(δi+1+ε)en(hi+1−ε)e−n(hi+ε).

Comparing this with (6), we have

(λi+1 − 2ε)(δi − ε)

≤ (λi+1 − 2ε)(δi+1 + ε)(λi − 2ε) +
log(1/c)

n
+ hi − hi+1 + 2ε

≤ (λi+1 − 2ε)(δi+1 + ε)(λi − 2ε) + hi − hi+1 + 3ε.

Takingε → 0 yieldshi − hi+1 ≥ λi+1(δi − δi+1), which leads to a contradiction
with (87). ¤

Proof of (C3). Here we give a proof by contradiction, adopting an idea from the
proof of [40, Lemma 11.3.1]. Assume that (C3) is not true. Then there exists
0 ≤ i ≤ k − 1 such thatδi+1(x) + ϑi(x) > δi(x) on a subset ofΛe with positive
measure. Hence there existsβ > 0 and real numbersδi, δi+1, λi such that

(88) δi+1 + ϑi > δi + β,

and for anyε > 0, there existsAε ⊂ Λe with m(Aε) > 0 so that forx ∈ Aε,

(89) |δi(x)− δi| < ε/2, |δi+1(x)− δi+1| < ε/2, |ϑi(x)− ϑi| < ε/2.

Let 0 < ε < β/4. Find N1 and a setA′ε ⊂ Aε with m(A′ε) > 0 such that for
x ∈ A′ε andn > N1,

(90) mi+1
x

(
Bπ(x, 2e−n)

) ≤ e−n(δi+1−ε).

By Lemma 3.3 and Lemma 3.10, we can findc > 0 andA′′ε ⊂ A′ε with m(A′′ε ) > 0
andN2 such that for allx ∈ A′′ε andn ≥ N2,

mi
x(A′ε ∩Bπ(x, e−n))
mi

x(Bπ(x, e−n))
> c.

Forx ∈ A′′ε andn ≥ N2, we have

mi
x(Bπ(x, e−n)) ≤ c−1mi

x(A′ε ∩Bπ(x, e−n))

= c−1

∫
mi+1

y (A′ε ∩Bπ(x, e−n)) dmi
x(y)

= c−1

∫

BΓi+1 (x,e−n)
mi+1

y (A′ε ∩Bπ(x, e−n)) dmi
x(y).

(91)
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Let y ∈ ηi(x) such thatηi+1(y) ∩ A′ε ∩ Bπ(x, e−n) 6= ∅. Then there exists
w ∈ A′ε ∩ Bπ(x, e−n) such thatπi+1y = πi+1w. HenceA′ε ∩ Bπ(x, e−n) ⊂
Bπ(w, 2e−n) and by (90)

mi+1
y (A′ε ∩Bπ(w, e−n)) = mi+1

w (A′ε ∩Bπ(w, e−n))

≤ mi+1
w (Bπ(w, 2e−n))

≤ e−n(δi+1−ε).

Combining it with (91), we have

mi
x(Bπ(x, e−n)) ≤ c−1e−n(δi+1−σ)mi

x(BΓi+1(x, e−n)) (x ∈ A′′ε , n ≥ N2).

Letting n → ∞, we obtainδi(x) ≥ δi+1 − ε + ϑi(x) for x ∈ A′′ε . Combining it
with (89) yields

δi ≥ δi+1 + ϑi − 4ε ≥ δi+1 + ϑi − β,

which contradicts (88). ¤

7.2. Proof of Theorem 2.12.

Definition 7.1. A real square matrixA is calledasymptotically similarif all the
(complex) eigenvalues ofA are equal in modulus. Correspondingly, a linear trans-
formationT on a finite-dimensional vector spaceV is calledasymptotically simi-
lar if its representation matrix (associated with some basis ofV ) is asymptotically
similar.

Lemma 7.2. Let (A1, . . . , A`) be an`-tuple of commuting linear transformations
onRd. Then there are subspacesV1, . . . , Vk ofRd such that

(i) Rd = V1 ⊕ · · · ⊕ Vk;
(ii) Vi is Aj-invariant for1 ≤ i ≤ k and1 ≤ j ≤ `;

(iii) The restriction ofAj on Vi is asymptotically similar for1 ≤ i ≤ k and
1 ≤ j ≤ `.

Proof. For brevity, we only prove the lemma in the case` = 2. The reader will see
that the idea works for all cases.

Let S, T be two commuting linear transformations onRd. Let f denote the real
minimal polynomial ofS. Supposef = f t1

1 · · · f tp
p is the decomposition off into

powers of distinct, real irreducible monic factorsfi. Let Wi denote the null space
of [fi(S)]ti , i = 1, . . . , p. ThenWi’s areS-invariant andRd = W1⊕· · ·⊕Wp (cf.
[62, Theorem 7.3]). MoreoverSWi , the restriction ofS on Wi, is asymptotically
similar.

SinceST = TS, Wi is alsoT -invariant for eachi. But TWi may be not
asymptotically similar. However, as above, for eachi, we can decomposedWi

into Wi = Wi,1 ⊕ · · · ⊕ Wi,ui such thatWi,j are the null spaces corresponding
to some factors of the minimal polynomial ofTWi . Again, Wi,j is TWi-invariant
andSWi-invariant. FurthermoreTWi,j andSWi,j are asymptotically similar. Hence
Rd =

⊕
i,j Wi,j is the desired decomposition forS andT . ¤
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Proof of Theorem 2.12.Let {Si}`
i=1 be the IFS given in the theorem. By Lemma

7.2, there is a non-singular linear transformationQ onRd such that{QSiQ
−1}`

i=1
is the direct product ofk asymptotically conformal IFS. Hence the desired result
follows from Theorem 2.11. ¤

8. A VARIATIONAL PRINCIPLE ABOUT DIMENSIONS OF SELF-CONFORMAL

SETS

In this section, we assume thatK is the attractor of aC1 weakly conformal IFS
Φ = {Si}`

i=1 on a compact setX ⊂ Rd. The main result of this section is the
following variational principle.

Theorem 8.1. Under the above setting, we have

dimH K = dimB K(92)

= sup
{
dimH µ : µ = m ◦ π−1, m ∈Mσ(Σ), m is ergodic

}
(93)

= max
{
dimH µ : µ = m ◦ π−1, m ∈Mσ(Σ)

}
(94)

= sup
{

hπ(σ,m)∫
λ dm

: m ∈Mσ(Σ)
}

.(95)

Proof. Without loss of generality we assume thatdimB(K) > 0, wheredimB

denotes the upper box-counting dimension (cf. [13]). Let

0 < t3 < t2 < t1 < dimB(K).

We first prove that there is an ergodic measurem ∈ Mσ(Σ) such thatdimH m ◦
π−1 ≥ t3. To achieve this, letα = t2

t3
− 1 and letr0 be given as in Corollary

5.5. SincedimB(K) > t1, for any0 < ε < r0, there existr ∈ (0, ε) and integer
N ≥ r−t1 such that there are disjoint closed ballsB(zi, r) (i = 1, . . . , N ) with
centerszi ∈ K. By Corollary 5.5, we can find wordswi ∈ Σ∗ (i = 1, . . . , N ) such
thatSwi(K) ⊂ B(zi, r) and

(96) |Swi(x)− Swi(y)| ≥ r1+α|x− y| (x, y ∈ K).

This impliesr1+αdiam(K) ≤ diam(Swi(K)) ≤ 2r. According to this fact and
(59), there exist two positive constantsA,B (independent ofr) such that

B log(1/r) ≤ |wi| ≤ A log(1/r) for all 1 ≤ i ≤ N.

Hence by the pigeon hole principle, there is a subsetJ of {1, . . . , N} with cardi-
nality

#J ≥ N

(A−B) log(1/r) + 1
≥ r−t1

(A−B) log(1/r) + 1
≥ r−t2

such that the wordswi (i ∈ J ) have the same length, sayn.
Now we adopt an argument from the proof of [12, Theorem 4]. Let

δ = min{d(B(zi, r), B(zj , r)) : i, j ∈ J , i 6= j}.
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For any positive integerq and distinct sequencesi1, . . . , iq andj1, . . . , jq taking
values inJ , let k be the least integer such thatik 6= jk. Applying (96) (k − 1)
times, we have

d(Swi1
◦ · · · ◦ Swiq (K), Swj1

◦ · · · ◦ Swjq (K))

≥ r(1+α)(k−1)d(B(zik , r), B(zjk
, r)) ≥ rq(1+α)δ.

Define a measureη on the class of finite unions of setsSwi1
◦ · · · ◦ Swiq (K) by

letting η(Swi1
◦ · · · ◦ Swiq (K)) = (#J )−q. This extends to a measureη on the

σ-algebra generating by these sets. LetU be any subset ofK with diam(U) < δ
and letq be the least integer such that

r(q+1)(1+α)δ ≤ diam(U) < rq(1+α)δ.

ThenU intersects at most one setSwi1
◦ · · · ◦ Swiq (K), hence

η(U) ≤ (#J )−q ≤ rt2q ≤ r−t2δ−t2/(1+α)diam(U)t2/(1+α)

= r−t2δ−t3diam(U)t3 .

This impliesdimH η ≥ t3.
We point out that the measureη constructed as above is, indeed, the projection

of aσn-invariant and ergodic measureν underπ. Actuallyν is the unique measure
onΣ satisfying

ν([wi1 . . . wiq ]) = (#J )−q (q ∈ N, i1, . . . , iq ∈ J ).

Applying Theorem 2.8 to the IFS{Swi : i ∈ J }, We have

dimH η = dimH ν ◦ π−1 =
hπ(σn, ν)

− ∫
log ‖S′x1...xn

(πσnx)‖dν
.

Takem = 1
n

∑n−1
i=0 ν◦σ−i. Thenm is σ-invariant and ergodic. Applying Theorem

2.8 and Proposition 4.3, we have

dimH m ◦ π−1 =
hπ(σ,m)

− ∫
log ‖S′x1

(πσx)‖dm
=

hπ(σn, ν)
− ∫

log ‖S′x1...xn
(πσnx)‖dν

= dimH η ≥ t3.

Sincet3 < dimBK is arbitrarily given, we obtain (92) and (93). To show (94), let
(mi) be a sequence of measures inMσ(Σ) with

lim
i→∞

dimH mi ◦ π−1 = dimH K.

Take a sequence of positive numbers(ai) such that
∑∞

i=1 ai = 1. Thenm =∑∞
i=1 aimi is an element inMσ(Σ) with

dimH m ◦ π−1 = sup
i

dimH mi ◦ π−1 = dimH K.

To show (95), according to (93), it suffices to show that

(97) dimH m ◦ π−1 ≥ hπ(σ,m)
− ∫

log ‖S′x1
(πσx)‖ dm(x)

(m ∈Mσ(Σ)).
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Fix m and letµ = m ◦ π−1. Denote byΛ the righthand side of (97). By Theorem
2.8,d(µ, z) exists forµ-a.e.z ∈ Rd. Hence to show (97), we only need to show that
for anyε > 0, there is a Borel setE ⊂ Rd such thatµ(E) > 0 andd(µ, z) ≥ Λ− ε
for z ∈ E. Assume this is false. Thend(µ, z) < Λ− ε for µ-a.e.z ∈ Rd. Thus by
Theorem 2.8 again, we have

hπ(σ,m, x) < λ(x)(Λ− ε) for m-a.e.x ∈ Σ.

Taking integration w.r.t.m on both sides yields

hπ(σ,m) < (Λ− ε)
∫

λ dm,

which leads to a contradiction. ¤

Remark 8.2. Assume that{Si}`
i=1 is a weakly conformal IFS which satisfies the

AWSC (see Definition 2.14). Then the supremum in (93) and (95) can be attained
by ergodic measures. To see this, by Proposition 4.20, the mapm 7→ hπ(σ,m) is
upper semi-continuous onMσ(Σ), hence the supremum in (95) is attained at some
member, saym0, in Mσ(Σ). Let m0 =

∫
ν dP(ν) be the ergodic decomposition

of m0. By Theorem 2.2(ii), we have

dimH K =
hπ(σ,m0)∫

λ dm0
=

∫
hπ(σ, ν) dP(ν)∫ ∫

λ dν dP(ν)
.

Since hπ(σ,ν)∫
λ dν

≤ dimH K for eachν, the above equality implies thathπ(σ,ν)∫
λ dν

=
dimH K for P-a.e.ν. Hence the supremum in (95) can be attained at some ergodic
measure, so do the supremum in (93).

9. PROOF OFTHEOREM 2.15

We first present some lemmas.

Lemma 9.1. Let {Si}`
i=1 be an IFS with attractorK. For n ∈ N, write Σn =

{1, . . . , `}n and denote
Nn = #{Su : u ∈ Σn}.

Then

(i) sup{hπ(σ,m) : m ∈Mσ(Σ)} ≤ log Nn

n .
(ii) Let tn = supx∈Rd #{Su : u ∈ Σn, x ∈ Su(K)}. Then

sup{hπ(σ,m) : m ∈Mσ(Σ), m is ergodic} ≥ log Nn − log tn
n

.

Proof. We first show (i). Letn ∈ N andm ∈ Mσ(Σ). By the definition ofNn,
we can construct a subsetΩ of Σn with #Ω = Nn such that for anyu ∈ Σn, there
existsw ∈ Ω so thatSu = Sw. Hence there is a mapg : Σn → Ω such that
Su = Sg(u) for eachu ∈ Σn. Let (ΩN, T ) denote the one-sided full shift overΩ.
DefineG : Σ → ΩN by

G((xi)∞i=0) = (wj)∞j=1 ((xi)∞i=1 ∈ Σ),
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wherewj = g(x(j−1)n+1x(j−1)n+2 · · ·xjn). Let π̃ : ΩN → Rd denote the canoni-
cal projection w.r.t. the IFS{Su : u ∈ Ω}. Then by Lemma 4.23(ii), we have

hπ(σn,m) = hπ̃(T, m ◦G−1) ≤ log(#Ω) = log Nn.

It follows thathπ(σ,m) ≤ log Nn/n. This proves (i).
To show (ii), letν be the Bernoulli measure onΩN with probability weight

(1/Nn, . . . , 1/Nn). Thenν can be viewed as aσn-invariant measure onΣ. By
Lemma 4.23(ii), we havehπ(σn, ν) = hπ̃(T, ν). Note that forx ∈ Rd, there are at
mosttn wordsu in Ω such thatx ∈ Su(K). By Corollary 4.22, we have

hπ̃(T, ν) ≥ h(T, ν)− log tn = log Nn − log tn.

Let µ = 1
n

∑n−1
i=0 ν ◦ σ−i. Thenµ is σ-invariant and ergodic, furthermore

hπ(σ, µ) =
1
n

hπ(σn, ν) =
1
n

hπ̃(T, ν) ≥ (log Nn − log tn)/n,

as desired. ¤

Lemma 9.2. LetΦ = {Si}`
i=1 be an affine IFS onRd given by

Si(x1, . . . , xd) = (ρ1x1, · · · , ρdxd) + (ai,1, . . . , ai,d),

where1 > ρ1 > ρ2 > · · · > ρd > 0 andai,j ∈ R. LetK denote the attractor ofΦ,
and writeλj = log(1/ρj) for j = 1, . . . , d andλd+1 = ∞. ViewΦ as the direct
product ofΦ1, . . . ,Φd, whereΦj = {Si,j(xj) = ρjxj + ai,j}`

i=1. Let πj denote
the canonical projection w.r.t. the IFSΦ1 × · · · × Φj . Then we have
(98)

d∑

j=1

(
1
λj
− 1

λj+1

)
Hj ≤ dimB(K) ≤ dimB(K) ≤

d∑

j=1

(
1
λj
− 1

λj+1

)
H̃j ,

with Hj = sup
{
hπj (σ,m) : m ∈Mσ(Σ)

}
and

H̃j = lim
n→∞

log #
{

S
(j)
u : u ∈ Σn

}

n
,

where
{

S
(j)
i

}`

i=1
is the IFSΦ1 × · · · × Φj onRj .

Proof. Without loss of generality we assume that

Si([0, 1]d) ⊂ [0, 1]d (i = 1, . . . , `).

Forn ∈ N, we write

N (j)
n = #{S(j)

u : u ∈ Σn} (j = 1, . . . , d),

and

qd(n) = n, qj(n) =
[(

log ρd

log ρj
− log ρd

log ρj+1

)
n

]
for 1 ≤ j ≤ d− 1,

where[x] denotes the integral part ofx.
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ConstructΩn,j ⊂ Σqj(n) (j = 1, . . . , d) such that#Ωn,j = N
(j)
qj(n) and for each

u ∈ Σqj(n), there isw ∈ Ωn,j so thatS(j)
u = S

(j)
w . Then the family of following

rectangles

(99)
d∏

j=1

Swdwd−1···wj ,j([0, 1]) (w1 ∈ Ωn,1, . . . , wd ∈ Ωn,d)

is a cover ofK. To see it, letuj ∈ Σqj(n) (j = 1, . . . , d). Then we can find

wj ∈ Ωn,j (j = 1, . . . , d) such thatS(j)
uj = S

(j)
wj . Hence

Sudud−1...u1(K) ⊂ Sudud−1...u1([0, 1]d) ⊂
d∏

j=1

Sudud−1···u1,j([0, 1])

⊂
d∏

j=1

Sudud−1···uj ,j([0, 1]) =
d∏

j=1

Swdwd−1···wj ,j([0, 1]).

It follows that the family of rectangles in (99) coversK. One can check that each
rectangle in (99) is an almost(ρd)n-cube. Hence by the definition of box-counting
dimension, we have

dimBK ≤ lim sup
n→∞

∏d
j=1 #Ωn,j

− log(ρd)n
= lim sup

n→∞

∏d
j=1 N

(j)
qj(n)

− log(ρd)n

=
d∑

j=1

(
1
λj
− 1

λj+1

)
H̃j .

This proves one part of (98).
To see the other part of (98), forj = 1, . . . , d, let Qj denote the collection

{[0, 1)j + α : α ∈ Zj}, and define

M (j)
n = #{Q ∈ Qj : diag(ρn

1 , . . . , ρn
j )Q ∩Kj 6= ∅},

whereKj denotes the attractor ofΦ1 × · · · × Φj . Then by Proposition 4.18(ii),

we haveHj = limn→∞ log M
(j)
n

n . We claim that forn ∈ N, there exists a subset

Ωn,j ⊂ Σn with cardinality≥ 7−jM
(j)
n such that

(100) S(j)
w ([0, 1]j) ∩ S

(j)
w′ ([0, 1]j) = ∅ for all w, w′ ∈ Ωn,j with w 6= w′.

To show the claim, we construct a finite subset ofQj , denoted byW (j)
n , such that

(i) #W
(j)
n ≥ 7−jM

(j)
n ; (ii) diag(ρn

1 , . . . , ρn
j )Q ∩Kj 6= ∅ for eachQ ∈ W

(j)
n ; (iii)

2Q ∩ 2Q̃ = ∅ for Q, Q̃ ∈ W
(j)
n with Q 6= Q̃, where2Q :=

⋃
Q′∈Qj : Q′∩Q6=∅Q′.

For eachQ ∈ W
(j)
n , since diag(ρn

1 , . . . , ρn
j )Q ∩ Kj 6= ∅, we can pick a word

w(Q) ∈ Σn such that diag(ρn
1 , . . . , ρn

j )Q ∩ S
(j)
w(Q)Kj 6= ∅ and hence

diag(ρn
1 , . . . , ρn

j )Q ∩ S
(j)
w(Q)([0, 1]j) 6= ∅.
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DenoteΩn,j = {w(Q) : Q ∈ W
(j)
n }. The separation condition (iii) for the

elements inW (j)
n guarantees (100). This finishes the proof of the claim.

As above, we can constructΩn,j well for eachj = 1, . . . , d andn ∈ N. Now
fix n and consider the following collection of rectangles:

d∏

j=1

Swdwd−1···wj ,j([0, 1]) (wj ∈ Ωqj(n),j , 1 ≤ j ≤ d).

It is clear that the above rectangles are almost(ρd)n-cubes and each of them inter-
sects withK. Furthermore they are disjoint due to (100). Hence by the definition
of box-counting dimension, we have

dimB(K) ≥ lim inf
n→∞

∏d
j=1 #Ωqj(n),j

− log(ρd)n
≥ lim inf

n→∞

∏d
j=1 7−jM

(j)
qj(n)

− log(ρd)n

=
d∑

j=1

(
1
λj
− 1

λj+1

)
Hj .

This finishes the proof of (98). ¤

Proof of Theorem 2.15.We divide the proof into two steps:
Step 1. Show the variational principle fordimH K.

We first give an upper bound fordimH K. Fix n ∈ N. Define

Nj = #{S(j)
u : u ∈ Σn} (j = 1, . . . , d),

where{S(j)
i }`

i=1 denotes the IFSΦ1 × · · · × Φj . Then we can construct

Ωj ⊂ Σn (j = d, d− 1, . . . , 1)

such that#Ωj = Nj , Σn ⊃ Ωd ⊃ Ωd−1 ⊃ · · · ⊃ Ω1 and furthermore, for each

u ∈ Σn and1 ≤ j ≤ d, there iswj ∈ Ωj such thatS(j)
u = S

(j)
wj . Hence there are

natural mapsθd, θd−1, . . . , θ1 with

Σn
θd−→ Ωd

θd−1−→ Ωd−1
θd−2−→ · · · θ2−→ Ω2

θ1−→ Ω1

such thatS(j)
u = S

(j)
θj(u) for any 1 ≤ j ≤ d and u ∈ Ωj+1, with convention

Ωd+1 = Σn.
Let Zd : Ωd → R be the indicator ofΩd, i.e.,Zd(u) = 1 for all u ∈ Ωd. Define

Zd−1(w) =
∑

u∈θ−1
d−1(w)

Zd(u) (w ∈ Ωd−1).

Define inductively

Zj(w) =
∑

u∈θ−1
j (w)

Zj+1(u)
log ρj+1
log ρj+2 (w ∈ Ωj , j = d− 2, . . . , 1).
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In particular, define

Z0 =
∑

u∈Ω1

Z1(u)
log ρ1
log ρ2 .

Using the technique by Kenyon & Peres [33] (which is an extension of McMullen
[44]), we have

(101) dimH K ≤ log Z0

−n log ρ1
.

More precisely, define a probability vector(p(u))u∈Ωd
by

p(u) =
Zd(u)

Zd−1(θd−1(u))
·

d−1∏

j=1

Zj(θjθj+1 · · · θd−1(u))
log ρj

log ρj+1

Zj−1(θj−1θj · · · θd−1(u))

with conventionZ0(θ0 . . . θd−1(u)) = Z0 for anyu ∈ Ωd. Let ν be the product
measure on(Ωd)N by assigning probabilityp(u) to each digitu ∈ Ωd. The measure
ν can be viewed as a measure onΣ, which isσn-invariant and ergodic. Letµ =
ν ◦ π−1. Then

(102) lim inf
r→0

log µ(B(πx, r))
log r

≤ log Z0

−n log ρ1
(x ∈ Σ).

A detailed proof of (102) was given by Shmerkin (see the proof of (4.3) in [60])
for the cased = 2, whilst a slight modification of the proof of [33, Theorem
1.2] provides a proof of (102) ford ≥ 2. Then (101) follows from (102) and
Billingsley’s lemma.

Now we want to indicate certain connection between the upper boundlog Z0

−n log ρ1

and the projection entropies. First we define the projectionsθ∗j : ΩNj+1 → ΩNj
(j = d− 1, . . . , 1) by

θ∗j ((uk)∞k=1) = (θj(uk))
∞
k=1 ((uk)

∞
k=1 ∈ ΩNj+1).

Then it is easy to see that for each1 ≤ j ≤ d− 1, the measure

νj := ν ◦ (
θ∗j ◦ θ∗j+1 ◦ · · · ◦ θ∗d−1

)−1

is a product measure onΩNj . Let Tj denote the left shift operator onΩNj . By a
direct calculation, we have

log Z0

−n log ρ1
=

d∑

j=1

(
1
λj
− 1

λj+1

)
h(Tj , νj)

n
.

Thus we have

(103) dimH K ≤
d∑

j=1

(
1
λj
− 1

λj+1

)
h(Tj , νj)

n
.

Let π̃j (j = 1, . . . , d) denote the canonical projection fromΩNj to Rj w.r.t. the

IFS{S(j)
u }u∈Ωj ( remember thatπj denotes the canonical projection fromΣ toRd
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w.r.t. {S(j)
u : u ∈ Σn}). According to Lemma 4.23(ii), we have

(104) hπ̃j
(Tj , νj) = hπj (σ

n, ν) (j = 1, . . . , d).

SinceΦ1 × · · · × Φj (j = 1, . . . , d) satisfy the AWSC, there is a sequence(tn) of
positive integers withlimn log tn/n = 0, such that

(105) sup
x∈Rj

#{S(j)
u : u ∈ Ωj , x ∈ S(j)

u (Kj)} ≤ tn (j = 1, . . . , d),

whereKj denotes the attractor ofΦ1 × · · · × Φj . By Corollary 4.22, we have

hπ̃j
(Tj , νj) ≥ h(Tj , νj)− log tn ≥ h(Tj , νj)− log tn.

It together with (104) yieldshπj (σ
n, ν) ≥ h(Tj , νj)− log tn. Now applying The-

orem 2.11 to the IFS{Su : u ∈ Σn}, we have

dimH ν ◦ π−1 =
1
n

d∑

j=1

(
1
λj
− 1

λj+1

)
hπj (σ

n, ν)

≥ 1
n

d∑

j=1

(
1
λj
− 1

λj+1

)
(h(Tj , νj)− log tn)

≥ dimH K − log tn
n

·
d∑

j=1

(
1
λj
− 1

λj+1

)
(by (103)).

Let m = 1
n

∑n
i=1 ν ◦σ−i. Thenm is ergodic anddimH m ◦π−1 = dimH ν ◦π−1.

Lettingn tend to∞, we obtain

(106) sup{dimH m ◦ π−1 : m ∈Mσ(Σ), m is ergodic} ≥ dimH K.

It is clear the “≥” in above inequality can be replaced by “=” since m ◦ π−1 is
supported onK. Note thathπj (σ, ·) (j = 1, . . . , d) are upper semi-continuous on
Mσ(Σ) (see Proposition 4.20 and (105)). By Theorem 2.2(ii) and Theorem 2.11,
we see that the supremum in (106) is attained at some ergodic element inMσ(Σ).
This finishes the proof of the variational principle fordimH K.

Step 2. Show the variational principle fordimB K.
By Lemma 9.2, we only need to show that under the assumption of Theorem

2.15,

(107) Hj ≥ H̃j (j = 1, . . . , d),

where

Hj = sup{hπj (σ,m) : m ∈Mσ(Σ)}, H̃j = lim
n→∞

log #{S(j)
u : u ∈ Σn}

n
.

To see (107), by (105) and Lemma 9.1, we have

Hj ≥
log #

{
S

(j)
u : u ∈ Σn

}
− log tn

n
(n ∈ N).
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Letting n → ∞, we obtain (107) by the assumptionlog tn/n → 0. This finishes
the proof of the theorem. ¤
Remark 9.3. With an essentially identical proof, Theorem 2.15 can be extended
to the following class of IFSΦ = Φ1 × · · · × Φk onRq1 × · · · × Rqk , whereΦj

has the form{Ajzj + ci,j}`
i=1 such thatAj is the inverse of an integral matrix and

all the eigenvalues ofAj equalsρj in modulus,ρ1 > · · · > ρk, ci,j ∈ Qqj .

This together with Lemma 7.2 and the proof of Theorem 2.12 yields

Theorem 9.4. LetΦ = {Si}`
i=1 be an IFS onRd of the form

Si(x) = Ax + ci (i = 1, . . . , `),

whereA is the inverse of an integral expandingd × d matrix, ci ∈ Zd. LetK be
the attractor of the IFS. Then there is an ergodic measure onK of full Hausdorff
dimension.

10. A FINAL REMARK ABOUT INFINITE NON -CONTRACTIVE IFS

In the previous sections, we have made the restriction that an IFS consists of
finitely many contractive maps. We remark that part of our results can be extended
to certain infinite non-contractive IFS.

Let Φ = {Si}∞i=1 be a family of maps onRd of the form

Si(x) = ρiRi(x) + ai (i = 1, 2, . . .),

whereρi > 0, Ri are orthogonald× d matrices,ai ∈ Rd.
Let (X, σ) be the left shift over the alphabet{i : i ∈ N}, and letm be an

ergodic measure onX satisfyingHm(P∞) < ∞, whereP∞ denotes the partition
of X given by

P∞ = {[i] : i ∈ N},
where[i] = {(xi)∞i=1 ∈ X : x1 = i}. Assume thatΦ is m-contractivein the sense
that

(108)
∞∑

i=1

(log ρi)m([i]) < 0,
∞∑

i=1

(log |ai|)m([i]) < ∞.

Denote

λ = −
∞∑

i=1

(log ρi)m([i]).

Let X ′ denote the set of pointsx = (xi)∞i=1 ∈ X such that

lim
n→∞(1/n) log(ρx1ρx2 . . . ρxn) = −λ, lim

n→∞(1/n) log |axn | = 0.

ThenX ′ satisfiesσ−1(X ′) = X ′. Furthermore by Birkhoff’s ergodic theorem,

m(X ′) = 1.

Define the projection mapπ : X ′ → Rd by

π(x) = lim
n→∞Sx1 ◦ Sx2 ◦ · · · ◦ Sxn(0) (x ∈ X ′).
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It is easily checked thatπ is well defined. Letµ = m ◦ π−1 be the projection ofm
underπ. We have the following theorem

Theorem 10.1.Under the above setting,µ = m ◦ π−1 is exactly dimensional and

dimH µ =
hπ(σ,m)

λ
,

whereHπ(σ,m) = Hm(P∞|σ−1π−1γ)−Hm(P∞|π−1γ), γ = B(Rd).

We remark that whenm is a Bernoulli product measure,µ = m ◦ π−1 is the
stationary measure of certain affine random walk determined byΦ andm, and the
decay property ofµ at infinity has been extensively studied in the literature (cf.
[24] and references therein).

The proof of Theorem 10.1 is essentially identical to that given in Section 6.
Indeed we only need to replaceΣ in Section 6 byX ′, and replace ‘letc > 1 so that
c supx∈Σ ρ(x) < 1’ in the proof of Theorem 6.2 by ‘let1 < c < eλ’.
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