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Abstract. In an earlier paper, we defined and studied q-analogues of the Stirling numbers
of both types for the Coxeter group of type B. In the present work, we show how this
approach can be extended to all irreducible complex reflection groups G. The Stirling
numbers of the first and second kind are defined via the Whitney numbers of the first and
second kind, respectively, of the intersection lattice of G. For the groups G(m, p, n), these
numbers and polynomials can be given combinatorial interpretations in terms of various
statistics. The ordered version of ths q-Stirling numbers of the second kind also show up in
conjectured Hilbert series for certain super coinvariant algebras.
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1. Introduction

The purpose of this work is to define and study Stirling numbers of both kinds for any
irreducible complex reflection group G. In order to motivate our construction, we first
examine the classic case in type A.
We will use the following notation for two subsets of the integers, Z,

N = {0, 1, 2, . . .},
[n] = {1, 2, . . . , n}.

If S is a finite set then a set partition, σ, of S is an unordered collection of nonempty
subsets S1, S2, . . . , Sk with disjoint union ⊎iSi = S. The Si are called blocks and we write
σ = S1/S2/ . . . /Sk ⊢ S where set braces and commas are often eliminated in the Si. For
example, if S = [9] then the partition σ with blocks {1, 3, 4}, {2, 7}, and {5, 6, 8} would be
written σ = 134/27/568. If we let

S([n], k) = {σ ⊢ [n] | σ has k blocks}
then the Stirling numbers of the second kind are

S(n, k) = #S([n], k)

where the hash tag denotes cardinality and n ∈ N, k ∈ Z. Note that this definition implies
that S(n, k) = 0 for k < 0 or k > n.

Let Sn denote the symmetric group of all permutations of [n]. Then every π ∈ Sn can be
written as a disjoint product of cycles π = c1c2 . . . cn. Letting

c([n], k) = {π ∈ Sn | π has k disjoint cycles},
the Stirling numbers of the first kind are

s(n, k) = (−1)n−k#c([n], k).

In order to explain the sign in the definition of s(n, k) as well as our generalization to com-
plex reflection groups, we need the partition lattice. If σ = S1/ . . . /Sk and τ = T1/ . . . /Tk

are partitions of the same set S then σ is a refinement of τ , written σ ≤ τ , if every Si is
contained in some Tj. Refinement is a partial order on the partitions of S which is, in fact,
a lattice in the order theoretic sense. Let Πn denote the lattice of partitions of [n].
Suppose that P is a finite poset (partially ordered set) with a unique minimum element

0̂. The Möbius function of P is µ : P → Z defined inductively by the equation

µ(x) =

 1 if x = 0̂,

−
∑
y<x

µ(y) if x > 0̂.

Suppose that P is ranked, which means that for any x ∈ P , all maximal chains from 0̂ to x
have the same length which is denoted rk x and called the rank of x. Given k ∈ Z, define
the Whitney numbers of the second and first kinds for P as

W (P, k) = #{x ∈ P | rkx = k}
and

w(P, k) =
∑
rkx=k

µ(x),

respectively. The following result is well known, for example see [Sag20, Section 5.4].
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Theorem 1.1. We have

W (Πn, k) = S(n, n− k) and w(Πn, k) = s(n, n− k). □

To connect the previous theorem with complex reflection groups we will need intersection
lattices. A set A = {H1, H2, . . . , Hk} of hyperplanes in Cn is called an arrangement. The
intersection lattice of A is the set L(A) of all subspaces of Cn which can be formed by
intersecting the Hi partially ordered by reverse inclusion. Note that L(A) has a 0̂, namely
Cn which is the empty intersection, and is ranked by codimension. As a Coxeter group
Sn = An−1 has reflecting hyperplanes

(1) An−1 = {Xi = Xj | 1 ≤ i < j ≤ n},

where Xi is the ith coordinate function on Cn. Note our unusual use of capital X to
distinguish these functions from the variables we will use for symmetric polynomials later.
From this description it is easy to see that we have an isomorphism of posets L(An−1) ∼= Πn.
Thus Theorem 1.1 can be viewed as a statement about An−1.

We are finally ready to define our generalizations of the Stirling numbers. A pseudore-
flection is a linear map ρ : Cn → Cn whose fixed point set is a hyperplane and which is of
finite order. A complex reflection group is a group, G, generated by pseudoreflections. The
group is irreducible if the only G-invariant subspaces are Cn and the origin, and in this case
n is called the rank of G. The finite irreducible complex reflection groups were classified by
Shephard and Todd [ST54] into essentially one infinite family G(m, p, n) and 34 exceptional
groups. Let AG be the set of hyperplanes for the pseudoreflections in G. We define the
Stirling numbers of the second and first kinds for G by

(2) S(G, k) = W (L(AG), n− k)

and

(3) s(G, k) = w(L(AG), n− k),

respectively.
Of course, a definition is only as good as the theorems it can help prove. In fact, one

result indicating that (2) and (3) are worthy of study is already in the literature. Let xn =
{x1, x2, . . . , xn} be a set of variables. The corresponding complete homogeneous symmetric
polynomial of degree k, denoted hk(n) = hk(x1, . . . , xn), is the sum of all monomials in
xn of degree k. By contrast, the elementary symmetric polynomial of degree k, written
ek(n) = ek(x1, . . . , xn), is the sum of all such square-free monomials. The ordinary Stirling
numbers are just specializations of these polynomials, in particular

(4) S(n, k) = hn−k(1, 2, . . . , k) and s(n, k) = (−1)n−ken−k(1, 2, . . . , n− 1).

The following theorem was proved by Orlik and Solomon, although it was stated in a
different form. It shows how G’s Stirling numbers of the first kind can be computed using
its coexponents, certain invariants of the group.

Theorem 1.2 ([OS80]). If G is an irreducible complex reflection group with coexponents
e∗1, . . . , e

∗
n then

s(G, k) = (−1)n−ken−k(e
∗
1, . . . , e

∗
n). □
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We will see that a similar statement can be made for S(G, k) in some, but not all, irre-
ducible complex reflection groups.

The rest of this paper is organized as follows. In the next section we will see how one can
give combinatorial interpretations to the Stirling numbers for the groups G(m, p, n) in terms
of colored partitions and permutations. This will enable us to give an even more refined
connection between the Möbius function of the intersection lattice and certain permutations
indexed by partitions. Section 3 will be devoted to studying an inversion-like statistic on
colored partitions and permutations. The resulting q-analogues satisfy generalizations of
the equalities (4). In Section 4, we study two ordered analogues of the q-Stirling numbers
of the second kind. We show that they satisfy nice alternating sum identities using both
properties of symmetric polynomials and sign-reversing involutions. Section 5 explores a
conjectured connection between the ordered Stirling numbers of the second kind and certain
super coinvariant algebras. We end with a section devoted to miscellaneous identities and
an open problem.

2. A combinatorial interpretation

It turns out that one can give a combinatorial interpretation to the S(G, k) for certain
complex reflection groups in terms of colored partitions. This generalizes work of Za-
slavsky [Zas81] in types A, B, and D. Using this interpretation we will be able to derive
formulas for these Stirling numbers in terms of complete homogeneous symmetric functions.
We will also show how individual Möbius values for elements in the intersection lattice of G
can be interpreted in terms of colored permutations.

2.1. Hyperplanes for G(m, p, n). The groups we will be concerned with in this section are
G(m, p, n), where the three parameters are positive integers with p | m, defined as follows.
Let

µm = {ζ ∈ C | ζm = 1}
be the mth roots of unity. If p divides m then G(m, p, n) is the set of all n × n matrices
satisfying the following constraints.

(1) Each row and column contains exactly one non-0 entry. Let ζi be the entry in row i.
(2) We have ζi ∈ µm for all i ∈ [n].
(3) We have (ζ1ζ2 · · · ζn)m/p = 1.

The pseudoreflections and corresponding hyperplanes in G(m, p, n) are well-known; the fol-
lowing is included to keep our exposition self-contained. As usual, the standard basis vectors
for Cn are denoted e1, . . . , en.

Lemma 2.1. The pseudoreflections ρ ∈ G(m, p, n) are of two forms.

(a) For some i ∈ [n] and ζ ∈ µm/p \ {1}
ρ(ei) = ζei and ρ(ek) = ek for k ̸= i.

(b) For some i, j ∈ [n] and ζ ∈ µm

ρ(ei) = ζej, ρ(ej) = ζ−1ei and ρ(ek) = ek for k ̸= i, j.

The corresponding hyperplanes are as follows.

(a) The hyperplanes Xi = 0 for some i ∈ [n] (provided p < m).
(b) The hyperplanes ζXi = Xj for some i, j ∈ [n] and ζ ∈ µm (for all p),
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Proof. We will verify that ρ is a pseudoreflection if and only if it has one of the two given
forms. Once this is done, the equations of the reflecting hyperplanes are clear.

It is easy to see that (a) and (b) yield pseudoreflections. Conversely, suppose ρ ∈ G(m, p, n)
is a pseudoreflection. Let π ∈ Sn be the permutation whose matrix has the same nonzero
positions as ρ. Each k-cycle of π corresponds to a k×k submatrix of ρ with non-zero entries
a1, . . . , ak. Using Laplace expansion, we find the characteristic polynomial of this submatrix
is

±a1 · · · ak − λk,

which has distinct roots. The characteristic polynomial of ρ is the product of these and is by
assumption divisible by (1 − λ)n−1. Hence we must have k ≤ 2, and there may be at most
one 2-cycle of π.

If π is a transposition, then for some i, j ∈ [n] there are scalars such that

ρ(ei) = aej, ρ(ej) = bei and ρ(ek) = ckek for k ̸= i, j.

The characteristic polynomial is then

(ab− λ2)
∏
k ̸=i,j

(ck − λ)n−2.

The only way for 1 − λ to have multiplicity n − 1 is if b = a−1 which also forces ck = 1 for
all k, so ρ is of form (b). The case when π is the identity is similar and results in form (a).
This completes the proof. □

2.2. Colored partitions. It follows from the previous lemma that the intersection lattice
for G(m, p, n) is the same for all p < m. We will denote this lattice by L(m,n). And the
intersection lattice for G(m,m, n) will be written L(m,n). To give a combinatorial model
for these lattices we will used colored set partitions. Fix m and let ζm = exp(2πi/m). For
c ∈ N, we will use the abbreviation

(5) ic = ζcmei,

We will sometimes refer to ic as the base i with color c. Let

[nm] = {0} ⊎ {ic | i ∈ [n], 0 ≤ c < m}.
For any scalar k and subset S ⊆ [nm] we let

(6) kS = {ks | s ∈ S}.
For example, if n = 2, m = 3 and ζ = ζ3 then

ζ2{0, 10, 12, 21} = {ζ2 · 0, ζ2 · e1, ζ2 · ζ2e1, ζ2 · ζe2} = {0, ζ2e1, ζe1, e2} = {0, 12, 11, 20}.
Say that set T is a multiple of set S if there is ζ ∈ µm with T = ζS. Note that this is an

equivalence relation. Say that distinct sets S1, S2, . . . , Sm are an m-tuple if Si is a multiple
of Sj for all i, j ∈ [m]. This implies that, for a suitable reindexing, we have Si = ζ i−1

m S1 for
all i ∈ [m]. We are now able to state our two crucial colored partition definitions, the first
for G(m, p, n) with p < m and the second for G(m,m, n).

Definition 2.2. A colored set partition of type (m,n) is a partition of [nm] of the form

σ = S0/S1/S2/ . . . /Skm

for some k which satisfies the following two conditions:

(i) 0 ∈ S0 and if ic ∈ S0 for any c then id ∈ S0 for all 0 ≤ d < m, and
5



(ii) the blocks Slm+1, Slm+2, . . . , S(l+1)m form an m-tuple for each 0 ≤ l < k.

Block S0 is called the zero block and, because of (i), it must have cardinality lm+1 for some
l ∈ [k]. We write σ ⊢m,n [nm] and let

S([nm], k) = {σ ⊢m,n [nm] | σ has km+ 1 blocks}
as well as

S(m,n, k) = #S([nm], k)

Finally, we will consider the poset

Πm,n = ⊎k≥0S([n
m], k)

ordered by refinement.

Definition 2.3. A colored set partition of type (m,n) is a type (m,n) partition σ which also
satisfies

(iii) B0 ̸= {0, i0, i1, . . . , im−1} for any i.

We similarly write σ ⊢ m,n [nm] and let Πm,n be the corresponding poset. We also use the

notation S([nm], k) for the set of all (m,n) partitions with km + 1 blocks and S(m,n, k) =
#S([nm], k).

When writing examples, we will separate the m-tuples of blocks by vertical bars for clarity.
To illustrate, suppose m = n = 3. Then

(7) σ = 0 | 1022/1120/1221 | 30/31/32 ∈ S([33], 2)

and σ is also a type (3, 3) partition. On the other hand

(8) σ = 0404142 | 1032/1130/1231 | 20/21/22 ∈ S([43], 2)

is not type (3, 4). It turns out that the two posets just defined are isomorphic to the
intersection lattices for the G(m, p, n).

Theorem 2.4. If p < m then
L(G(m, p, n)) ∼= Πm,n

so that S(G(m, p, n), k) = S(m,n, k) for all k ≥ 0. Also

L(G(m,m, n)) ∼= Πm,n

which implies S(G(m,m, n), k) = S(m,n, k) for all k ≥ 0.

Proof. Let ζ = ζm. For the first statement, we will define a map f : Πm,n → L(G(m, p, n))
as follows. Suppose σ ⊢m,n [nm]. With each ij in the zero block associate the hyperplane
Xi = 0. And for any pair of elements ic, jd in a nonzero block associate the hyperplane
ζdXi = ζcXj. By Lemma 2.1, these hyperplanes are all in L(G(m, p, n)). Letting f(σ) be
the intersection of its associated hyperplanes thus gives an element of the intersection lattice.
It is easy to see that f is order preserving.
To show that f is an isomorphism, we construct its inverse. Given a subspace W in

L(G(m, p, n)), let A be the arrangement of all hyperplanes H of G(m, p, n) containing W .
We form σ = f−1(W ) as follows. For each hyperplane in A, if H is of the form Xi = 0 then
put the elements ic in the zero block of σ for all 0 ≤ c < m. If H has equation ζcXi = Xj

then put id in the same block with jd+c for each 0 ≤ d < m. This is a type (m,n) partition
because the coordinate hyperplanes make sure that condition (i) is satisfied and the others
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guarantee condition (ii). Again, the fact that this map is order preserving is clear. Finally,
f and f−1 are actual inverses of each other since the steps taken to do one are reversed to
do the other.

The corresponding statement about the Stirling numbers is now immediate.
The construction of an isomorphism f : Πm,n → L(G(m,m, n)) is similar with the following

modifications. For f , if the block S0 contains any colored elements it must contain at least
two with different bases, say ic and jd with i ̸= j. For every such pair, put the hyperplane
ζdXi = ζcXj in the arrangement of associated hyperplanes. Since all colors of i and j are in
S0, their intersection will be contained in the hyperplanes Xi = 0 and Xj = 0 even though
these are not elements of L(G(m,m, n)). Similar considerations take care of the inverse
map. □

We can use the description of these lattices in terms of colored partitions to obtain formulas
for S(G, k) when G = G(m, p, n) in terms of complete homogeoneous symmetric polynomials.
We will need the following well-known recursion for the hk(n) = hk(x1, . . . , xn):

(9) hk(n) = hk(n− 1) + xnhk−1(n)

for n ≥ 1, with boundary condition hk(0) = δk,0 (Kronecker delta).

Theorem 2.5. We have

(10) S(m,n, k) = hn−k(1,m+ 1, 2m+ 1, . . . , km+ 1),

and

(11) S(m,n, k) = hn−k(1,m+ 1, 2m+ 1, . . . , km+ 1)− nhn−k−1(m, 2m, . . . , km).

Proof. For the first equality, it suffices to show that S(m,n, k) satisfies the same initial
conditions and recursion as the homogeneous symmetric function on the right side of (10).
Proving the former is simple, so we concentrate on the latter. If σ ∈ S([nm], k) then let σ′

be the result of removing all elements of the form nc from σ. There are two cases.
First suppose n0 is in a block of size one. This implies that the same is true of nc for all

c. So σ′ ∈ S([(n− 1)m], k − 1). And in this case the map σ 7→ σ′ is a bijection so there are
S(m,n− 1, k − 1) possible σ.

The other possibility is that n0 is in a block of size at least two. Now eliminating the
nc leaves the same number of blocks so that σ′ ∈ S([(n − 1)m], k) for which there are
S(m,n − 1, k) choices. We also need to count the number of σ which will result in a given
σ′. We can reinsert n0 into any of the km + 1 blocks of σ′. And once n0 is placed, the two
conditions for a colored partition force the blocks for the other nc. So the total number of σ
in this case is (km+ 1)S(m,n− 1, k).

From these two cases we get the recursion

(12) S(m,n, k) = S(m,n− 1, k − 1) + (km+ 1)S(m,n− 1, k).

It is now an easy matter of reindexing to show that this agrees with equation (9) applied to
hn−k(1,m+ 1, 2m+ 1, . . . , km+ 1).
Now consider (11). By definition, the set S([nm], k) is just S([nm], k) with all σ having a

zero block S0 of size m + 1 removed. So, by appealing to the first case, it suffices to show
that the number of removed σ is nhn−k−1(m, 2m, . . . , km).

The m nonzero elements in S0 are all of the form ic for some i ∈ [n] and all values of c.
So there are n choices for i. There remains to show that the hn−k−1(m, 2m, . . . , km) counts
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the number of possibilities for the rest of the blocks. This argument is much the same as
the one given for S(m,n, k) and so is left to the reader. □

To make the connection of the previous result with Theorem 1.2 even stronger we note
that, for p < m, the coexponents of G(m, p, n) are

(13) e∗k = (k − 1)m+ 1 for k ∈ [n].

See [SW23, Table 1] for the general case.

2.3. Colored permutations. We will now show how the individual Möbius values in the
lattices for G(m, p, n), not just their rank sums, can be given a combinatorial interpretation
in terms of colored permutations. This generalizes a well-known result in type A [Sag20,
equation (5.9)] as well as a recent result of Sagan and Swanson in type B [SS24].

Let S[nm] be the symmetric group of permutations of [nm]. Recalling our convention (5),
we see that G(m, p, n) acts on [nm] by left multiplication, where we interpret 0 as the zero
vector. Any g ∈ G(m, p, n) thus has a corresponding πg ∈ S[nm], which can be decomposed
into cycles. For example, if

g =

 0 1 0
i 0 0
0 0 1

 ∈ G(4, 1, 3)

then ge1 = ie2 and so πg(1
0) = 21. The full cycle decomposition is

πg = (0)(10, 21, 11, 22, 12, 23, 13, 20)(30)(31)(32)(33).

We multiply scalars times cycles and linear sequences the same way that we do sets in (6).
To illustrate, if we take the cycle γ = (10, 32, 23) in S[34] then

iγ = (i · e1, i · i2e3, i · i3e2) = (11, 33, 20).

If γ is a cycle in πg for some g ∈ G(m, p, n) we now show that γ is of one of two types.
Suppose first that γ contains ic for some i, c but no other colorings of i. Then the fact

that g respects scalar multiplication implies that every base j in γ only occurs once. We will
call sequences of elements of [nm] with this property primitive. Furthermore ζc is a cycle of
πg for all ζ ∈ µm. As with colored partitions, these m cycles are said to form an m-tuple.

The other possibility is that γ contains ic and id for some i and c ̸= d. In this case, γ has
the form

γ = (δ, ξδ, ξ2δ, . . . , ξk−1δ)

where δ is a primitive linear sequence of elements of [mn] and ξ is a primitive kth root of
unity for some k > 1. We call such cycles zero cycles. Call a zero cycle γ full if it has the
given form where ξ = ζm. We also assume that (0), which is always a cycle of πg, is full.
Call πg full if all its zero cycles are full.

We wish to relate colored permutations to colored partitions. The underlying partition of
πg for g ∈ G(m, p, n) is the colored partition σ obtained by replacing each of its primitive
cycles by the set of elements it contains, and putting the union of the sets of all the zero
cycles in the zero block. By the previous two paragraphs, the result is indeed a colored set
partition. For example, if g ∈ G(4, 1, 3) has

πg = (0)(10, 12)(11, 13)(20, 32)(21, 33)(22, 30)(23, 31)
8



then the underlying partition is

σ = 010111213 | 2032/2133/2230/2331.
In order to state the next result in a compact manner, we will use the notation

(14) l!m = l(l −m)(l − 2m) · · · r
where r ∈ [m] is the remainder of l on division by m. Note that this definition implies
l!m = 1 if l < 0 since the product is empty.

Theorem 2.6. Suppose σ = S0/S1/ . . . /Skm is a colored partition. Let b = #S0 and bj =
#Sjm for j ∈ [k]. If σ ∈ Πm,n then

µ(σ) = (−1)n−k(b−m)!m

k∏
j=1

(bj − 1)!

= (−1)n−k#{g ∈ G(m, 1, n) | πg is full and has underlying partition σ}.

If σ ∈ Πm,n then

µ(σ) = (−1)n−k(b−m− n)(b− 2m)!m

k∏
j=1

(bj − 1)!

= (−1)n−k#{g ∈ G(m,m, n) | πg is full and has underlying partition σ}.

Proof. We start by considering the case when σ ∈ Πm,n. To prove the first equality, note
that when constructing an element below σ in Πm,n each of the blocks Sjm for 0 ≤ j ≤ m
can be refined independently. And once refinements for these blocks have been chosen, the
refinements of the other blocks are forced. The possible refinements for an Sjm with j ≥ 1 give
a poset isomorphic to the ordinary partition lattice Πbj . Furthermore, the poset of possible
refinements for S0 is isomorphic to Πm,(b−1)/m. It follows that we have an isomorphism

[0̂, σ] ∼= Πm,(b−1)/m × Πb1 × Πb2 × · · · × Πbk

where [0̂, σ] is the closed interval between 0̂ and σ. If P is a poset with a 0̂ and a 1̂ (unique
maximal element) we write µ(P ) = µ(1̂). Using the previous displayed equation, the fact
that µ is multiplicative, Theorem 1.2, and (13) gives

µ(σ) = µ(Πm,(b−1)/m)
k∏

j=1

µ(Πbj)

= (−1)(b−1)/m(b−m)!m

k∏
j=1

(−1)bj−1(bj − 1)!

which is the desired expression since (b − 1)/m +
∑

j bj = n. (Incidentally, we may avoid

dependence on Theorem 1.2 by instead inducting on n.)
For the second equality, consider the number of ways of turning σ into a full πg having

it as underlying partition. Once cycles have been put on the Sjm for j ≥ 1, the cycles on
the other nonzero blocks are forced. And it is well-known that the number of ways to make
a cycle out of bj elements is (bj − 1)!. So it suffices to show that the number of ways to
decompose S0 into full zero cycles is (b −m)!m. Let b = lm + 1. We will prove the claim
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by induction on l, where we skip the base case. Let ρ be a product of full zero cycles with
underlying partition S0, and let p be the maximum base in ρ. Consider ρ′, the result of
removing all copies of p from ρ. By induction, the number of possible ρ′ is (b − 2m)!m. To
see how many ρ give rise to a given ρ′ there are two cases. One is that all the copies of p
were in a zero cycle with no other bases. Then the full condition implies there is only one
such cycle, namely (p0, p1, . . . , pm−1). In the second case, the copies of p are in a cycle of ρ
with other bases. In this case, one can insert p0 after any of the b−m− 1 elements of cycles
of ρ′ other than the cycle (0). Then the placement of the other copies of p are determined
by the form of zero cycles. So the total number of possible ρ is

(1 + b−m− 1)(b− 2m)!m = (b−m)!m

as desired.
The proof σ ∈ Πm,n is very similar to the one just given. In proving the second equality, the

factor b−m−n in the product which replaces b−m from the previous case comes from remov-
ing the possible full cycle decompositions which have a cycle of the form (p0, p1, . . . , pm−1)
for p ∈ [n] which is not permitted in this lattice just as we did in proving equation (11). So
we have left the details to the reader. □

Using the previous result we may extend the part of Theorem 1.1 interpreting the Stirling
numbers of the first kind in terms of permutations. to all G(m, p, n). Let

c(m,n, k) = {g ∈ G(m, 1, n) : πg is full with k m-tuples of cycles}
and let

c(m,n, k) = {g ∈ G(m,m, n) : πg is full with k m-tuples of cycles}.

Corollary 2.7. We have

s(G(m, p, n), k) = (−1)n−k ·

{
#c(m,n, k) if p < m,

#c(m,n, k) if p = m.
□

3. Inversions and a q-analogue

We now introduce a q-analogue of the Stirling numbers of the second kind for G(m, p, n)
using an inversion-like statistic on colored set partition. In type A, such q-analogues and
statistics have a substantial history which the reader will find in [SS24]. For type B, they
have only been studied in a few papers [Ars24, BGK, KAAM24, SS24, SW23, DZ24].

We will need to write our partitions in a standard form. Define the minimum base of a
nonempty subset S ⊆ [nm] to be

minbS = min{i | ic ∈ S for some color c}
if 0 ̸∈ S, or minbS = 0 if 0 ∈ S. If σ = S0/ . . . /Skm ∈ S([nm], k) then we let

si = minbSi

for 0 ≤ i ≤ km. For example, in the partition in (7) we have s0 = 0, s1 = s2 = s3 = 1, and
s4 = s5 = s6 = 3. Since minbS is an integer, it can be compared to other integers in the
usual order on Z. Also note that if S1, . . . , Sm is an m-tuple then minbS1 = . . . = minbSm.
Say that σ is in standard form if its blocks are listed in such a way that

(1) 0 = s0 < sm < s2m < . . . < skm, and
(2) for j ∈ [km] we have srj ∈ Sj where r is the remainder of j on division by m.
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It is easy to see that these two conditions imply that the standard form of σ exists and is
unique. To illustrate, the standard form of the partition in (8) is

(15) σ = 0404142 | 1130/1231/1032 | 21/22/20.
The statistic we will use on colored partitions is as follows. An inversion of σ = S0/ . . . /Skm

in standard form is a pair (i0, Sl) such that

(1) i0 ∈ Sj where j < l,
(2) i ≥ sl.

Note that the first entry of an inversion pair must have color zero. Also, because of the
standard form, it is not possible to have i = sl although equality will become possible when
we define q-analogues of ordered partitions. We let Inv σ be the set of inversions of σ and
inv σ = #Inv σ. Using the partition above as an example, we have

Inv σ = {(40, Sj) | 1 ≤ j ≤ 6} ⊎ {(30, Sj) | 2 ≤ j ≤ 6}
so inv σ = 11.
Define the q-Stirling numbers of the second kind S[m,n, k] to be

S[m,n, k] =
∑

σ∈S([nm],k)

qinv σ

and

S[m,n, k] =
∑

σ∈S([nm],k)

qinv σ.

The polynomials S[m,n, k] satisfy a q-analogue of the recursion (12) for the S(m,n, k). We
will need the standard q-analogue of k ∈ Z which is

[k]q = 1 + q + q2 + · · ·+ qk−1,

Note that this forces [k]q = 0 if k < 0 since the sum is empty. Also, we will often drop the
subscript q if no confusion will result with the set [k].

Proposition 3.1. For n ∈ N and k ∈ Z we have S[m, 0, k] = δk,0 and, for n ≥ 1,

S[m,n, k] = S[m,n− 1, k − 1] + [km+ 1]q S[m,n− 1, k].

Proof. We follow the same line of reasoning as in the proof of (12) when q = 1 except keeping
track of inversions. So consider σ = S0/ . . . /Skm+1 ∈ S([mn], k) and remove all copies of n
to obtain σ′.

In the case when n0 is in a block of size one then, by the standard form conditions,
n0 ∈ Skm+1. It follows that inv σ

′ = inv σ and so such partitions contribute S[m,n− 1.k− 1]
to the polynomial for σ.

When n0 is in a block of size at least two it will be the only copy of n causing new
inversions. So

inv σ = inv σ′ + j

if n0 ∈ Skm+1−j where 0 ≤ j ≤ km. It follows that the contribution of such σ is

S[m,n− 1, k] ·
km∑
j=0

qj = [km+ 1] S[m,n− 1, k].

Adding together the two cases completes the proof. □
11



We may now give q-analogues of (10) and (11).

Theorem 3.2. We have

(16) S[m,n, k] = hn−k([1], [m+ 1], [2m+ 1], . . . , [km+ 1]),

and

(17) S[m,n, k] = hn−k([1], [m+1], [2m+1], . . . , [km+1])−[n]qmhn−k−1([m], [2m], . . . , [km]).

Proof. Comparison of Proposition 3.1 with the complete homogeneous recursion immediately
gives (16). For (17), from (16), it suffices to show that the inv generating function on the
subset of S([nm], k) whose 0-block is of the form {0, i0, i1, . . . , im−1} for some i ∈ [n] is

[n]qmhn−k−1([m], [2m], . . . , [km]).

Consider deleting all ic from such a partition σ and shifting all bases j with j > i down
one, resulting in σ′. Every element of S([(n− 1)m], k) with zero block of size 0 is realized n
times. Since i0 results in (i− 1)m inversions, we have∑

σ

qinv σ =
n∑

i=1

q(i−1)m+inv σ′
= [n]qmq

inv σ′

where the sum is over all σ resulting in σ′.
The argument that the generating function over σ′ satisfies the appropriate recursion for

hn−k−1([m], [2m], . . . , [km]) is similar to the proof of Proposition 3.1 and is again omitted. □

4. Ordered Stirling numbers

In this section we will study three ordered analogues of the Stirling numbers of the second
kind. In particular, we will prove that for G(m, 1, n) they satisfy an alternating sum identity.
Our proofs are both algebraic and using sign-reversing involutions.

4.1. Lattice ordered Stirling numbers. In type A, the ordered Stirling numbers of the
second kind are

So(n, k) = k! S(n, k).

So So(n, k) counts the number of ways to partition [n] into k blocks and then order the
blocks (as opposed to ordering the elements within each block). The following alternating
sum identity is well known [Sag20, Theorem 2.2.2]

(18)
∑
k≥0

(−1)n−kSo(n, k) = 1.

One can prove this equation either algebraically or using a sign-reversing involution.
A q-analogue of (18) is as follows. Let S[n, k] = S[1, n, k] and

So[n, k] = [k]! S[n, k]

where

[k]! = [1][2] · · · [k].
Then one can show [SS24, Theorem 5.5]

(19)
∑
k≥0

(−q)n−kSo[n, k] = 1.

12



In order to find a corresponding ordered analogue for S[m,n, k], we will need an identity
of Sagan and Swanson. Given a set of variables x = {x1, . . . , xn} and a variable t we define
the x-falling factorial to be

t↓xk= (t− x1)(t− x2) . . . (t− xk).

Theorem 4.1 ([SS24]). For n ∈ N

tn =
∑
k≥0

hn−k(k + 1) t↓xk . □

Comparing Theorems 3.2 and 4.1, we see that to make the complete homogeneous sym-
metric functions agree we must let xk = q [(k − 1)m + 1] for all k. Note that the factor of
q is to give the power qn−k as in (19). Furthermore, to get the power (−1)n−k, we must set
t = −1. With these substitutions we obtain

t− xk = −1− q [(k − 1)m+ 1] = −[(k − 1)m+ 2].

Thus we let the lattice ordered q-Stirling numbers of the second kind be

So[m,n, k] = [(k − 1)m+ 2]!m S[m,n, k]

where [l]!m is defined analogously to (14), replacing each factor by the corresponding poly-
nomial. The term “lattice” here comes from the fact that the unordered version comes from
the intersection lattice of G(m, 1, n). We have proved the following generalization of (19).

Theorem 4.2. For n ∈ N and m ≥ 1∑
k≥0

(−q)n−kSo[m,n, k] = 1. □

4.2. Super ordered Stirling numbers. There is another variety of ordered Stirling num-
bers which turns up in the Hilbert series of certain super coinvariant algebras. We will have
more to say about these algebraic aspects in the next section. Here we will show how they
satisfy an alternating sum identity using combinatorial means.

Define the super q-Stirling numbers of the second kind as

S̃[m,n, k] = hn−k([m− 1], [2m− 1], . . . , [(k + 1)m− 1]).

It follows easily from recursion (9) that for n ≥ 1 we have

(20) S̃[m,n, k] = S̃[m,n− 1, k − 1] + [(k + 1)m− 1]S̃[m,n− 1, k]

and S̃[m, 0, k] = δk,0.

In order to develop a combinatorial model for the S̃[m,n, k] we must modify the rules of
colored set partitions in Definition 2.2. A super set partition σ = S0/ . . . /Skm is obtained
from a colored set partition by ordering some of the elements of S0 as follows. For each base
i in S0 we totally order the colorings of this base as

icic+1ic+2 . . . ic+m

where the colors are taken modulo m and c ∈ [m − 1]. Note that we do not permit c = 0
(equivalently, c = m), so there are m − 1 possible orderings for a given base. For example,
if m = 3 then the possible orders are

i1i2i0 and i2i0i1

13



but not i0i1i2. Different bases are ordered independently with no implied ordering between
separate bases. In examples, we will put spaces between the various base orderings. For
example, if m = 3, n = 3, and k = 1 then

0 111210 323031 | 21/22/20 and 0 121011 323031 | 21/22/20

are two different super colored set partitions. On the other hand

0 111210 323031 | 22/20/21

is the same as the first super colored set partition above since the order of the blocks
S1. . . . , Skm is immaterial. Let S̃([nm], k) be the set of super colored set partitions of [nm]
with km+ 1 blocks.

We will also need to enhance the definition of inversion in the super case. The definition
of standard form for super colored set partitions is the same as the one for their ordinary
cousins. If σ = S0/ . . . /Skm is a super colored set partition in standard form then the
inversions of σ are of two types:

(1) pairs (i0, Sl) which are inversions of the corresponding ordinary colored set partition,
and

(2) pairs (i0, ic) where i0, ic ∈ S0 and ic is to the right of i0 is the ordering on base i.

We let Inv σ be the set of inversions of σ and inv σ = #Inv σ. To illustrate, if

σ = 0 121011 323031 | 21/22/20

then

Inv σ = {(10, 11), (30, 31)} ⊎ {(30, S1), (30, S2), (30, S3)}
so inv σ = 5. The following result should not be unexpected.

Theorem 4.3. We have

S̃[m,n, k] =
∑

σ∈S̃([nm],k)

qinv σ.

Proof. It suffices to show that the sum satisfies the same boundary condition and recur-
sion (20) as S̃[m,n, k]. This proof follows the same line of reasoning as that of Proposition 3.1
so we will only sketch the differences. We keep the same notation as in that demonstration.

If deleting copies of n results in σ′ having fewer blocks than σ, then this base was not
in S0. So exactly the same argument gives the first term of the recursion. Now assume
the n’s were in blocks with other elements. The contribution of the σ′ is S̃[m,n − 1, k] as
before. So consider the inversions caused by n0. If it was in one of the nonzero blocks then,
as previously, these contribute [km]. If n0 ∈ S0 then it is in inversion with all the nonzero
blocks as well as any nc coming after it in the ordering of this base. This gives an extra
qkm + qkm+1 + · · ·+ q(k+1)m−2. Adding the two contributions results in the desired factor of
[(k + 1)m− 1]. □

The ordered super q-Stirling numbers of the second kind are

S̃o[m,n, k] = [km]!m S̃[m,n, k].

An ordered super set partition is a sequence ω = (S0/S1/ . . . /Skm) such that σ = S0/S1/ . . . /Skm

is a super set partition satisfying

(21) Si+1 = ζmSi

14



for all i ≥ 1 not divisible by m. In this case we write ω |= [nm]. Note the use of parentheses
to indicate that the order of the blocks is important. For example, when m = n = 3 and
k = 2

(22) (0 323031 | 10/11/12 | 21/22/20) and (0 323031 | 12/10/11 | 21/22/20)
are two different ordered super partitions, while

(0 323031 | 11/10/12 | 21/22/20)

is not an ordered super partition because S2 = {10} ≠ ζ3S1. We let S̃o([nm], k) be the set of
ordered super partitions of [nm] into km+ 1 blocks. The definition of the inversion statistic
is exactly the same as in the unordered case. The proof of the next result is so similar to
that of the previous one that we omit it.

Theorem 4.4. We have

S̃o[m,n, k] =
∑

ω∈S̃o([nm],k)

qinvω. □

We will now show that the S̃0[m,n, k] satisfy an alternating sum identity. We could do
this algebraically through the use of Theorem 4.1. But we will choose to give a combinatorial
proof via a sign-reversing involution ι on the ω |= [nm]. This function will be composed of
two maps, one which splits blocks and one which merges them. In order to define them we
will use the maximum base of a nonempty S ⊆ [nm] which is

maxbS = max{i | ic ∈ S for some color c}.
Also, as usual, all colors are to be taken modulo m.

Definition 4.5. Suppose we have an ordered super partition ω = (S0/ . . . /Skm) and consider
M = maxbSjm for some j. Say that ω is splittable at M if #Sjm ≥ 2. We define the splitting
map σM using cases depending on whether j = 0 or j > 0. If j = 0 then S0 contains the
sequence M cM c+1 . . .M c+m−1 where c ̸= 0. In this case, we split right by letting

σM(ω) = (S ′
0/M

c+1/M c+2/ . . . /M c+m/S1/S2/ . . . /Skm)

where S ′
0 is S0 with all colors of M removed. If j > 0 then write

(23) S(j−1)m+1 = S ′
(j−1)m+1 ⊎ {M c}, . . . , Sjm = S ′

jm ⊎ {M c+m−1}.

There are now two more cases. If c ̸= 0, then we split right again where

σM(ω) = (. . . /S ′
(j−1)m+1/S

′
(j−1)m+2/ . . . /S

′
jm/M

c+1/M c+2/ . . . /M c+m/ . . .)

and the blocks before S ′
(j−1)m+1 and after M c+m+1 have been left invariant. If c = 0 then, in

this third case, we split left

σM(ω) = (. . . /M1/M2/ . . . /Mm−1/M0/S ′
(j−1)m+1/S

′
(j−1)m+2/ . . . /S

′
jm/ . . .)

with the same conventions as in the second case about invariant blocks.
The inverse of the splitting map will be a merging map, µM , which unions blocks together.

Let us keep the notation of the previous paragraph, and suppose that we have #Sjm = 1.
This implies that

(24) S(j−1)m+1 = {M c}, S(j−1)m+2 = {M c+1}, . . . , Sjm = {M c+m−1}
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for some c. The cases when ω is mergeable at M depend on the value of c. Suppose first
that c ̸= 1 and M > maxbS(j−1)m. This gives us two cases depending on whether we are
merging into the zero block or not. If j = 1 then we merge left by defining

(25) µm(ω) = (S ′′
0/Sm+1/Sm+2/ . . . /Skm)

where S ′′
0 is S0 with the sequence M c−1M c . . .M c+m−2 added. In the case j > 1, we merge

left again producing

µM(ω) = (. . . /S(j−2)m+1 ⊎ {M c−1}/S(j−2)m+2 ⊎ {M c}/ . . . /S(j−1)m ⊎ {M c+m−2}/ . . .).

The third case is when c = 1 and M > maxbS(j+1)m. Then we merge right by

µM(ω) = (. . . /Sjm+1 ⊎ {M0}/Sjm+2 ⊎ {M1}/ . . . /S(j+1)m ⊎ {Mm−1}/ . . .).

Example 4.6. Here are some examples when n = m = 3 of the splitting map (forward
arrows) and merging map (reverse arrows) illustrating each of the cases above when M = 3.

(0 121011 313230 | 20/21/22)←→ (0 121011 | 32/30/31 | 20/21/22),
(0 121011 | 2031/2132/2230)←→ (0 121011 | 20/21/22 | 32/30/31),
(0 121011 | 2030/2131/2232)←→ (0 121011 | 31/32/30 | 20/21/22).

Note that from the definition just given, if ω is splittable at M then σM(ω) is mergeable
at M . Also µMσM(ω) = ω because the value of c determines whether these operations take
place to the left or the right, and one is not permitted the sequence i0i1 . . . im−1 in S0. If
one reverses the roles of σM and µM then the same is true. Merging and splitting maps have
found applications in a number of areas, including computing cancellation-free formulas for
antipodes in Hopf algebras as shown by Benedetti and Sagan [BS17]. We can now define our
involution.

Definition 4.7. Define ι : ⊎kS̃([nm], k)→ ⊎kS̃([nm], k) as follows. Given ω = (S0/ . . . /Skm),
let M be the largest integer (if any) such that M = maxbSjm for some j and ω is either
splittable or mergeable at M . Note that by the cardinality restriction, ω cannot be both.
Let

ι(ω) =


σM(ω) if ω is splittable at M ,

µM(ω) if ω is mergeable at M ,

ω if no such M exists.

Note that ω is an involution because of the remarks from the previous paragraph and the
fact that the largest M such that ω is splittable or mergeable is preserved by the maps.

Theorem 4.8. We have ∑
k≥0

(−q)n−kS̃o[m,n, k] = 1.

Proof. Throughout the proof we keep the notation of Definition 4.5. If ω ∈ S̃o([nm], k) then
define its sign to be

(26) sgnω = (−1)n−k

Note that both σM and µM are sign-reversing since they change the number of m-tuples in
ω by one.
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By the previous definition and Theorem 4.4 we have

(27)
∑
k≥0

(−q)n−kS̃o[m,n, k] =
∑

ω∈⊎kS̃o([nm],k)

sgnω qn−k+invω.

We claim that in any two-cycle of ι, the terms for ω and ι(ω) will cancel because they have
opposite sign, but the same value of n − k + inv. In particular, applying σM will increase
both k and inv by one. Since µM is the inverse, it will do the opposite. So in either case the
exponent on q is preserved.
We will only check the claim for the first case in the definition of σM and leave the other

two to the reader. The fact that k increases by one has already been noted. As far as the
number of inversions, the only inversions which change are those caused by M0. It is in
inversion with the elements after it in its sequence in S0 as well as with certain Sj for j ≥ 1.
The latter inversions are carried over in σM(ω). However, M0 moves one place to the left in
the blocks S ′

1/ . . . /S
′
m of ω′ = σM(ω) thus causing one more inversion.

To finish the proof, it suffices to show that ι has a unique fixed point

ω0 = (0 | 11/12/ . . . /1m−1/10 | . . . | n1/n2/ . . . /nm−1/n0)

since

sgnω0 qn−k−invω = (−1)n−n qn−n−0 = 1.

If ι(ω) = ω then ω can not have any blocks of size at least 2 since otherwise it would be
splittable. Next, we claim that the m-tuples of singletons must be arranged in increasing
order of base. If not, then there would have to be an index j ≥ 1 with maxbS(j−1)m <
maxbSjm > maxbS(j+1)m. But in this case the m-tuple containing Sjm could be merged
either to the left or right depending on the value of c. Finally, we have to rule out the
possibility that, for some j ∈ [n], the jth m-tuple begins with jc for c ̸= 1. But if this were
true, then that m-tuple could be merged left. So ι0 is the only possible fixed point and it is
easy to check that it is indeed left invariant by ι. □

4.3. Chan-Rhoades Stirling numbers. These Stirling numbers appear in a paper of Chan
and Rhoades [CR20] in studying coinvariant algebras for G(m, 1, n). The unordered version
is the same as the S[m,n, k]. But the factors in the product are one larger than the exponents
rather than the coexponents, and thus equal the degrees.

Define the Chan-Rhoades ordered q-Stirling numbers to be

(28) So
CR[m,n, k] = [km]!m S[m,n, k].

A CR-ordered set partition is a sequence ω = (S0/S1/ . . . /Skm) satisfying the same restric-
tion (21) on the nonzero blocks, but with no ordering of the elements of the zero block. We
let So

CR([n
m], k) be the set of such partitions. For example, the partitions in (22) are still

distinct as CR partitions, and the CR partition

(0 303132 | 10/11/12 | 21/22/20)

is the same as the first of that pair.
The definition of inversion is exactly the same as in the unordered case. The reader should

not find it hard to supply a proof of the following proposition.

Theorem 4.9. We have
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So
CR[m,n, k] =

∑
ω∈So

CR([nm],k)

qinvω. □

The splitting and merging maps are similar to those in the super case.

Definition 4.10. Let ω = (S0/ . . . /Skm) be a CR-ordered set partition and M = maxbSjm

for some j. Call ω splittable at M if #Sjm ≥ 2. To define the splitting map σm, first consider
the case when j = 0. In that case we split right

σM(ω) = (S ′
0/M

0/M1/ . . . /Mm−1/S1/S2/ . . . /Skm)

where S ′
0 is obtained from S0 by removing all copies of M . If j ≥ 0 then, using the notation

of (23), we split right again if c = 1 to get

σM(ω) = (. . . /S ′
(j−1)m+1/S

′
(j−1)m+2/ . . . /S

′
jm/M

0/M1/ . . . /Mm−1/ . . .)

or split left if c ̸= 1 and obtain

σM(ω) = (. . . /M c−1/M c+m−2/ . . . /Mm−1/M0/S ′
(j−1)m+1/S

′
(j−1)m+2/ . . . /S

′
jm/ . . .).

We now assume that we have an m-tuple of blocks as in (24). The cases when ω is
mergeable at M depend on c. Suppose c = 0 and M > maxbS(j−1)m. If j = 1 then merge
left exactly as in (25) except that no order is put on the copies of M in S ′′

0 . If j > 1 then
merging left is defined by

µM(ω) = (. . . /S(j−2)m+1 ⊎ {M1}/S(j−2)m+2 ⊎ {M2}/ . . . /S(j−1)m ⊎ {Mm−1}/ . . .).

Lastly, of c ̸= 0 then we can merge right by

µM(ω) = (. . . /Sjm+1 ⊎ {M c+1}/Sjm+2 ⊎ {M c+2}/ . . . /S(j+1)m ⊎ {M c+m}/ . . .).

Example 4.11. As some illustrations of the CR maps, consider n = m = 3. In the next
three examples we always have M = 3 with splitting or merging going forward or backward,
respectively.

(0 111210 313230 | 20/21/22)←→ (0 121011 | 30/31/32 | 20/21/22),
(0 111210 | 2031/2132/2230)←→ (0 111210 | 20/21/22 | 30/31/32),
(0 111210 | 2030/2131/2232)←→ (0 111210 | 32/30/31 | 20/21/22).

Note that

(0 | 12/10/11 | 21/22/20 | 31/32/30)
cannot be split since all blocks have size one. It also cannot be merged. Indeed, there can
be no merges to the right because the bases are weakly increasing. And one can only merge
left if one has the sequence M0/M1/ . . . /Mm−1.

Define an involution on ι on ⊎kSo
CR([n

m], k) exactly as in Definition 4.7. This will give
us a combinatorial proof of the next result which can also be obtained from substitution in
Theorem 4.1.

Theorem 4.12. We have∑
k≥0

(−qm−1)n−kSo
CR[m,n, k] = [m− 1]n.
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Proof. The proof is similar enough to that of Theorem 4.8 that we will just discuss the
differences. From the previous result we have∑

k≥0

(−qm−1)n−kSo
CR[m,n, k] =

∑
ω∈⊎kS

o
CR([nm],k)

sgnω q(m−1)(n−k)+invω

where sgnω is defined as in (26).
For the cancelling terms, we wish to leave (m − 1)(n − k) + invω invariant. So when

splitting or merging, we want inv to increase or decrease by m − 1, respectively. We will
check the case when σM splits to the right. This can only happen if M0 ∈ Sjm for some j.
The inversions of M0 with other blocks to its right are preserved by the split. And in the
new m-tuple M0/M1/ . . . /Mm−1 we see that M0 is causing m− 1 new inversions as desired.
We claim that the fixed points of ι are precisely the ordered partitions with k m-tuples

where the ith m-tuple is of the form

(29) ic/ic+1/ . . . /ic+m−1

for some c ̸= 0. Checking that these are fixed is similar to the argument for the last partition
in Example 4.11. To see that there are no others, suppose that ω is a fixed partition. Then
it must have all blocks of size one, since larger blocks can be split. The bases must also be
in weakly increasing order by the same argument as in the proof of Theorem 4.8. Finally, if
c = 0 then the m-tuple can always be merged left.

To complete the proof, we must compute the terms for the fixed points ω. Since k = n,
all such ω have sgnω = 1. Furthermore, we see that the m-tuple in (29) contributes qc−1

for c = 1, . . . ,m − 1. So the total contribution of the ith m-tuple is [m − 1] and these
contributions are independent, giving the desired product. □

5. Coinvariant algebras

We now discuss various generalizations of the coinvariant algebra for G = G(m, 1, n).
Throughout this section, G will refer to this group. In the case of super coinvariant algebras,
we will propose analogues of the Artin basis which generalize those conjectured by Sagan and
Swanson in types A and B [SS24] and recently proved to be a basis in type A by Angarone,
Commins, Karn, Murai and Rhoades [ACK+24]. If these are indeed bases in more general
type, then the graded Hilbert functions can be expressed in terms of the S̃o[m,n, k]. We will
also discuss another variant of the coinvariant algebra due to Chan and Rhoades [CR20].

5.1. Ordinary coinvariants. Recall that x = {x1, . . . , xn}. Let G act on the polynomial
algebra C[x] in the same way as its action on [nm] as described in Subsection 2.3 where xi

takes the place of ei. Let C[x]G+ be the invariants of this action which have zero constant
term. The corresponding coinvariant algebra is the quotient.

RGm,n =
C[x]
⟨C[x]G+⟩

.

There is a standard basis for RGm,n which can be described as follows. Suppose α =
(α1, . . . , αn) is a weak composition, that is, a sequence of nonnegative integers called parts.
We let

xα = xα1
1 · · ·xαn

n

We also partially order weak compositions componentwise.
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Figure 1. The (3, 4)-staircase (2, 5, 8, 11)

Definition 5.1. The Artin basis for RGm,n is

Am,n = {xα | α ≤ (m− 1, 2m− 1, . . . , nm− 1)}.
The composition (m − 1, 2m − 1, . . . , nm − 1) is called the (m,n)-staircase. An example is
given in Figure 1 where the parts are vertical.

The fact that Am,n is a basis for RGm,n trivializes the computation of its Hilbert series.
The following result is originally due to Chevalley. See [SW23] for its history and a proof.

Theorem 5.2. The Hilbert series of RGm,n is

Hilb(RGm,n, q) = [mn]!m. □

5.2. Super coinvariants. Consider a second set of variables θ = {θ1, . . . , θn} which com-
mute with the x-variables and anticommute among themselves, that is

θiθj = −θjθi.
So θ2i = 0 for all i. It follows that monomials in these variables are square-free and so indexed
by subsets T ⊆ [n]. We will let

θT =
∏
i∈T

θi,

where for concreteness we take the product in increasing order of i.
Let G act on the algebra C[x,θ] diagonally, where xi or θi takes the place of ei. Keeping

the notation from the previous subsection, we have a super coinvariant algebra which is

SRGm,n =
C[x,θ]
⟨C[x,θ]G+⟩

.

We conjecture that this algebra is closely related to the super ordered Stirling numbers. We
will use the variable t to track the θ-degrees in the next Hilbert series.
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β(T ) =

ϕ(T ) = (1, 2, 1, 0, 1)

T = {1, 3, 4, 6, 9}

U = {2, 5, 7, 8},

Figure 2. Compositions β(T ) and ϕ(T ) when m = 3, n = 9 and T = {1, 3, 4, 6, 9}

Conjecture 5.3. We have

Hilb(SRGm,n; q, t) =
∑
k≥0

S̃o[m,n, k]tn−k

As some evidence for this conjecture, we offer the following result. Let SRGk
m,n be the kth

graded piece of SRGm,n in the theta grading.

Proposition 5.4. We have

(a) Hilb(SRG0
m,n) = [nm]!m.

(b) Hilb(SRGn
m,n) = [m− 1]n.

Proof. Part (a) holds for all pseudo-reflection groups in characteristic zero by Chevalley’s
Theorem. For part (b), when m = 1 we have Hilb(SRGn

1,n) = δn,0 = [m− 1]n. When m ≥ 2,
by the arguments in [SW23, §3],

SRGn
m,n = H′θ1 · · · θn

where H′ is the space of polynomials annihilated by ∂m−1
xi

for all i ∈ [n]. A basis for H′

consists of monomials xα where all αi ≤ m− 2. Thus the contribution of the powers of xi is
[m− 1] for i ∈ [n] and the result follows. □
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We now describe a conjectural analogue of the Artin basis which would prove Conjec-
ture 5.3. Given T = {t1 < t2 < . . . < tn−k} we will extend a staircase composition to
a composition β(T ) as follows. Consider the complement U = [n] \ T = {u1, u2, . . . , uk}.
We will construct a weak composition β(T ) = (β1, . . . , βn) where we consider T and U as
indexing the n columns of the diagram of β(T ). See Figure 2 for an example. Create an
(m, k)-staircase by putting a column of im − 1 boxes in the column for ui where i ∈ [k].
For the column indexed by tj, let i ∈ [k + 1] be such that ui−1 < tj < ui where u0 = 0 and
uk+1 = n + 1. Put a column of im − 2 boxes in the column for tj. Since T ⊎ U = [n], we
have described all the n parts of β(T ). It will be useful to have another weak composition
ϕ = (ϕ1, . . . , ϕk+1) where

ϕi = number of columns of length im− 2 in β(T ).

Intuitively, the entries of ϕ counts the number of columns which were added to the staircase
at each of the possible heights. Figure 2 displays ϕ(T ) above the diagram of β(T ).

Definition 5.5. The super Artin set for SRGm,n is

SAm,n = {xαθT | T ⊆ [n] and α ≤ β(T )}.

Here is the conjecture alluded to above.

Conjecture 5.6. The set SAm,n is a basis for SRGm,n.

Proposition 5.7. Conjecture 5.6 implies Conjecture 5.3.

Proof. Fix T ⊆ [n] with #T = n − k and consider the monomials in SAm,n whose theta-
factor is θT . The columns for U form an (m, k)-staircase and so will contribute a q-factor of
[km]!m. Similar reasoning and the definition of ϕ(T ) shows that the columns for T contribute
a factor of

[m− 1]ϕ1 [2m− 1]ϕ2 · · · [(k + 1)m− 1]ϕk+1 .

So summing over all T with cardinality n− k results in a coefficient of

[km]!m hn−k([m− 1], [2m− 1], . . . , [(k + 1)m− 1]) = S̃o[m,n, k]

for the power tn−k by equation (20). Summing over k gives the desired Hilbert series. □

There is a way to index SAm,n using ordered super set partitions. Suppose that we are
given ω = (S0/ . . . /Skm) |= [nm] and s ∈ [n]. We let

invs ω = number of pairs in Invω with s0 as first component.

These are the parts of the inversion composition

(30) η(ω) = (inv1 ω, inv2 ω, . . . , invn ω).

For example, suppose

ω = (0 424041 | 1032/1130/1231 | 20/21/22).
Now inv3 ω = 4 because of (30, Si) for 3 ≤ i ≤ 6. Also inv4 ω = 7 caused by (40, 41) and
(40, Si) for i ∈ [6]. And invs ω = 0 for all other s ∈ [4] so that

η(ω) = (0, 0, 4, 7).

We also need the set

T (ω) = {t ∈ [n] | t > minbSi where Si is the block containing t0}.
22



In the previous example, T (ω) = {3, 4} because 30 is in a block with 11, and 40 is in a block
with 0.

Proposition 5.8. We have

SAm,n = {xη(ω)θT (ω) | ω |= [nm]}.

Proof. It suffices to define a weight-preserving bijection from pairs (T, α) appearing in Defi-
nition 5.5 to the ω |= [nm]. Given (T, α) we construct ω inductively as follows. We start with
ω = (0) and insert all colorings of 1, 2, . . . , n in order into blocks according to the following
rules when it comes to inserting the colors of k. An example follows this demonstration.
Note that for blocks Si with i ≥ 1 it suffices to specify the block containing k0 since then
the other colors are determined by (21). And for the zero block, one just needs to specify
the position of k0 in its sequence to determine the sequence.

(1) If k ∈ T then put k0 in the existing block of ω, and in the correct position in its
sequence if using the zero block, so that exactly αk new inversions will result.

(2) If k ∈ U then make k0 a new block of ω so that exactly αk new inversions result.

By the way we have constructed this map, it will be weight preserving as long as it is well
defined in that there exists a block, and position in a sequence if necessary, so that k0 causes
αk inversions. Since α ≤ β(T ), this will follow if the kth part of β(T ) is the maximum
number of inversions which can be caused by k0 at the kth step. This is an easy induction
on k using the definition of β(T ) and the rules for when a new m-tuple of blocks is created
by k0. So we leave it to the reader. It is also routine to describe the inverse map by reversing
the above algorithm step-by-step, so these details are omitted as well. □

Example 5.9. To illustrate the procedure in the previous proof, suppose n = m = 3,
T = {2, 3}, and α = (1, 2, 4). We start with ω = (0). Since 1 ̸∈ T , we must place 10, 11, 12

in their own blocks. And in order to obtain α1 = 1 inversion caused by 10, we let

ω = (0 | 12/10/11).

Now 2 ∈ T so we will place the colors of 2 in blocks with other elements. If we wish to have
20 involved with α2 = 2 inversions then this forces

ω = (0 | 1220/1021/1122).

Finally we have 3 ∈ T and α3 = 4 which results in

ω = (0 424041 | 1220/1021/1122).

5.3. The Chan-Rhoades generalized coinvariant algebra. We will use the abbrevia-
tion

S[n, k] = S[1, n, k]

for the q-Stirling numbers in type A and similarly for the ordered variant. For any polynomial
in q we use the notation

f(q)|qm = f(qm).

Haglund–Rhoades–Shimozono [HRS18] introduced generalized coinvariant algebras

Rn,k = C[x]/⟨xk
1, . . . , x

k
n, en(n), en−1(n), . . . , en−k+1(n)⟩.
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The classical coinvariant algebra of An−1 is Rn,n = RG1,n. Chan–Rhoades [CR20] introduced
generalized coinvariant algebras for G(m, 1, n) with m ≥ 2,

R
(m)
n,k = C[x]/⟨xkm+1

1 , . . . , xkm+1
n , en(x

m), en−1(x
m), . . . , en−k+1(x

m)⟩

where xm refers to xm
1 , . . . , x

m
n . Set R

(1)
n,k = Rn,k. Haglund–Rhoades–Shimozono [HRS18]

proved

(31) revq Hilb(R
(1)
n,k; q) = So[n, k] = [k]!hn−k([1], [2], . . . , [k]),

where if f(q) is a polynomial of degree d then rev f(q) = qdf(1/q) is the polynomial with
reversed coefficients.

Proposition 5.10. For m ≥ 2, we have

revq Hilb(R
(m)
n,k ; q) = So

CR[m,n, k] = [km]!m hn−k([1], [m+ 1], . . . , [km+ 1]).

Proof. After accounting for q-reversals, [CR20, Cor. 4.11] gives

revq Hilb(R
(m)
n,k ; q) =

n−k∑
i=0

(
n

i

)
qn−k−i [m]n−i

q ([k]! S[n− i, k])|qm

= [km]!m

n−k∑
i=0

(
n

i

)
(q[m])n−k−i S[n− i, k]|qm

for m ≥ 2. One may check directly that the final sum satisfies the same initial conditions
and recurrence as hn−k([1], [m + 1], . . . , [km + 1]). So the theorem follows from (28) and
Theorem 3.2. □

Remark 5.11. We can unify the casesm = 1 in equation (31) andm ≥ 2 in Proposition 5.10
by noting that in both we have

revq Hilb(R
(m)
n,k ; q) =

(
k∏

i=1

[di]

)
hn−k([e

∗
1], . . . , [e

∗
k+1])

where the product is over the degrees of G(m, 1, n) and e∗i are its coexponents (see [SW23,
Table 1]), both listed in increasing order. Here we use the convention that, for m = 1, di = i
and e∗i = i− 1, so in particular e∗1 = 0.

6. Identities and an open problem

6.1. Identities. Let us define q-Stirling numbers of the first kind for G(m, 1, n) consistent
with Theorem 1.2 for m ≥ 2 to be

s[m,n, k] = (−1)n−ken−k([1], [m+ 1], . . . [(n− 1)m+ 1]).

The following results about s[m,n, k] and S[m,n, k] can be derived using standard techniques
from their expressions in terms of elementary and complete homogeneous functions, from the
associated recursions, or for part (a) from Theorem 4.1. So the proofs have been suppressed.

Theorem 6.1. We have the following for m ≥ 2.

(a) tn =
n∑

k=0

S[m,n, k](t− [1])(t− [m+ 1]) · · · (t− [km− k + 1]),
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(b)
n∑

k=0

s[m,n, k]tk = (t− [1])(t− [m+ 1]) · · · (t− [nm−m+ 1]).

(c)
∑
n≥0

S(m,n, k)
xn

n!
=

ex

k!

(
emx − 1

m

)k

,

(d)
∑
n≥0

S(m,n, k)tk
xn

n!
= exp(1 + t(emx − 1)/m),

(e)
∑
n≥0

s(m,n, k)
xn

n!
=

1

k!mk(1 +mx)1/m
(log(1 +mx))k,

(f)
∑
n≥0

s(m,n, k)tk
xn

n!
= (1 +mx)(1+t)/m. □

We also get the following result immediately from [SS24, Theorem 2.6].

Theorem 6.2. Consider infinite matrices

sm = [s[m,n, k]]n,k≥0

and

Sm = [S[m,n, k]]n,k≥0.

Then smSm = I for all m ≥ 1. □

6.2. Open problem. In Section 4 we proved the alternating sum formula for So[m,n, k] in
Theorem 4.2 using the symmetric polynomial identity Theorem 4.1. This identity can also be
used to prove the corresponding formulas for S̃o[m,n, k] and for So

CR[m,n, k] in Theorems 4.8
and 4.12, respectively. However, we chose to give more combinatorial proofs in the latter two
cases using sign-reversing involutions. We have been unable to use this technique to prove
Theorem 4.2. It would be interesting to do so.
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