Math 317H-001 Solutions Midterm 1

1. (a) (5 pts)

T z
e ToT | y |=1|20
z 0
T 0
e ToToT | y |=|0
z 0

(b) (10 pts) Suppose, towards a contradiction, that 7' is left invertible with left-inverse S. Then S: R® — R? and
SoT = 1. But from the previous part we see that T'oT oT = O, the zero transformation. So composing with S
on the left three times yields

SoSoSoToToT=85050S500
SoSoloToT =0
SoSoToT =0

I=0,

which is a contradiction. Thus T is not left invertible.

Next, suppose, again towards a contradiction, that T is right invertible with right-inverse S. Taking the equation

ToToT =0 and composing with S three times on the right again yields I = O, a contradiction. Thus 7" is not

right invertible either. ]
(¢) (5 pts) Recall that the columns of A are given by T'(e1),T(e3),T(es), where e1, ey, e3 is the standard basis for

R3. Thus we compute:

1 0 0 1 0 0

Tlol|l=(o], 71[1]= . 1Tl o =1

0 0 0 0 1 0

Therefore,
01 0
A= 0 0 1
0 0 O
(d) (5 pts) Recall that [T oT| = [T][T] = AA, and similarly [T oT oT] = AAA. Thus we simply compute the matrix

multiplication given A above:

[ToT]=

[ToToT]=

OO O OO o
SO O O oo
SO O O o+

2. (a) (5 pts) We claim that 0 is the element 1 € V. Indeed, for any € V' we have
z®dl=zl==zx.

Thus 1 satisfies the zero vector property and therefore is THE zero vector. O

(b) (5 pts) Given z € V, we claim that the additive inverse with respect to @ is 1. First note that the reciprocal
exists since x > 1. It then suffices to check = & % = 0. That is, given the previous part we must show z @ % =1

Using the definition of & we have
1 1
rd—=x—=1,
x x

as needed. O
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3. (a)

(5 pts) We compute
Tr(A;)) =04+0=0
Tr(A2) =04+0=0
Tr(As) =1+ —1=0.
Thus Aj, Az, As € Null(Tr). O

(5 pts) Suppose there are scalars aj, as, as such that a3 A1 + as Ay + az3As = 0. Recalling that the zero vector
in Msy2(R) is the matrix of all zeros, this implies

(0o )ree (0 0) (0 )= (0 0)

( Q3 a7 ) o ( 0 0 )

ay  —asg 0 0 )°
So a1 = as = ag = 0, and therefore A, Ay, A3 are linearly independent. O
(10 pts) It suffices to show that Aj, As, A3 are spanning for Null(Tr). Let B € Null(Tr) be arbitrary, say with

entries )
a
B—( o b )

We must write B as a linear combination of A, A, A3. We first observe that

o

0
BZbAl—‘rCAQ—F(g d)

Now, since B € Null(Tr), we have 0 = Tr(B) = a + b. Thus d = —a, and so the third term above equals aAs.
Thus
B= bAl + CA2 + CLA3.

Since B € Null(Tr) was arbitrary, this shows Ay, Ay, A3 are spanning for Null(Tr) and therefore a basis. |
(10 pts) We first translate the linear system into the following augmented matrix:

1 -1 -2 0 210
3 -3 -1 5 —410
-1 1 4 2 =310

Next we perform row operations until we arrive at the reduced row echelon form:

1 -1 =2 0 2]0 1 -1 =20 2]o0
3 -3 -1 5 —4|0 |®=7E38 6 o 5 5 —10]0
1 1 4 2 —3|o ) st g o 2 2 _1]o0
min (1 -1 =2 0 2]0
. 0 0 1 1 -2]0
0 0 2 2 —1]o0
1 -1 =2 0 2]0
RemBlss2la g g0 1 1 —210
0o 0 00 30
1 -1 =2 0 2]0
1
foogfs g 0 11 —2]0
0o 0 00 1]0
1 -1 -2 0 0]0
Bimls2ls g g0 1.1 00
RamBet2Bs \ g g o 0 10
1 -1 0 2 0]0
Mmfg2la g g 1 1 00
0 000 10
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8

From this we see that x1,z3, x5 are pivot variables, while x5, x4 are free variables. So we will translate the above
RREF back into a linear system and then solve for our pivot variables:

x1—To+2x4 =0 T1 = X9 — 214
r3+xs =0 — < T3 =—24
5 = 0 5 = 0
Therefore all solutions to this linear system are of the following form:
Tog — 21‘4

T2

—Za To, x4 € R.

T4
0

(5 pts) Let A be the coefficient matrix of the above linear system. Then x € R® is an element of X if and only if
Ax = 0. Therefore X = Null(A4), and we have shown on the homework that this always gives a subspace.

Alternatively, one can directly check the following: (i) 0 € X; (ii) if x,y € X then x +y € X; and (iii) if x € X
then tx € X for any ¢ € R. The previous part gives us a general description of the elements of X, which can be

used to directly verify each of these three conditions. O
(5 pts) By a theorem from lecture, we know that any linearly independent set in R® can contain at most three
vectors. Consequently, the system vi,vsy, Vs, vy, vs must be linearly dependent. O

(5 pts) Let A be the matrix with columns vy, va, vs, vy, vs:
1 -1 -2 0 2
A= 3 -3 -1 5 —4
-1 1 4 2 -3

Observe that this is precisely the coefficient matrix from the previous problem. Therefor its reduced row echelon
form is:

1 -1 0 2 0
0 01 10
0 0 0 01

Since there is a pivot in every row, a theorem from lecture tells us that the system vy, va, V3, V4, vs spans R3. O

(2 pts) A system of vectors vq,...,v, in a vector space V is a basis if every other vector v € V admits a unique
representation as a linear combination of vq,...,v,.

(2 pts) A system of vectors vi,...,v, in a vector space V is linearly independent if only the trivial linear
combination of vq,..., v, equals the zero vector.

(2 pts) If a system of vectors vy,...,v, € V is linearly dependent, then every some v can be written as a linear
combination of the other vectors.

(2 pts) If a system of vectors vy, ..., v, is a spanning system in V', then every v € V admits a uniete representation
as a linear combination of vy,...,v,.

(2 pts) A transformation T: V — W is gquadratie linear if and only if T'(av + fw) = aT(v) + 8T (w) for all
v,w € V and all scalars a, (.

(2 pts) A linear transformation is an isomorphism if and only if it is injeetive invertible.

(2 pts) A linear transformation A: V' — W is right invertible if there exists a linear transformation B: W — V
such that Ao B = Iyy.

(2 pts) Suppose vy,...,Vv, is a basis for a vector space V', and suppose wi,...w, is a system basis in a vector
space W. If T: V — W is a linear transformation satisfying T'(v;) = w; for i = 1,...,n, then T is an isomorphism.

(2 pts) The keenel range of a linear transformation 7: V' — W is the set of all vectors w € W for which there
exists v € V such that T'(v) = w.

(2 pts) Matrix multiplication is not commutative.
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