Math 317H Homework 7 Solutions 11/4/2021

Exercises:
1. Consider the two following bases for Ps:
S = {1,z,2%} and A= {x—1,2% + 1z 2z}

(a) Compute [I], the change of coordinate matrix from A to S.
(b) Compute [I]3, the change of coordinate matrix from S to A.
(c) Compute the following coordinate vectors:

o 322 —x+2)4

o [z +2—3]a

o [z + 2zl
(d) For T': Py — Py defined by T'(p(x)) = p’(z), compute the following matrix representations:
o 713
o [T15
o (113
o [TI4
2. Define a linear transformation 7': R? — R? by letting T'(v) be the reflection of v over the line y = —1z.
For the standard basis S = {ey, ez}, compute [T3.

3. Show that if A, B € M, x,, are similar, then Tr(A) = Tr(B).

a b
(0 a)

and let vq,va be its column vectors. Prove that the area of the parallelogram determined by vi, vy is
always |ad — bc|. [Hint: find a rotation matrix Ry such that Ryv; = ae; for some scalar a.]

4. Consider the matrix

5. Let A€ M, xm.

(a) Suppose n = m. Prove that AT A is invertible if and only if AA” is invertible.

(b) Suppose n # m. Find a counterexample to the previous statement.

6. Fix m,n € N.
E 0
0 I

n

(a) Show that det ( ) = det(E) for an elementary matrix E € M, xm.

I m
0

(c¢) Show that det < 61 g ) = det(A) det(C) for A € Mysm, B € Myxn, and C € My, .

(b) Show that det < ) = det(E) for an elementary matrix E € My, xp,.

N o

[Hint: use a product and the first two parts.]

Solutions:
10 0
Lo@us=( 11 2
01 0
0
(b) (15 = (112~ ( 1
1/2 1/2 ~1/2
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-1 0 0 2 -2
(¢) o[39:2—:6—1—2],4—[I]é[sz—m—I—ﬂg—( 0 0 1)(—1)—( 3)
1/2 1/2 —1/2 3 -1
-1 0 0 -3 3
o 22+ — 3] 4= [[]§[32? +x—3]5—( 0 0 1)( 1)—( 1).
1/2 1/2 —1/2 1 ~3/2

0
Observe that #? + z is the second basis vector in A, so [2? + z]4 = ( 1 ) .
0
0 1 0
(d) o [T]5 = ([T()]s [T(2)ls [T(=*)]s) = ([0]s [Us [22]s) = ( 8 8 g )
010 -1 0 0 11 2
o[T]f\:[T]g[I]i:(O 0 2)( 11 2) (0 2 0)
0 0 0 010 0 0 O
-1 0 0 0 10 0 -1 0
o[T]é:[I]“S“[T]g:( 0 0 1)(0 0 2)2(0 0 O).
1/2 1/2 -1/2 0 0 0 0 1/2 1
-1 0 0 11 2 -1 -1 =2
o[T]ﬁ:[I]“S“[T]i:( 0 0 1)(0 2 O)z( 0 0 0).
1/2 1/2 -1/2 0 0 O 1/2 3/2 1

2. Consider the following vectors which interact nicely with this linear transformation:

we (1) e ()

Note that by is parallel to the line y = f%x, while by is perpendicular to it. Thus T'(b;) = by while
T(by = —bsy. Consider the basis B = {b1,bs}. Then by the observations we just made

(71§ = (2ol (T(bale) = (bils [bale) = ().

To compute [T]3, we will need the change of coordinate matrices [I]3 and [I]5:

B
(113 = ([I(b1)]s [I(b2)]s) = (b1 by) = ( _i’ ; >

-1 —-3/10 1/10
[I]g = ([I]g) = < 1?10 3?10 >

mg=msmgmg= (7 ) (8 9 (T ey < (e

3. Suppose A and B are similar. Then there exists an invertible @ such that A = Q~'BQ. Then using
Exercise 6 from Homework 3 we have

Tr(A) = Tr(Q™'BQ) = Te(BQQ™) = Tr(B).

4. Let 6 be the counter-clockwise angle between the positive z-axis and v;. Consider
R — cos(—0) —sin(—0) \ cos(f) sin(f) \ 1 a ¢
07 Usin(—0)  cos(—0) )~ \ —sin(d) cos(d) )] Vi \ —¢ a )’

@©Brent Nelson 2021



Math 317H Homework 7 Solutions 11/4/2021

5.

Recall that R_g is the linear transformation that rotates R? by —@ radians. Observe that

Roov = L A+ _ [ VaZ+c2
T Vet e 0 B 0 '

Also, we have

R _ 1 ab + cd
_0V2_ 1/a2+c2 ad_bc ’

The parallelogram associated to R_gvy and R_gvy has area given by its base times its height (like the
example from lecture):

Va2 +c2-

—be)

1
‘\/m(ad = |ad—bC‘

The parallelogram associated to v; and vs is a rotation of the above parallelogram and therefore has
the same area. O

(a)

We have
det(AT A) = det(AT) det(A) = det(A) det(AT) = det(AAT).

Thus det(AT A) # 0if and only if det(AAT) # 0. Since the determinant being nonzero is equivalent
to the matrix being invertible, we have AT A is invertible if and only if AAT is invertible. |

Consider A = (1 0) € Mix2. Then

ATA(é)(l 0)(3 g).

Since this matrix is upper triangular, its determinant is the product of its diagonal entries:
det(ATA) = 0. Thus AT A is not invertible. On the other hand,

A= o o )a o=,

which is the identity matrix in M7« and in particular is invertible. O

Observe that if E is elementary, then so is

E 0
0 I, .

Moreover, both elementary matrices are of the same type. So if F is type 1, then both matrices
have determinant —1. If F is type 2 with scalar  # 0 on the diagonal, then so is the above matrix
and hence they both have determinant «. Finally, if E is type 3 then so is the above matrix and
hence both have determinant equal to one. O

This follows by the same argument as in the previous part. |

Let Ey,...,E) be elementary matrices such that A = E, --- E, A, where A is the RREF of A.
These exist since row operations can be used to go from A to A. Note that: (i) A is upper
triangular; (ii) A is not invertible iff Ais missing pivot and hence has a zero along its diagonal;
and (iii) A is invertible iff A=1,.

Let Fi,...,F; be elementary matrices such that C = CF,---Fy, where C is upper triangular.
To see that these exist, let D be the RREF of CT. By using a series of row exchanges, one can
turn D into a lower triangular matrix D’ (simply reverse the order of rows). Thus there are
elementary matrices G1,...,Gy such that CT = Gy ---G,D’. Taking the transpose of each side
yields C = (D)TGY ---GT. Since D' is lower triangular, C' := (D’)T is upper triangular, and
Fy = GT,... F, ;== G} are elementary matrices. Note that: (i) C is not invertible iff C has a
zero along its diagonal; and (ii) C is invertible iff C = I,,. Indeed, C is invertible iff CT and then
we infer (i) and (ii) from D.
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Now, since all elementary matrices are invertible, we can define B:=(E,---Ey) 'B(F,--- Fy)~*
Then B=F,---E BFy---F;. Observe that

A B\ ( E--EA E ---E.BF- - F
0o C ) 0 CF,---Fy

(5 2)-(5 DD 2)-(5 5)

0 F

Since A and C are upper triangular, so is

ve(48)

Using the first two parts and the fact that the determinant of a product is the product of the
determinants, we have

det< 61 g ) = det(E) - -~ det(Ey) det(M) det(Fy) - - det(F1).

If cither A or C' is not invertible, then det(A)det(C') = 0 and as noted above either A or C will
have a zero along their diagonal. But then so does M and hence det(M) = 0. It follows that

det( a7 > — 0 = det(A) det(C).

Finally, suppose A and C are both invertible. As noted above, A = I,,, and C = I,,. Therefore
the diagonal entries of M are all equal to one so that det(M) = 1. Also note that this implies
A=F,---Eyand C = F;--- F;. Thus

det< ﬁ g ) = det(E1) - - - det(Ey) det(F) - - det(F7)

=det(Fy -+ E)det(Fy--- F1) = det(A) det(C),

as claimed.
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