Math 317H Homework 2 Solutions 9/16/2021

Exercises:

1. Does the following system of vectors form a basis in R3? Justify your answer.

1 0 3
V] = —2 Vo = 4 V3 = 2
1 -1 1

2. Let P2(R) be the vector space of polynomials with real coefficients and degree at most 2. Show that
the vectors

1
po(z) =1 pi(z) == po(x) = 5(2:52 -1
form a basis in Py(R).

3. The following are True/False. Prove the True statements and provide counterexamples for the False
statements.

(a) Any set containing a zero vector is linearly dependent.

(b) A basis must contain 0.
(
(d

(e) f ayvy + -+ apv, = 0 for vectors vyq,...,v, €V, then all the scalars o, ..., a, are zero.

)
)
¢) Subsets of linearly dependent sets are linearly dependent.
) Subsets of linearly independent sets are linearly independent.
)

4. We say a matrix A is symmetric if AT = A. Find a basis for the space of symmetric 2 x 2 matrices
(and prove it is in fact a basis). Make note of the number of elements in your basis.

5. Let vi,...,v, € V be a system of vectors that is linearly independent but not spanning. Show that
one can find a vector v, € V so that the larger system vi,...,Vvp, vpy1 is still linearly independent.

6. Suppose vi, vy form a basis in a vector space V. Define wy := vy + vy and wy := v{ — vo. Prove that
w1, Ws is also a basis in V.

7. In each of the following, prove whether or not the given transformation is a linear transformation.
(a) T: R® — R? defined by T ((z,y,2)") = (z + 3y, —2)T.
(b) T: R® — R defined by T ((z,y,2)") =z + 4.

(c) Let V be the space of functions of the form f: R — R with the usual addition and scalar
multiplication. Define T: V — V by T(f) = f?. That is,

[T(NHl(x) = f(z)* zeR.

Solutions:
1. No, the system is linearly dependent: 3v; 4+ 2vy + (—1)vs = 0. |

2. Note that pg, p1,p2 is almost the standard basis for P3(R), with the exception of ps. However, we do
have that 3

1 1 1
5,’02(93) + 5,’00(93) = 5(2952 -+ 5= a?.

Thus for arbitrary p(z) = asz? + a1 + ap we have

p(x) = as (2132(96) + ;po(ﬂﬁ)) + a1p1(z) + agpo(z)

= (ao + ;6@) po(z) + aipi(x) + ga2p2($)~ (1)
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3.

So every vector in P3(R) admits a representation as a linear combination of pg, p1, pe. It remains to
show that this linear combination is unique. Suppose p(x) = bopo(x) + b1p1(z) + bapa(z). Plugging in
the formulas for pg, p1,p2 we obtain

1 2
p(x) = (bo - 3b2> +bix + ngxz.

This implies

1
bo — §b2 = Qo
b1 = ax

2
gbg = as.

Solving these equations for by, by, be yields by = ag + %042, b1 = a1, and by = %ag. Hence the linear
combination in (1) is unique. O

(a) True. Consider the linear combination where the coefficient of 0 is one and the rest of the
coefficients are zero, which clearly yields 0. Since there is at least one non-zero coefficient, this is
a non-trivial linear combination, and so the system is linearly dependent. O

(b) False. The standard basis for R® does not contain 0.

(c) False. Let v = (v1,v2,v3)7 € R3 be any vector and let e, es, e3 be the standard basis for R3.
Then the system v, eq, es, e3 is linearly dependent since

v+ (—vi)er + (—v2)es + (—v3)es = 0.

But on the other hand, the subset e, es, e3 is linearly independent since it is a basis.

(d) True. Suppose the system vy, ..., v, € V islinearly independent. Let {w1,...,ws} C {v1,...,v,}
be any subset. Suppose
q
Z o;W,; = 0.
i=1

We can view the left-hand side as a linear combination of the full system v1,...,vp,, where the
coefficients of the missing vectors are all zero:

q q
E Q;W; = E oW, + E OV]'.
i=1 i=1

ng{wlv'“qu}

Since the original system is linearly independent, it must be that all the scalar coefficients are
zero. In particular, oy = -+ = oy = 0 and so the system w1, ..., w, is linearly independent. [

(e) False. Let vi = vy = 0 in any vector space. Then (1)vy 4+ (1)vy = 0.

4. First note that if A = A7 is a symmetric 2 x 2 matrix, then

=50

for scalars a, b, c. We then have

and the matrices
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are symmetric. So these three matrices form a spanning system. The system is also linearly indepen-

dent: if
1 0 0 1 0 0
a1<00>+a2(1 0)+a2(0 1)—0

for scalars aq, as, a3 then
a1 Q9 _ 0 0
Qo (3 o 0 0

so that vy = as = ag = 0. Thus the system is linearly independent and consequently a basis. Finally,
we note that the basis contains three vectors. O

5. Since the system is not spanning, there must be at least one vector v € V which does not admit a

representation as a linear combination of vi,...,v,. Fix any such vector and denote it by v,;;. We
claim the system vy, ..., Vv,, vpy1 is linearly independent. Indeed, suppose

ovi+ -+ apVp 4+ apr1vpyr = 0. (2)
We must show ay,...,ap, apqq are all zero.

First suppose a,11 # 0. This means we can divide by «,41 and so we can solve (2) for vj41:

(651 Qg
v1++ Vp'

Vp+1 =
Qpi1 Qpt1

But this contradicts v,1 not admitting a representation as a linear combination of vi,...,v,. So it
must be that o1 = 0.

If apr1 = 0, then (2) becomes
a1V1+"'+apr:0.

Since vq,...,V, is a linearly independent system it follows that the rest of the coefficients must be
zero. Thus the system is linearly independent. O

6. By a theorem from lecture, it suffices to show that wi, ws is spanning and linearly independent.

We first check it is spanning. Observe that

1 1
Wi = V] + Vo Vi = 5W1 + 5Wo
<~

1

W2 =V — V2 V2=§W1—§W2'
Let v € V be an arbitrary vector. Since vy, vy is a basis, we know there exists scalars ay, as so that
vV = a1Vy + apva. Using the above formulas for the v; in terms of the w;, this becomes:

1 1 1 1 o+ o o] — o
V:a1(§W1+§W2)+OZ2(§W1_§W2): 12 2w1+ 12 2W2.

So we have written the arbitrary vector v € V as a linear combination of w1, wo; that is, w1, wo is a
spanning system.

Next we check the system is linearly independent. Suppose
0=a1w; +aswy

for some scalars aq, cp. We must show a; = ap = 0. Using the formulas for the w; in terms of the v,
the above equation becomes:

0= al(vl + VQ) + O[Q(Vl — V2) = (a1 + Oéz)Vl + (a1 — O[Q)VQ.

Since v1, vy forms a basis, the system is linearly independent. So it must be that a; + @ = 0 and
a1 —ag = 0. Solving this system of equations yields a; = as = 0, as needed. Thus wy, ws is a linearly
independent system. O
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7. (a) This transformation is linear:

T a ax + Ba
b
Tlal y | +8]| b =T | ay+ fpb :(ax—i_ﬁ?ati(%zé)_kﬁ))
z c az + Be
x a
:a(x+23y)+5(a+c3b>:aT R
z c

]

(b) This transformation is not linear. Consider v := (1,0,0)T. If T were linear, then we should have
T(2v) = 2T (v). However,

2
T@v)=T| 0 | =2+4=6,
0
while
2
or(v)=2T | 0 | =2(1+4)=10.
0
Thus T is no linear. g
(c¢) This transformation is not linear. Consider f(x) := x. If T were linear, then we should have

T(2f) = 2T(f). However, (2f)(x) = 22 and so
[T(20)](x) = (22)* = 422,

while
27 (f))(x) = 2T (f))(x) = 2(a?) = 222,

These functions clearly are different, but to make this difference explicit note that the differ at
x =1 in particular. Thus T is not linear. (|

4 @©Brent Nelson 2021



