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Introduction

This set of notes assumes a familiarity with C*-algebras (in particular either Math 206: Banach Algebras
and Spectral Theory or Math 208: C*-algebras at the University of California, Berkeley). In particular, one
should be familiar with the continuous functional calculus.

With this in mind we make the following foreshadowing analogy: C*-algebras are to continuous functions
as von Neumann algebras are to essentially bounded measurable functions. This will be made precise later
on, but for now take it as an indication that the intuition will shift from topological spaces to measure spaces.
However, von Neumann algebras also offer a non-commutative context to study many other mathematical
objects: groups, dynamical systems, equivalence relations, graphs, and random variables to name a few. It
is an incredibly rich theory lying at an intersection of algebra and analysis (¢f. Theorem 2.2.4), and though
at times technically demanding it is well worth the effort to learn.

Though not as extensive as Takesaki’s Theory of Operator Algebras I, these notes will follow roughly the
same course. The ambitious reader is encouraged to check there for additional topics, exercises, and bragging
rights. The intention is for these notes to be fully self-contained, but the occasional proof may be relegated
to an exercise.



Chapter 1

Preliminaries

We recall some basic facts about Hilbert spaces and bounded operators, which we present—despite being
familiar to anyone who has studied C*-algebras—in order to establish some notation.

1.1 Hilbert Spaces

Let V be a vector space over C.
Definition 1.1.1. An inner product on V is map (-,-) : V2 — C satisfying for all 2,5,z € V and a € C
1. (z,y) = (y,2) (Conjugate symmetry)
2. (ax +y,z) =a(z, z) + (y,z) (Linearity)
3. (x,z) > 0 with equality if and only if x = 0 (Positive-definiteness)
Observe that properties 1 and 2 imply the inner product is conjugate linear in the second coordinate:
(x,ay) = a(z,y) z,yeVaeC.
The inner product also naturally gives a norm on V' given by
|| ==/ (z, ) xeV.

The Cauchy—Schwarz inequality is automatically satisfied:

[ y) [ <zl 2yeV.

Definition 1.1.2. A vector space H over C is called a Hilbert space if it is equipped with an inner product
and is complete in the topology induced by the norm associated with the inner product. We say a Hilbert
space is separable if its dimension is countable.

Remark 1.1.3. We can easily adjust the above definitions to give Hilbert space over R. In the following,
all Hilbert space will be complex unless otherwise specified.

1.2 Bounded Operators

Let ‘H be a Hilbert space.
Definition 1.2.1. A bounded operator on # is a C-linear map x: H — H such that

o 1€l
su

pi—t < oo,
cen €]l

This supremum is called the operator norm of z and is denoted ||z||.



Tt is easily checked that x is bounded if and only if it is (Lipschitz) continuous on H (in the topology
induced by the vector norm on H).
If x is a bounded operator, its adjoint, denoted x*, is the bounded operator uniquely determined by

(x&,m) = (&, z™n) Eme.
It follows that
x| = [J]* = [la*]|>.

This equality is known as the C*-identity.

We shall let B(#H) denote the collection of bounded operators on H. We then have that B(H) is a *-
algebra with multiplication given by composition. It is easily seen that B(H) is closed under the operator
norm, and since this satisfies the C*-identity, B(H) is in fact a C*-algebra.

1.3 Projections

Definition 1.3.1. Let H be a Hilbert space. We say p € B(H) is a projection if p = p* = p?>. Two
projections p,q € B(H) are said to be orthogonal if pg = 0. For projections p, ¢ € B(H), we write p < g if
pq = p. Equivalently, p(1 —¢) = 0.

Technically, the above definition is for orthogonal or self-adjoint projections, but since these are the only
kind we shall consider we simply refer to them as projections. Note that for a projection p and & € H we
always have

Ip£11* = (p€, p€) = (€, &) < IIpgllliEll,

or ||p€]] < ||€||. Hence ||p|| < 1. Since ||p|| = |[p?]| = ||p||?, we have ||p|]| = 1 unless p = 0.

For any closed subspace K C H, there exists a unique projection p from H to K so that under the
identification H = K @ K, p acts as the identity on K and as the zero operator on K. We may denote p
by [K]. More generally, for a subset S C H, [S] denotes the projection onto span(.S).

1.4 Partial Isometries

Definition 1.4.1. Let H be a Hilbert space. v € B(H) is an isometry if |[v{|| = ||| for all & € H;
equivalently, v*v = 1. v € B(H) is a partial isometry if there exists a closed subspace K C H so that v |k
is an isometry and v |r= 0. K is called the initial subspace of v and is denoted I(v). The range of v/
(which is also easily seen to be a closed subspace), is called the final subspace and is denoted F(v).

Proposition 1.4.2. For v € B(H), the following are equivalent:
(i) v is a partial isometry;
(i) v*v is a projection;
(iii) vv*v =v.
Moreover, if v is a partial isometry, then so is v* and I(v*) = F(v) and F(v*) = I(v).

Proof. [(i)=(ii)]: Suppose v is a partial isometry with I(v) = K. Let p be the projection from H to K.
Since p — v*v is self-adjoint, we have

lp = v™o]| = sup [{(p —v"0)¢, ).
ll=1

For ¢ € K we have
(P = v"0)&, &) = (&,€) — (v, v8) = [lgl|* = |lvg]* = 0.
For ¢ € Kt we have (p — v*v)¢ = 0. Thus ||p — v*v|| = 0, or v*v = p.



[(ii)=(iii)]: Assume v*v is a projection. Then
|(vv*v — v)E|* = ((v*v — 1), v* (vv*v — v)€) = ((v*v — 1)E, (viv — v*)E) = 0.

Thus vv*v = v.
[(iii))=>(i)]: The assumed equality implies v*vv*v = v*v. Since v*v is self-adjoint, it is therefore a
projection. Let K = v*vH. Then v |1 = 0 since ker(v) = ker(v*v). For £ € K we have

lell* = (v*vg, &) = (€, €) = lIg]*.

Thus v is a partial isometry.
To see that v* is also a partial isometry, note that vv*v = v implies v*vv* = v*. Let n = v€ € F(v).
Then

[v*nll = [[v*vé]| = [I€]]-
For n € F(v)* and any ¢ € H we have
<’U*777£> = <777U§> =0.

Thus v* |p(,y+= 0. Finally

since v*v is the projection onto I(v). O

Remark 1.4.3. Note that we showed in the above proof that v*v is the projection onto I(v) and vv* is the
projection onto F(v).

Example 1.4.4. Fix n € N. For each pair i,j € {1,...,n}, let E;; € M,(C) be the matrix with a one in
the (4, j)th entry, and zeros elsewhere. Then E;; is a partial isometry with I(E;;) = Ce; and F(E;;) = Ce;,,
where {e1,...,e,} is the standard orthonormal basis for C".

Example 1.4.5. Let (X, ) be a measure space. Suppose S,T C X are measurable subsets with u(S) =
w(T) < oo and f: S — T is a measurable bijection. Then

L*(X,p) 2 g xsgo f

defines a partial isometry v € B(L?(X, 1)) with v*v = xr and vv* = xg.

1.5 Continuous Linear Functionals

Let A be a C*-algebra. Recall that A* is the set of continuous linear functionals ¢: A — C, and

il = sup 1)
b Tl

< 0

Definition 1.5.1. Let ¢ € A*. We say that ¢ is

e hermitian if p(a) = ¢(a*) for all a € A;

positive if p(a*a) > 0 for all a € A;

faithful if ¢(a*a) =0 if and only if a = 0 for all a € A;

a state if ¢ is positive and ||¢|| = 1;

tracial if p(ab) = ¢(ba) for all a,b € A.



Recall that any ¢ € A* can be decomposed as a linear combination of positive elements. In particular,

Re (¢)(a) :
Im (¢)(a) :

define bounded hermitian linear functionals such that ¢ = Re (¢) + iIm ().

By [l, Theorem 7.12], each

these can be written uniquely as a the difference of two positive linear functionals.
We note that if A is a unital C*-algebra, then for ¢ € A* positive, ||¢]| = ¢(1). In particular, ¢ € A*

positive is a state if and only if p(1) = 1.
We make A* into an A-A bimodule via

(a-¢-b)(z) = p(bra)

Note that [la - - b]| < [la[[b]lll¢]l-

a,b,x € A.



Chapter 2

Von Neumann Algebras

2.1 Strong and Weak Topologies

Let M be a Hilbert space. There is a natural (metrizable) topology on B(H) given by the operator norm.
Studying this topology amounts to studying C*-algebras. To study von Neumann algebras, we will need to
consider two new topologies on B(#H). There will be several others later on that are also important, but
these first two will suffice to define a von Neumann algebra.

Definition 2.1.1. Let (x,) C B(H) be a net of bounded operators, and let x € B(H). We say that (z,)
converges strongly to x if
lim ||(zo —2)§]| =0 V¢ e H.

The topology induced by this convergence is called the strong operator topology (or SOT).

Viewing H as a metric space under its norm, strong convergence can be thought of as “pointwise con-
vergence.” Compare this to convergence under the operator norm, which should be thought of as “uniform
convergence.”

Definition 2.1.2. Let (z,) C B(H) be a net of bounded operators, and let x € B(#H). We say that (z4)
converges weakly to x if

lim ((zoq —x)§,m) =0 VEneH.

«

The topology induced by this convergence is called the weak operator topology (or WOT).

It is clear that operator norm convergence implies strong convergence implies weak convergence, but the
converses are not true. Here are some simple counter-examples:

Example 2.1.3. Let m be the Lebesgue measure on R. For a measurable subset F C R, let the characteristic
function xg act on B(L*(R,m)) by multiplication (so xz is a projection). Then (X[_n,n))nen converges
strongly to the identity, but not in operator norm. For any f € L?(R,m) and any ¢, there exists N € N so

that
1/2
(/ Fik dm) <e.
R\[—N,N]
1/2
R\[-n,n]

Thus this sequence of operators converges strongly to 1. However, ||x[—y ) — 1| = 1 for all n, so the sequence
does not converge in operator norm.

Thus, for any n > N we have



Example 2.1.4. Consider the following unitary operator on ¢?(Z):

(U€)(n) :=&(n +1) e’

For n € N, let a,, := U™. Then we claim that (x,),ecn converges weakly to the zero operator but not strongly.
Indeed, fix &,n € £2(Z). Let € > 0, then there exists N € N sufficiently large so that

1/2
YolmPP]  <e
n>N
1/2
( > 77(”)|2> <e
n<—N
Then for m > 2N we have
| (@m&m) | <Y [E(n +m)|In(n))|
neZ
= Y Kkm+mllnm)+ Y [Em)lnn—m)|
n<—N n>m—N
< [[€lle + elln]]-

Thus (2, )nen converges weakly to zero. However, since U is a unitary,

lznlll = IU"Ell = lIEl V€ € £(2),

thus (z,,)nen does not converge to zero strongly.

2.2 Bicommutant Theorem

Definition 2.2.1. Let H be a Hilbert space and X C B(H) a set. The commutant of X, denoted X', is
the set
X' :={yeB(H): yr=xy Vo € X}.

The double commutant of X is the set
X// = (XI)/
If X CY C B(H) is an intermediate subset, we call X’ NY a relative commutant of S.

Observe that, regardless of the structure of X, X’ is always a unital algebra. If X is closed under taking
adjoints, then X’ is a *-algebra. It also easily checked (algebraically) that:

XCXI/:(X”)//:"'
X/:(X/)H:"’

Note that inclusions are reversed under the commutant: X C Y implies Y/ C X',

Remarkably, the purely algebraic definition of the commutant has analytic implications. This culminates
in The Bicommutant Theorem (Theorem 2.2.4), but is explained by the Lemma 2.2.3. We first require an
additional definition.

Definition 2.2.2. Let X C H be a subspace. For z € B(#H), we say K is invariant for z if K C K. We
say K is reducing for z if it is invariant for x and z*. For M C B(H) a *-subalgebra, we say K is reducing
for M if it is reducing for all elements in M. Equivalently, MIC C K.

Lemma 2.2.3. Let M C B(H) be a x-subalgebra. Let K C H be a closed subspace with p the projection from
H to K. Then K is reducing for M if and only if p € M'.



Proof. Assume K is reducing M. Let x € M and £ € K. Then z£ € K so that

zp§ = x§ = paé.
If n € K+, we have
(zn, &) = (n,27¢) =0,
since z*¢ € K. Thus 2n € K+ and so xpn = 0 = p&n. It follows that zp = px so that p € M'.
Now suppose p € M’. Let 2 € M and ¢ € K. Then for n € K* we have

0 = (@&, pn) = (px&, n) = (zp&,n) = (x&,n) -
Thus z¢ € (K+)+ = K. Hence MK C K so that K is reducing for M. O

We have the following theorem due to von Neumann from 1929.

Theorem 2.2.4 (The Bicommutant Theorem). Let M C B(H) be a *-algebra such that 1 € M. Then
50T _ 7Ot _ apr
Proof. We will show the following series of inclusions:
50T < aVOT ¢ m e 0T
The first inclusion follows the fact that strong convergence implies weak convergence.

—WOoT . . .
Now, suppose x € M , say with a net (z4) C M converging weakly to it. Let y € M’, then for any
&,n € H we have

{zy&,m) = lim (zay€, ) = lim (yzag,n) = (yz€,n) .

Since £, € H were arbitrary, we have xy = yx and thus z € M".
. —soT
Finally, suppose z € M". Note that to show z € M T, it suffices to show for all n € N, &1,...,&, € H,

and € > 0 that there exists xop € M with
l@—wo)gl < j=1....n.

Fix n € N, &,...,&, € H, and € > 0. Write = := (£1,...,&,) € HP", let S denote the closure of the
subspace

{(xoflu ce 7*7;0571): To € M} = {(.’Eo ® In)E xo € M}
S is clearly reducing for M ® I,,. Thus if p is the projection of H®" onto S, then Lemma 2.2.3 implies

pe(M®I,) =M @ M,(C),

where the equality follows from an easy computation. It is also easily checked that x ® I, € (M’ @ M,,(C))’,
E)

p(x ® In) = (.13 ® In)p-

In particular, (r ® I,)Z € S (note that here we are using 1 € M to assert E = (1® I,)E € §). Thus, there
exists xg € M so that || ((x ® I,,) — (zo ® I,,)) E|| < e. This gives the desired condition. O

2.3 Definition of a von Neumann algebra

Definition 2.3.1. We say a unital x-subalgebra 1 € M C B(H) is a von Neumann algebra if it is closed
in any of the equivalent ways of Theorem 2.2.4.

From this definition we immediately have two examples of von Neumann algebras in B(H): B(H) and
C1. We will explore further examples in Section 2.4, but first must define a few related concepts.

From the observation following Definition 2.2.1, we see that for M a von Neumann algebra, M’ is also a
von Neumann algebra. Consequently, so is M N M’ we which we give a name to here:

Definition 2.3.2. For M a von Neumann algebra, the center of M, denoted Z(M), is the von Neumann
subalgebra M N M'. If Z(M) = C1, we say M is a factor. If Z(M) = M, we say M is abelian.

10
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2.4 Basic Examples
2.4.1 B(H) and Matrix Algebras

As previously mentioned, the x-algebra of bounded operators B(#) forms a von Neumann algebra. Indeed,
the Principle of Uniform Boundedness (or Banach—Steinhaus Theorem) implies that it is SOT-closed. Fur-
thermore, B(#) is always a factor (fixing an orthonormal basis, check the commutation relationship against
projections onto single basis vectors and partial isometries permuting pairs of basis vectors). In particular,
if # = C? is finite dimensional, then B(#) is simply the d x d matrices over C, which we will denote by
M4(C). Though an elementary example, My(C) will eventually inform a great deal of our intuition about
von Neumann algebras. Recall that the unnormalized trace on My(C) is a linear functional Tr: My(C) — C
defined as

Note that if {ey,...,eq} is the standard basis for C?, then

d
Tr(A) = (Aeie;).

i

Il
-

In fact, if {f1,..., f4} is any orthonormal basis for C?, then

M:“

Tr(A) = Y (Afi fi) -

1

7

This is because if U is the unitary matrix whose columns are f1,..., fq, then Ue; = f; foreach i =1,...,d.
Consequently

d d d
S Afi £y =) (AUe;,Ues) = > (U*AUe;, e;) = Tr(U* AU) = Tr(AUU™) = Tr(A).
1=1 =1 =1

We will use this later to define a trace for infinite dimensional Hilbert spaces. The domain of this trace will
be the so-called trace class operators in B(H), which we will later see play an important role in the study of
von Neumann algebras.

2.4.2 Measure Spaces

Let (X,Q, 1) be a o-finite measure space. With H = L2(X, u), for each f € L°(X, ) identify it with the
following bounded operator on H:

mff = f¢€ £ eH.

We claim that M := L*°(X, p) is an abelian von Neumann algebra. First note that M is indeed a unital
(abelian) *-algebra. By the Bicommutant Theorem, it suffices to show M"” C M.

Let x € M"”. As the measure space is o-finite, we can find an ascending sequence of finite measure
subsets whose union is X: Ey C Ey C ---. With xg, the characteristic function on E,, let f: X — C be
the function uniquely determined by

IXE, = TXE, Vn € N.

For some n € N, let A C E,, be measurable (and consequently of finite measure). Since x4 € L™ (X, u) N
L?(X, i), we have x4 € M. Since M is abelian, M C M’ and hence z € M" commutes with y 4. Thus for
each n € N, we have

TXA = TXAXE, = XATXE, = Xafxe, = fxa.
Hence

55 [ 1Pxal dn = sl < ol

11



This implies f € L>®(X, u) with || f|lcoc < ||z||. Now, for an arbitrary finite measure subset A C X we have
Ixang, — xall2 = 0. Since « and m; are both continuous, we have by the previous computation

5 =0.

@ = mp)xalls = lim (@ = mp)xans,

Thus xx4 = msxa. This implies  and my agree on the dense subspace of simple functions and therefore
must be equal. The equality || f]loo = ||z|| follows.

Observe that we really only used x € M'. Thus we have shown that M’ = M. A von Neumann algebra
satisfying this condition is known as a mawximal abelian subalgebra (or MASA), in this case we are viewing
M as a subalgebra of B(H). The name comes from the fact that if A is an abelian von Neumann algebra
such that M C A C B(H), then M = A.

The following proposition provides a more concrete example of the WOT. We leave its proof to the reader.

Proposition 2.4.1. Let (X,Q,u) be a o-finite measure space. Thinking of L™ (X, u) as the dual space
to LY (X, u), a net (fo) C L>®(X,pu) converges in the weak*-topology if and only if (my,) C B(L*(X,u))
converges in the WOT.

As we shall later see, all abelian von Neumann algebras are of this form. It is for this reason that
the theory of von Neumann algebras is often considered non-commutative measure theory. In fact, many
of the celebrated results in measure theory have non-commutative analogs (e.g. Egorov’s theorem, Lusin’s
theorem, etc.). When considering probability measures, the non-commutative analog is precisely Voiculescu’s
free probability theory. As with matrix algebras, measure theory will inform a lot of our intuition for von
Neumann algebras.

2.4.3 Group von Neumann Algebras

Let T be a discrete group. With H = ¢(T'), we consider the left regular representation \: I' — B(H):

Ng)El(h) =€(g'h) €€ (), hel

Equivalently, if for g € I" we let 6, € ¢*(I') be the function d§,(h) = §,—p, then A6, = d4p, for all h € T

The group von Neumann algebra for I' is L(T') := C[A(T")]”, where C[A(T')] is the x-algebra generated by
AMG).

We consider the linear functional 7: L(I') — C defined by 7(x) = (20, de), which we note is clearly
WOT-continuous and a state. Since 7(A(g)) = dg=., T encodes the group relations; that is, g1g2--- g, = €
for g1,...,9n € T if and only if 7(A(g1) - A(gn)) = 1. Since gh = e if and only if hg = e for g,h € T, it
follows that 7(A(g)A(R)) = 7(A(R)A(g)). The WOT-continuity and linearity of 7 then implies 7(zy) = 7(yz)
for all x,y € M. In this case we say 7 is a tracial state.

When T is abelian, it follows that L(T") is abelian. Let us demonstrate a condition on I' that guarantees
L(T) is a factor. We say T has the infinite conjugacy class property (or is an i.c.c. group) if {f~tgf: f € '}
is infinite for all g € T'\ {e}. Suppose I is an i.c.c. group.

First note that for a finite linear combination xo = > c4A(g),

Cg = <$05g—1h, (Sh> Vh el
Since z € L(I") is the WOT-limit of such finite linear combinations, it follows that
I'shw— <x5g*1h75h>

is a constant map. We denote its value by cp(z). Now, if x € Z(L(T')) then x commutes with A\(f) for all
f € T. In particular, A\(f)zA(f~!) = x for all f € I'. Hence for any h € T we have

Cg(l‘) = <x6g*1h76h> = <)\<f).%‘)\(f_1)(5g—1h,5h> = <x(5f71971h,(5f—1h> = <x(5f71971fh/,(5h/> = Cf—lgf(x),

where /' = f~'h in the second-to-last equality. Thus for € Z(L(T)), g + cg4(x) is constant on the
conjugacy classes of I'. However, if we let { = x4, € ¢*(T), then one easily checks that £ = " ¢,(x)d,. Hence

12
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(cq(z))ger is a square-summable sequence. This is only possible if ¢4(x) = 0 for all g € T'\ {e}. Consequently,
xdy = ce(x)dg4 for all g € ', which means « = ¢.(z)1. Thus L(T') is a factor.
In constructing the group von Neumann algebra, one could instead use the right regular representation:

[0(9)€](h) =&(hg) €€ *(T), heT,

in which case one denotes by R(T") = C[p(T")]”. It turns out that R(T") = L(T")’.

We conclude this section by noting that group von Neumann algebras remain far from fully understood.
On the one hand, by deep results of von Neumann and Connes all amenable i.c.c. groups yield the same
von Neumann algebra (the hyperfinite 11, factor R, see the next example). On the other hand, it is still
an open problem whether or not L(F,,) = L(F,,) for n # m, where Fy, is the free group with k generators.
A very active area of research in von Neumann algebras is focused on how much of I' is “rememebered” by
L(T"). The most powerful results to date have relied on a powerful collection of techniques known as Popa’s
deformation /ridigity theory.

2.4.4 The Hyperfinite II; Factor
Fix d € N, d > 2. Observe that we can embed My(C) into My(C)®? (= My (C)) via

T 0
Md(C)BJE'—) =A® I,
0 T

In fact, the definition gives an embedding of My(C)®" into My(C)®™+1V) for all n € N. If we let tr denote
the normalized trace, observe that this embedding preserves tr.
We let

@) Ma(C) = lim My(C)*",
n=1

andlet 7: @~ ; M4(C) — C be the linear functional induced by tr. Equivalently, a typical x € @~ ; Mq(C)
is of the form

x:xl®...®xn®ld®...’

in which case
7(z) = tr(xy) - - - tr(zp).

Let (H,m) be the GNS representation of My := @, M4(C) with respect to 7. Recall that M, forms a
dense subspace of H, and for x € My we will let & € H denote the associated vector. Hence for z,y € My

—

w(x)) = xy.

Consider the von Neumann algebra
R :=n(My)" C B(H).

We extend 7 to R via the vector state 7(x) = <a:i, i>, xz € R. Clearly 7 is WOT-continuous and a state.
Moreover, since T satisfies the trace property on ), My(C), the WOT-continuity implies 7 is a tracial
state on R.

R is called the hyperfinite II; factor. The significance of terminology “II;,” which relates to the
classification of von Neumann algebras, will appear later. Note that R does not depend on d.

Let us prove that R is indeed a factor. Let z € Z(R). Since 2*z € Z(R), we may assume that z > 0. By
renormalizing, we can also assume 7(z) = 1. Consider the linear functional ¢: R — C defined by

o) =1(x2) Vo e R.

Observe that ¢ is a WOT-continuous tracial state. In particular, ¢ o 7 restricted to My(C)®™ is a tracial
state. Since M4(C)®™ = Myn(C) has the unique tracial state tr (check this), we have

pom |Md((c)®n: tr.

13
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The WOT-continuity of ¢ and 7 along with the WOT density of 7 (@~ M4(C)) (via the Bicommutant
Theorem) implies ¢ = 7. That is,
7(x) = 7(x2) Vr € R.

Equivalently, 7((z(1 — 2z)) = 0 for all x € R, and in particular
0=7((1-2)"(1-2) =1~

Thus (1 — 2)1 = 0. If we can show that 1 is separating for R (cf. Definition 3.2.1), then we will have
z =1 € C1. By Proposition 3.2.3, it suffices to show that 1 is cyclic for R’. For x,y € My, define

o~

p(z)y = yz.
Using that 7 is a tracial state we have

lp(@)g11? = llgz|* = (7 (z*y*ya)1,1) = 7(n(a*y*)m(ye)) = 7(n (yz)m(2"y"))
= || (2*)y*||? < |7 (@) P7(x(y)m(y")) = llm (@) (7 (y")m(y)) = |m (@)1

Thus p(z) extends to a bounded operator on H with ||p(x)|| < ||w(x)||. It is easy to check that p(x) € R'.
Clearly 1 is cyclic for p(Mp), and hence it is cyclic for R’. It follows that R is a factor.

2.5 Operations on von Neumann Algebras

In this section we discuss various operations on von Neumann algebras which yield new von Neumann
algebras.

2.5.1 Direct Sums

Let H1,...,H, be Hilbert spaces. For each ¢ = 1,...,n, define an isometric embedding m;: B(H;) —
B(Hi& & Hy) by

Tri(x)(gla"'agn) = (07 7071‘57;70’"'70) (gla"'agn) S Hl ST @Hn7
for x € B(H;). We can also think of ;(z) as an n x n matrix with z in the (¢, 7)th-entry, and zeros elsewhere.

Definition 2.5.1. Let M; C B(#;) be a von Neumann algebra for each ¢ = 1,...,n. The direct sum of
Ml, ey Mn is
My @ ® M, :=span{m;(x):i=1,...,n, x € M},

n

which is easily seen to be a von Neumann algebra. It may also be denoted @ M;.
i=1

Observe that
Z(M1 @ ®My)=Z(M) ® - & Z(Mpy).

In particular, 71 (1),...,7,(1) € Z(My ® -+ ® M,,). Thus if n > 2, then these are non-trivial projections in
the center of My @ - - - & M, which is therefore not a factor.

Example 2.5.2. Suppose X = {t1,...,%,} is a finite set equipped with a finite measure p. Let p; = X{t;}
for j=1,...,n. Then
L*(X,pn) =2Cp1 @ --- @ Cpy,

In particular, integration against u on the left-hand side induces a linear functional ¢ on the right-hand side
that is determined by ¢(p;) = p({t;}), j=1,...,n.

The above is quite a trivial example, but it alludes to another operation on von Neumann algebra which
we may visit later: direct integrals.
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2.5.2 Tensor Products

Let Hq,...,H, be Hilbert spaces. We let the algebraic tensor product B(H1)®- - -®@B(H,,) act on H1®- - -QH,,
by

$1®"'®$n(§1®"'®§n) = ($1€1)®"'®($nfn) fl E,le"’gn € Hn,
for 1 € B(H1),...,xn € B(Hy).

Definition 2.5.3. Let M; C B(H;) be a von Neumann algebra for each ¢ = 1,...,n. The the tensor
product of My,..., M, is

M@ @M, :=(M;®---@M,)" NBH1 @@ Hy).
It may also be denoted @}_1Mi.

Lemma 2.5.4. Let Hy,...,H, be Hilbert spaces so that at most one is infinite dimensional. If M; C B(H;)
is a von Neumann algebra for each i =1,...,n, then M@ --QM, = M1 ® --- Q@ M,,.

Proof. By induction, it suffices to consider n = 2 with H finite dimensional, say with dim(#s) = d. Then
B(Hs3) = M4(C), and if {ey,...,eq} is an orthonormal basis for Ha then

d
@9y =Te(y") = 3 ('zeie) oy € Ma(©)

makes My(C) into a Hilbert space. M, is a closed subspace of this Hilbert space since it is SOT closed. Thus
there exists {y1, ..., yn} an orthonormal basis for My with respect to the above inner product. In particular,
it is a basis and so every element X € M; ® Ms is of the form

X = Z% ® y;
i=1
for z1,...,2, € My. We denote X() := x; for i = 1,...,n. Observe that for X as above we have

d n
ZHXf@eJ IP=>">" (@i @u)(E@ep), (ze @ yi) (€ @ €j))

j=1li,k=1
n d
= Z zgawkf Z Yi€j, kej
7,,k‘ 1 7j=1
= > (@i, 2E) (Wi yk)y = Z BN
i,k=1 i=1

)

Thus if (X,) C M; ® My converges strongly then (X&i)) C M, converges strongly for each i = 1,...,n to
some X®. Since M is SOT closed, XM, ..., X(™ € M;. We claim that (X,) converges strongly to

XI:ZX(i)(X)yi € My ® Ms.

i=1

Indeed, the above computation shows for each j =1,...,d

(X = Xo)(E @ ej) ||2<Z||X Xo)(E®ej)lI* = ZII (X@ = X)) = 0.
Jj=1

Consequently, for &;,...,&; € H1 we have

d d
(X =Xa) | D G@e ||| <D IX = Xa) (& @ej)| = 0.
j=1 j=1
So X is the SOT limit of (X4) and thus Mi®@Ms = My ® Mz ' € My @ Mo, O
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Lemma 2.5.5. Let H, K be Hilbert spaces, and let M C B(H) be a von Neumann algebra. Then (MQB(H))'
M ®C.

Proof. One inclusion is immediate:
M @Cc(MeBH)) =(MB(H))'.
Let T € (M®B(H))'. Fix n,¢ € K and observe that

HXHD(§1,6) = (T ®n),5L1()

defines a bounded sesquilinear form. Thus there exists x, ¢ € B(H) so that

(Tn,¢61,62) = (T(E1®n),62 @ () &, € H.

Since T' commutes with M ® 1 we have for a € M

(2q,calr, &) = (T((a&1) @ 1), & @ () = ((a@ )T (& ®n), & @n)
=(T'(& ®@n), (a"&2) ® () = (2y,¢61,a"&) = (amy &1, &) -

Thus z, ¢ € M'. Fixing &1,& € H

KxK>3 Q)= (xy,c81,&) = (T(&®n),5% @)

also defines a bounded sesquilinear form. Using the same argument as above, there exists y € B(K)' = C
(depending only on &1,&2) so that

(Ty,¢61,62) = (yn, Q) =y (n,C) -

It follows that z,, = 0 whenever 5 L ¢, and z,,,, = ||||*z some fixed z € M’'. Weclaim T =z®1 € M'®C.
Fix orthonormal bases {§;}icr and {n;}jes for H and K, respectively. For ¢,7" € I and j, j' € J we have

(T(& @my), & @myr) = <$nj,nj/§i,§i'> = (26, &) = ((z @ 1)& ®@n;, & ®@nyr),

which yields the claimed equality. O

2.5.3 Compressions

Definition 2.5.6. For M C B(H) a von Neumann algebra and p € B(H) a projection, pMp is called
compression of M or a corner of M.

The terminology comes from the fact that under the identification H = pH & (1 — p)H, pxp for v € M
is identified with
prp 0
()
If p < 1, then pMp is a x-algebra in B(#) but it is not unital. However, pMp can be identified with a
x-algebra in B(pH), in which case p € pMp is the unit. Note that if p € M’, then pMp = Mp.

Theorem 2.5.7. Let M C B(H) be a von Neumann algebra and p € M a projection. Then pMp and M'p
are von Neumann algebras in B(pH).

Proof. We first show the following equalities:

(M'p)" N B(pH) = pMp
(pMp)' N B(pH) = M'p.

The result easily follows from these and the bicommutant theorem.
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The inclusion pMp C (M'p) N B(pH) is immediate. Suppose z € (M'p) NB(pH). Define & = xp = px €

B(H). Then if y € M’ we have
yr = ypr = x(yp) = xpy = Iy.
Thus £ € M" = M, and x = pZp € pMp.

The inclusion M'p C (pMp)' N B(pH) is immediate. Suppose y € (pMp)' N B(pH). Using the functional
calculus to write y as a linear combination of four unitaries, we may assume y = u is a unitary. We will
extend u to an element of B(H). Let K = MpH and ¢ = [K]. Since K is clearly reducing for both M and
M’, we have q € Z(M) by Lemma 2.2.3. We first extend u to K. Define @ by

WYy wipt =Y wiupt;,
i i

for z; € M and &; € H. Observe that

U Z x;p&;

2

— Z (@iup&;, xjup;)

2%

= Z (pxjzipui, ué;)

2%

= Z <UP9€;$1‘P&7 U§j>

,J

= Z <p$§$ip€i, §j> =
i3

2

> aipé

Thus @ is well-defined and an isometry, which we extend to K. By definition, & commutes with M on MpH,
and consequently they commute on K. It follows that for x € M and £ € ‘H we have

rugé = uxrgé = uqxé.
That is, ag = M' N B(H). Since
ugp§ = uqlp§ = ulp€ = lupg,
we have u = agp in B(pH). Thus u € M'p. O

Corollary 2.5.8. Let M C B(H) be a von Neumann algebra and p € M a projection. If M is a factor then
pMp and M'p are factors.

Proof. Let ¢ be the projection as in the proof of Theorem 2.5.7. Since ¢ € Z(M) = C, we must have ¢ = 1.
We claim that this implies M’ 5 y — yp € M’p is a *-algebra isomorphism. Indeed, if yp = 0 for y € M’,
then for all z € M and £ € H we have

yxp§ = xyp§ = 0.

Since ¢ = 1, MpH is a dense subset of H and thus y = 0. Since the map is clearly surjective, we have
that M’ and M’p are isomorphic as *-algebras. Since being in the center is algebraic property, we have
Z(M'p) = Z(M")p = Cp. Thus M'p is a factor. Then by the equalities proved in Theorem 2.5.7, we have

Z(pMp) = pMpn (pMp)' = (M'p)' " M'p = Z(M'p) = Cp.

Thus pMp is also a factor. O
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Chapter 3

Borel Functional Calculus

The material in this chapter is adapted from [3, Chapter 2.7] and [I, Chapter 2.9].

3.1 Projection-valued Measures

Lemma 3.1.1. Let (zo) C B(H) be an increasing net of positive operators such that sup,, ||zq] < co. Then
this net converges in the SOT to some positive x € B(H) satisfying x > x4 for all c.

Proof. For a < 3, we have xg — o > 0. Thus for any { € H we have

H\/@ﬂ'Q - ||\/‘E£”2 = <$5£a§> - <I‘a£,§> = <($ﬂ - l‘a)€,§> Z 0.

On the other hand,
IVl < IvVaal?l€ll® = llzallll€l® < (sup lzalD €]

Hence (||\/Za&|?) is a bounded, increasing net. Thus H > £ + lim,, ||\/Zo&||? is a bounded quadratic form
on H. Consequently there is some a € B(H) so that ||a&| = lim, ||\/To€]||? for all £ € H. Define z = a*a.

Since
V€]l = llag| = sup [[Vzalll  §€H,
it follows that « > z,, for all a. Note that sup, ||z — 2| < co. So for each £ € H we have

@ = 2l < @ = 2a) /22 @ — 2a) %€
= o = zall {(& — 2a)é, )
= llz — zall (IVaE]? ~ | VEL]?) 0.

So (x4) converges to x in the SOT. O
We leave the proof of the next corollary to reader, which follows easily from the above lemma.

Corollary 3.1.2. Let (p,) C B(H) be a sequence of pairwise orthogonal projections. Then the SOT limit of
(ij:lpn>N . exists and is denoted Y~ | py. 1/25/2017
€

Definition 3.1.3. Let X be a set, Q a o-algebra on X, and H a Hilbert space. A projection-valued
measure (or spectral measure) for (X,Q, %) is a map E: Q — B(#) such that

(i) E(S) is a projection for all S € Q.
(i) E(@)=0and E(X)=1.
(iii) E(SNT)=E(S)E(T) for S,T € (.
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(iv) If (S,) C Q2 is a sequence of pairwise disjoint sets, then

5 ([’j 5n> -3 B

where the summation is the SOT limit of the partial sums, as defined in Corollary 3.1.2.

Example 3.1.4. Let (X,Q, ) be a o-finite measure space. For # = L?(X, ), note that yg, for S € Q,
acting by pointwise multiplication is a projection in B(#). It follows that E(S) = xs defines a projection-
valued measure.

Lemma 3.1.5. Let E be a projection-valued measure for (X,Q,H). Then for each &n € H,
Bey: Q35 = (E(S)Em)
defines a countably additive, complex-valued measure on Q with total variation at most ||€]|||7]|-

Proof. Fix £, € H. The countable additivity follows immediately from the definition of a projection-valued
measure. Recall that the total variation of a complex valued measure is

|Benll =sup Y [Eey(S)],
T Ser

where the supremum is over all partitions 7 of X into finite disjoint measurable subsets of X. Let m =
{S1,...,5n} be one such partition. For each j =1,...,n, let o; € C be such that |o;| =1 and

o Ee 5 (S5) = o (E(S5)&m) = [(E(S;)& ) | = |Ee,5(5))].
Thus

Z|E&n(5j)| = <Z%E(Sj)€ﬂ7> < Z%‘E(Sj)ﬁ [I7]-

Since the E(S;) are pairwise orthogonal projections we have

2 2 2
n

Yo BSHE| =D IESHEN = D ESE|| =B Usi|¢| <l
Jj=1 Jj=1 j=1

j=1

Thus 3 |Ee.,(S5)| < [[€]llnl], which implies || Ee,,

| < l&limll- O
Remark 3.1.6. Let E be a projection-valued measure for (X,Q,H). For £ € H and S €
Bee(S) = (B(S)E,€) = (E(S)€, B(S)€) = || E(S)E].

Thus E ¢ is a positive measure on X. If { € H is a unit vector, then E(X) = 1 implies E¢ ¢ is a probability
measure on X.

Let E be a projection-valued measure for (X, 2, H). Observe that

Eeracn=FEen+aEey  &n(eH, aeC
Benrac = Een + aBe . (3.1)

This combined with Lemma 3.1.5 implies that (&,7) — [ 1 dE¢,, is a bounded sesquilinear form on H.
More generally, if f: X — C is a bounded Q-measurable function then (§,7) — [ f dE¢, is a sesquilinear
form on H bounded by || f|leo|l€lllln]]. Thus, by the Riesz representation theorem (for bounded sesquilinear
forms) there exists « € B(H) with ||z|| < | f]l so that

(wt,m) = /X f dBe, (3.2)

If f = xg for some S € €, then clearly x = F(S). Otherwise, we have the following definition:
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Definition 3.1.7. For E a projection-valued measure for (X,Q,H) and f: X — C a bounded Q-measurable
function, the operator x € B(H) satisfying (3.2) is called the integral of f with respect to E and is denoted

x:/deE.

We denote by B(X, Q) the set of C-valued, bounded, Q-measurable functions on X. If X is a topological
space and © = Bx is the Borel o-algebra on X, then we write B(X) for B(X, Bx).

Proposition 3.1.8. Let E be a projection-valued measure for (X,Q,H). Then
p: B(X,Q) > fb—>/ fdE € B(H)
X

is a contractive x-homomorphism. If (f,) C B(X,) is an increasing sequence of non-negative functions
with f :=sup,, fn € B(X,Q), then ([ fn dE) converges to [, f dE in the SOT.

In particular, if X is a compact Hausdorff space, then p(B(X) C p(C(X))”. Here C(X) is the set of
continuous functions from X to C.

Proof. We have already seen that |[p(f)|| < [|flleo for f € B(X,Q). It is also clear that p is linear and
preserves the adjoint operation, so it remains to check that it is multiplicative. Recall that p(xs) = E(S5)
for S € Q. Hence for S,T € ) we have

p(xs)p(xr) = E(S)E(T) = E(SNT) = p(xsnr) = p(XxsXT)-

By the linearity of p, we have p(f)p(g) = p(fg) for simple functions f,g € B(X,). Since arbitrary f,g €
B(X,Q) are uniform limits of uniformly bounded sequences simple functions, we have p(f)p(g) = p(fg).
Hence p is a *-homomorphism.

If (f,) C B(X,Q) is an increasing sequence of non-negative functions with f = sup,, f, € B(X, ), then
p being a x-homomorphism implies (p(f,)) is an increasing sequence of positive operators such that

sup [[p(fn) || < sup||fnflec = [l £loc-

Thus Lemma 3.1.1 implies (p(f,)) converges in the SOT to some = € B(H). Hopefully = = p(f), but this
remains to be seen. Let £, € H, then by the monotone convergence theorem we have

WD = [ F ey = lin [ g dBe, = lim (o(1)60).

Thus p(f) is the WOT limit of (p(f,)) and so we must have x = p(f).
Now, let X be a compact Hausdorfl space. Let a € p(C(X))’". Fix £, € H, then for any f € C(X) we
have

0= ((ap(f) — p(f)a)¢,m) = (p(f)&,a"n) — (p(f)(al),n) = /Xf dB¢ qvny — /Xf dBag .

Thus E¢ q+ = Eqa¢r. This implies that a also commutes with operators of the form p(g) = fXg dE for
g € B(X). Hence p(B(X)) C p(C(X))". O

Remark 3.1.9. It is natural to wonder when the x-homomorphism p from the previous proposition is an
isometry, and the answer is never, except when X and FE are rather trivial. However, there is an isometry
induced by p. Let N = {S € Q: E(S) = 0}, which we refer to as E-null sets. Define an equivalence relation
on B(X,Q) by saying f ~g g if and only if f = g except possibly on E-null sets. By first checking on simple
functions in B(X, ), one can then show that ker(p) = {f € B(X,Q): f ~g 0} and that ||[p(f/)|| = || f]lcc,es
where ||+ ||oo,e is the essential supremum of f:

| flloo,e :=1inf{t > 0: E{z € X: |f(x)] > t}) =0}.

Hence if L>(X,FE) = B(X,Q)/ ~g, then the essential supremum is a norm on this space and p factors
through to an isometric *-homomorphism p: L (X, E) — B(H).
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Recall that for an abelian C*-algebra A, its spectrum o(A) is the set of non-zero *-homomorphisms from
A to C, which is a locally compact Hausdorff space. Furthermore, the Gelfand transform

': A— Cy(a(A))
is an isometric *-isomorphism. In particular, if A is unital, then Cy(c(A)) is replaced with C(c(A)).

Theorem 3.1.10. Let A C B(H) be a unital abelian C*-algebra, and let B, 4y be the Borel o-algebra on
o(A). Then there is a unique projection-valued measure E for (o0(A), By(ay, H) such that

x :/ I'(z) dE
o(A)

for all x € A.

Proof. For each &, € H, C(o(A)) 2 f — (T7'(f)& n) is a bounded linear functional. Thus, the Riesz—
Markov representation theorem implies there exists a regular Borel measure p¢,, on o(A) so that

(L=HHEm) = / " fdue, [ eClo(A)).

We will show that pe ., = E¢,, for some projection-valued measure E. Note that for any f,g € C(c(A)), we
have

" fg dpeny =T (f9)&n) =(T'(f) (T (9)) .m) = [ dpr—1(g)e.-

Hence g dpe , = dur-1(g)¢,, and similarly g dpe , = dpe p-1(g)n- Also,

[ Faicn= [ Fduey=T0E0) = (PO = [ F due,
o(A) o(A) a(A)

so that fi¢ , = pn,¢.
Now, for each S € By (4,

HxH s (Em) H/ xs die

o(A)

defines a sesquilinear form on H. Since

Fdueq| =T NE) [ < IFllssllEN]I

o(A)

for all f € C(c(A)), we have that the above sesquilinear form is bounded. Thus there exists E(S) € B(H)
so that

/ Xs dﬂf,’r/ = <E(S)£,77>
a(A)
Using jiy,¢ = fte.n, we have
(E(S)*&,m) = (E(S)n,§) = /(A) Xs e = /(A) Xs dpen = (E(S)E,n) -

Thus E(S) = E(S)*.
From our previous observation, for any f € C(c(A)) we have

(D=L (F)E(S)€, ) = /

o

Xs e p-1(F =/ Xsf dpe -
) i3 (fIm o (A)
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Recall that C(c(A)) is weak*-dense in C(c(A))**, which contains B(c(A)). So, in particular, for T' € ,
there is a net (f,) C C(0(A)) converging weak* to xr. This implies that (I'"!(f,)) converges in the WOT
to E(T). So using the above formula, we have

(E)BS)E ) =l (0 B 1) =tim [ xsfodii
= / XsXT den = / xsnr dpey = (E(SNT)En) .
o(A) o(A)

Thus E(T)E(S) = E(SNT) for any S,T € B,(4). In particular, E(S)? = E(S), so E(S) is a projection.
Clearly E(0) =0 and E(o(A)) =T1(1) = 1. Since each pg,, is a countably additive measure we have

<E (U Sn> 5»’7> = He (U 5n> = pea(Sa) = <Z E(Sn)£,77>

n=1

for any sequence (S,) C By of pairwise disjoint sets. Thus E (U, S.) = >, E(S,) and so E is a
projection-valued measure for (o(A), B,(a), H).

Clearly, E¢ , = ¢, and so
(T~ (Hgm) = /

o

implies z = fcr(A) I'(x) dE for all z € A. 1/30/2017
Now, suppose E and E’ are both projection-valued measures for (o(A), B,(a), H) satisfying the claimed
formula. Then for each &,n € H and all f € C(c(A)) we have

f dEe.,,
A)

[ paEe, = neny = [ faeL,
o(A) a(A)
Thus E¢, = E¢ , as elements of C(c(A))*. But then for all Borel subsets S C o(A) we have

Since ¢ and n were arbitrary, we have E(S) = E’(S) and generally E = E’. Thus E is unique. O

Suppose x € B(H) is a normal operator (z*x = xz*) and let A be the C*-algebra generated by x and
1. Then 0(A) = o(x), and letting E be the projection-valued measure for (o(z), By(s), H) from the previous
theorem,

Blo(@)) 5 f — /(“) fdE € BH)

defines a contractive *-homomorphism by Proposition 3.1.8. In particular, if f € B(o(z)) is the identity
function f(z) = z, then

/ fdE=T7Y(f) =z
o(x)
Thus, for general f € B(o(z)) we write
f(z) = /( )de.
By Proposition 3.1.8, we know that f(z) € A” = W*(z) for all f € B(o(z)).

Definition 3.1.11. With x € B(H) a normal operator, the map B(c(z)) > f — f(z) € W*(z) is called the
Borel functional calculus (for z).

We summarize the properties of the Borel functional calculus here:

Theorem 3.1.12 (Borel Functional Calculus). Let A C B(H) be a von Neumann algebra with x € A a
normal operator. The Borel functional calculus for x satisfies the following properties:
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(i) B(o(x)) > f— f(z) € A is a continuous *-homomorphism.

(i) For f € B(o(x)), o(f(x)) C f(o(x)).
(iii) If f € C(o(x)), then f(x) is the same operator given by the continuous functional calculus.

We conclude with the following corollary which highlights the ubiquity of projections in a von Neumann
algebra.

Corollary 3.1.13. A von Neumann algebra is the operator norm closure of the span of its projections.

Proof. Let M C B(H) be a von Neumann algebra, and let x € M. By considering the real and imaginary
parts of z (Re (z) = 1(z + 2*) and Im (z) = % (z* — x)) we may assume z is self-adjoint. In particular, z is
normal and hence f(x) € M for all f € B(o(z)) by the previous theorem. Note that for all Borel subsets
S C o(z), xs(z) is a projection in M. Thus, approximating the identity function on o (z) uniformly by simple
functions gives, via the Borel functional calculus, a uniform approximation of x by linear combinations of

projections in M. O

Contrast this result with the fact that there exists C*-algebras with no non-trivial projections. Indeed,
if X is compact Hausdorff space, and X is connected, then C(X) has exactly two projections: 0 and 1.
Non-commutative examples exist as well.

3.2 Abelian von Neumann Algebras

In this section we examine certain abelian von Neumann algebras; namely, those with a “cyclic” vector
¢ € H. This will not be a comprehensive study, but for now will offer a satisfactory explanation for earlier
claims that abelian von Neumann algebras are of the form L (X, u) for a o-finite measure space (X, 2, u).
We will also see how this is connected to the results from the previous section.

We begin with some adjectives for vectors in H.

Definition 3.2.1. Let A C B(H) be a subalgebra. A vector £ € H is said to be cyclic for A if the subspace
A€ is dense in H. We say & is separating for A if £ = 0 implies z = 0 for z € A.

Example 3.2.2. Let T' be a discrete group and let L(T') be the group von Neumann algebra acting on
?2(T'). Also let \,p: T' — B(£*(T')) be the left and right regular representations of I'. Then 6, € ¢*(T') is
clearly a cyclic vector for C[A(T")] and C[p(I")], and consequently is cyclic for L(T") and R(I"). The following
proposition implies that d. is also separating for both L(I') and R(T).

Proposition 3.2.3. Let A C B(H) be a subalgebra. If £ € H is cyclic for A, then it is separating for its
commutant A’. If A is a unital x-subalgebra and £ is separating for A’, then & is cyclic for A.

In particular, for M C B(H) a von Neumann algebra, £ € H is cyclic for M if and only if it is separating
for M', and & is separating for M if and only if it is cyclic for M'.

Proof. Suppose £ € H is cylic for A. Let y € A’ be such that y£ = 0. For any n € H, we can find a sequence
(xn) C A such that || — z,&]| — 0. We then have

yn = lim yr,& = lim z,y¢ =0.
n—oo n—oo
Thus y = 0, and £ is separating for A’.

Now suppose A is a unital *-subalgebra and £ is separating for A’. Let p be the projection of H onto
K = (A€)*, so that our goal is to show p = 0. For x1,22 € A and n € K we have

(w17, 228) = (N, x122€) = 0,

since 27z € A. Thus x1n € K, and hence AX C K. That is, K is reducing for A and so Lemma 2.2.3 implies
p € A’. Note that £ € A€ since A is unital, and hence p£ = 0. Since £ is separating for A’, this implies p = 0.
The final observations follow from M being a unital *-subalgebra and M = (M")". O
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Corollary 3.2.4. If A C B(H) is an abelian algebra, then every cyclic vector for A is also separating for A.

Proof. 1f £ € H is cyclic for A, then by the proposition it is separating for A’. In particular, it is separating
for AC A'. O

Theorem 3.2.5. Let A C B(H) be an abelian von Neumann algebra with a cyclic vector & € H. For
any SOT dense unital C*-subalgebra Ag C A there exists a finite reqular Borel measure p on o(Ag) and an
isomorphism

I': A— L*™(c(Ag), 1),

extending the Gelfand transform T': Ay — C(0(Ao)). This isomorphism is spatial: it is implemented via
conjugation by a unitary operator U: H — L%(o(Ag), ).

Proof. Since Ay is a unital abelian C*-algebra, the Gelfand transform T" : Ay — C(0(Ap)) is an isometric
*-isomorphism. Define p: A — C by p(x) = (2€,&) for * € A. Then ¢ o I'"! is a continuous linear
functional on C(0(Ap)), and so the Riesz—Markov theorem implies there is a regular Borel measure p on
o(Ap) so that

por = [

o(Ao)

Observe that for a positive function f € C(o(Ayp)), we have
2
[0 o 7 et = 0) =

Hence p is a positive measure. Also, p is finite: u(o(Ag)) = (1) = [|&]|> < oo. We also claim that
supp(p) = o(Ap). If not, then there is a non-empty open subset S C o(A4p) so that u(S) = 0. Let
f € C(a(Ap)) be a non-zero, positive, and supported on S. Then by the above computation,

[ el = /

a(Ao)

fdu=/sfdu=0,

or "1 (y/f)& = 0. Since & is cyclic for A, it is also separating by Corollary 3.2.4. Hence I'~!(y/f) = 0, but
this contradicts f being non-zero. Thus supp(u) = o(Ay).
Define Up: Ao&o — C(a(Ag)) C L*(0(Ao), 1) by

Up(z&y) =T'(x) T € Ap.

Since & is separating for A, this is well-defined. Moreover, for z,y € A 4+ —

(Uo(x€0), Uo(y€0))y = (T'(x),T(y))y = /

T(y)D(z) dp = / I'(y*z) du = (y*z) = (véo, yo) -
a(Ao)

a(Ao)

Thus Uy is an isometry on Ag&y. Note that & is cyclic for Ay because it is cyclic for A and Ag is SOT dense
in A. Hence Ao is dense in H and so we can extend Uy to a unitary U: H — L?(0(Ap), i) (recall that
C(o(Ap)) is dense in L2(o(Ag), i)).

Define I'*: A — B(L*(0(Ap),p)) via I'*(x) = UzU*. Then I'* is an isometric *-homomorphism. For
x € Ag and g € C(c(Ap)) we have

I(x)g =UzU*g = Uz (I (9)&) = UT~H('(x)g9)é = (z)g = mr(z)g-
By the density of C(0(Ag)) C L*(0(Ag), p), it follows that I'*(z) = mp(,). Thus
I (Ao) = {my: f € C(o(Ao))} C {my: f € L™ (a(Ao), 1)}

Since I'* is SOT continuous we have

r(4) =1 (4°°7) € T4 € To(adn). i) = L% (o(A0). )
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On the other hand, we claim that I'*(A) D I‘*(AO)WOT. Indeed, suppose (I'*(z,)) C I'*(Ap) converges
in the WOT to T € B(L?(o(Ap),p)). Then for all £, € H we have

(TUE,Un) = lim (UzoU"UE, Un) = lim (zag, 7).

Thus (z,) converges in the WOT to U*TU € B(H). Since A = /TOWOT, xz = U*TU € A and clearly
I'*(z) = T. So the claimed inclusion holds.

Since the WOT for {my: f € L>(c(Ao), )} is simply the weak*-topology for L>°(c(Ag), 1) (by Propo-
sition 2.4.1), and since C(o(Ap)) is weak* dense in L>(o(Ayp), i), we have

worT worT

fmy: f € L(o(Ao), )} = Tmyr F e O} " =T (d)" " c 1 (4).
Thus I'*(A) = {my: f € L=(c(Ao), 1)} O

Remark 3.2.6. Observe that if we take Ag = A in the proof of the previous theorem, then it follows that

{my: f e L®(a(A), )} =T7(A) = {my: f € C(o(A))}-

That is, the essentially bounded functions coincide with the continuous functions on o(A). This should be
taken as an indication that the spectrum of a C*-algebra A is strange when A is also a von Neumann algebra.
See [1, Section III.1] (specifically Theorem I11.1.18) for more information.

Consider now a normal operator x € B(#H). Between the Borel functional calculus and the above theorem,
we have two different ways to associate operators to (essentially) bounded measurable functions. We will
now demonstrate that these methods coincide.

Suppose there exists a cyclic vector & € H for W*(x). Let C*(z,1) be the C*-algebra generated by x
and 1. Then C*(z,1) = C(o(x)), and applying the theorem to C*(x,1) C W*(x) yields a regular Borel
measure g on o(x) and an isometric *-isomorphism

I*: W*(z) = L®(o(x), n),

which extends the Gelfand transform I': C*(z,1) — C(o(x)). For S € By(y), define E(S) := (I'*)"!(xs).
Note that if S,T € B,(,) differ by a p-null set, then E(S) E(T), but this is not an issue. One can easily
check that E is a projection-valued measure for (0(x), By(z), H). We claim that

JAE=EDT) e Lol
o(x
By definition of FE, this holds for simple functions, and so by approximating f € L (o(z), p) uniformly by
simple functions we obtain the claimed equality. In particular, for f € C(o(z)) we have
fdE=T7Y(f).
o(x)

Therefore the uniqueness of the projection-valued measure in Theorem 3.1.10 implies E is exactly the
projection-valued measure which arises from the Borel functional calculus for x.
Observe that

Fey 60 (S) = (E(S)éo. &0) = ((T7) " (xs)én o) = / X du=u(s).

Thus E¢, ¢, = pt. Note also that the E-null sets are precisely the p-null sets, and consequently L>(o(z), E) =
L(o(a), 1)
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Example 3.2.7. For some n € N, n > 2, let
r:=7Z/nZ=1{0,1,2,...,n—1}.

Since T is an abelian group, L(I") is an abelian von Neumann algebra. From Example 3.2.2, we know ¢, is a
cyclic vector for L(T"). Let x € L(I") be the unitary operator corresponding to the group generator 1 € Z/nZ.
Thus L(I') = W*(z). Since zz* = 1 = z*z (i.e. x is normal), from the above discussion we know

L(T) = L (a(2), p)

for 1 a regular Borel measure. One easily computes o(z) = {exp(2Z*): k = 0,1,...,n — 1}. Denote
Cp = eXp(Q’;ik), k=0,1,...,n— 1, then

1 _ —(n—1
ek ::%(50+<k151+”'+§k( )§n_1>

is a unit eigenvector of x with eigenvalue (i. If E is the projection-valued measure given by Theorem 3.1.10,
then E({(x}) is clearly the projection onto the eigenspace spanned by eg. From the discussion preceding
this example, we know u({Cx}) = Es,.6,({Cx}). Thus

pLGY) = (UGN, 50) = (8o, cx) ek, o) = | {er B0) 2 =

Thus g is the uniform probability distribution on {(x: &k =10,1,...,n —1}.

Example 3.2.8. Consider the abelian von Neumann algebra L(Z). As in the previous example, & € ¢%(Z)
is a cyclic vector for L(Z). Let x € L(Z) be the unitary operator corresponding to 1 € Z. Let

T={CeC:[¢=1},
then Z and T are Pontryagin duals to each other via
ZxT>(n,C) ("

This duality allows us to define a unitary U: £2(Z) — L?(T,m) (where m is the normalized Lebesgue measure
on T) via
U)Q) = €m)C"  £€(2), CET.
neL

It is then easy to check that UzU* = f where f: L>°(T, m) is the identity function f({) = ¢. Thus by
Proposition 2.4.1 and the weak*-density of the polynomials in L>°(T,m) we have

ULZ)U* =UC (@) U =TC @ U =T F =T = L=(T,m).

Thus L(Z) is spatially isomorphic with L (T, m).
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Chapter 4

The Predual

4.1 The Polar Decomposition

Recall that for 2 € B(H), |z| = (z*z)3.

Theorem 4.1.1. Let x € B(H). Then there exists a partial isometry v so that x = v|x| and ker(v) = ker(x).
This decomposition is unique in that if © = wy for y > 0 and w a partial isometry with ker(w) = ker(y),
then w = v and y = |z|. Moreover, v € W*(x) and I(v) = ran(z*) and F(v) = ran(z).

Proof. Define vg: ran(|z|) — ran(z) by vo(|z|§) = &, for £ € H. Since |||z|¢]| = ||| for all £ € H,
vo is well-defined and can be extended to an isometry v: ran(|z|) — ran(z). Defining v to be zero on

— 1
ran(|z|) = ker(|z|) = ker(z), we obtain a partial isometry with ker(v) = ker(x). By definition we have
vlx| = .

Suppose x = wy for some y > 0 and w a partial isometry with ker(w) = ker(y). Then I(w) = ker(y)* =
ran(y). Thus w*wy =y, since w*w is the projection onto I(w). Consequently,

o = " = ywrwy = o7,

which implies |z| = y. Thus ker(w) = ker(y) = ker(|z|) and w|z|{ = wy& = x€ for all £ € H. That is, w = v.
To see that v € W*(z), suppose y € W*(z)". Then for all £ € H we have

yvlz|§ = yré = wy€ = vle|ys = vylzlE,
— — 1
so that yv = vy on ran(|z|). For £ € ran(|x|)
vy =0 =yv€. Thus v € W*(x)" = W*(z).
Finally, we have

= ker(|z|) = ker(x), note that y& € ker(z) = ker(v). Thus

I(v) = ker(v)t = ker(z)* = ran(z*).

Also, F(v) = vI(v) = v(ker(|z|))* = vran(|z|) = ran(x). O

Corollary 4.1.2. Let x € B(H) with polar decomposition x = v|x|. Then x = |z*|v and z* = v*|z*|.

Proof. By taking adjoints, it suffices to show x = |z*|v. Towards that end, we claim that v|z|v* = |z*|.
Indeed, observe
zx® = vlz||z|v* = vaTzv*.

Let (p,) be a sequence of polynomials uniformly approximating f(t) = v/t on o(z*z) U o(zz*) C [0, 00).
Then

vlzlv® = lim vp,(z*z)v* = lim p,(zz*) = ||
n—oo n—oo
Thus v|x|v* = |2*|. Since v*v is the projection onto
I(v) = ran(z*) = ker(z)* = ker(|z|)* = ran(]z|),

we have v*v|z| = |z|, and taking adjoints |z|v*v = |z|. Thus |z*|v = v|z|v*v = v|z| = =. O
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4.2 Trace Class Operators

Fix an orthonormal basis {¢;} for a Hilbert space H. For a positive operator z € B(H), define

Tr(z) = Z (&, &i) s

i

which we note is potentially infinite. We will see (¢f. Corollary 4.2.4) that this value does not actually

depend on the chosen basis.

Definition 4.2.1. We say = € B(H) is trace class if
lz]l1 == Tr(|z]) < oco.

The set of trace class operators is denoted L' (B(H)).

Example 4.2.2. For each n € N, let p, € B(/?(N)) be the projection onto &,. Let (c,) be a sequence of

positive numbers. Then

neN

is trace class if and only if (c,) € /*(N).
Lemma 4.2.3. If x € B(H), then Tr(z*z) = Tr(xz*).

Proof. By Parseval’s identity we have for each i,

(@2, &) = ||lv&* = ZM&,&] —ZI(?C&;@)M

Then by Fubini’s theorem we have

Tr(z'z) = Y (2%2&,&) = ZZM@@ ZZM@@ 2= (aatg.8)

i J
as claimed.
Corollary 4.2.4. If x € B(H) is a positive oeprator and u € B(H) is a unitary, then
Tr(u*zu) = Tr(x).
In particular, the trace is independent of the chosen orthonormal basis.
Proof. Write x = y*y. Then by the previous lemma we have
Tr(z) = Tr(y"y) = Tr(yy") = Tr(yuu™y”) = Tr(u"y yu) = Tr(u"zu),

as claimed.

= Tr(zz™),

O

Example 4.2.5. Let p € B(H) be a projection onto a closed subspace X C H. Let {§} and {n;} be

orthonormal bases for  and K1, respectively. Then

Te(p) = Y (& &) + > (pnjomy) = D l1* = dim ().

i

Thus p is trace class if and only if K is finite dimensional.

We next wish to extend Tr to not necessarily positive elements of L!(B(#)). In order to see that this is

well-defined, we have the following lemma.
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Lemma 4.2.6. Let x € B(H) with polar decomposition x = v|z|. Then

1 1 e x
(66| < 3 (el + 5 lal'6 ') VEEH.
Proof. Fix £ € H and let A € C be such that |A\| = 1. Then

0 < [lof2¢ = Aaf/20"€ |2 = [la]/2€]2 — 2Re (X (Jo]/2¢, [a]/20€ ) ) + [[laf /2v"¢]
= (|j2l€,€) — 2Re (X (vlal€, ) + (z]v"E, v7E)

Since v|z| = =z, if we choose
Gt
| (€,€) |7
then the result follows. O

Let © € L*(B(#H)) with polar decomposition # = v|z|. From Lemma 4.2.3, we see that
Tr(vlo™) = Tr(ja] 2o vlz|'/?) = Tr(|a]) = ||z]|1, (4.1)

since v*v is the projection onto ran(|z|). Thus

1
5 (5 Yol + 5 (alo"6s0760 ) = §T0(el) + FTeC0lalo") = el < .

2
This and the previous lemma imply that the series Y (2&;,&;) is absolutely convergent.

Definition 4.2.7. Fix an orthonormal basis {&;} for H. For # € L*(B(H)) , we define the trace of = as

Tr(e) = 3 (€, €).

K2

From the discussion preceding the definition, we immediately obtain
Tr(z)| < |l=]lx
for all z € LY(B(H)).
Theorem 4.2.8. On L' (B(H)), || - ||l1 is a norm satisfying
]l < [l
LY (B(H)) is a self-adjoint ideal in B(H) such that ||z*||y = ||z|1 and
lazblly < lallllbllllz]ly  a,b€ B(H), « € L'(B(H)).

LY(B(H)) is spanned by positive operators with finite trace and consequently the trace on L*(B(H)) is inde-
pendent of the chosen basis. Furthermore,

Tr(ax) = Tr(za) a € B(H), = € L'(B(H)).
Proof. For x,y € L*(B(H)) let # + y = w|z + y| be the polar decomposition. Note that
lw*z|? = z*ww*z < |Jww*|||z|* < |z|2.

Consequently w*r € L'(B(H)), and similarly w*y € L*(B(H)). Also note that this implies ||w*z|; < ||z]1
and [lw*y[ly < ly[|. Thus

Te(lz +yl) = ) {lo +yléi. &) = Y (w*(z +y)&&) = Tr(w"z) + Tr(w'y) < oo.

i i
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Thus z +y € L*(B(H)) with
[z +yl < Tr(w ) + Tr(w'y) < [lw*zll + [[w ylle < [zl + lyl
So L'(B(H)) is a subspace of B(#) on which, || - ||; is a norm. Since

[zl = lllz[ll = sup {[z[¢, &),
lel=1

and since ||z||; = Tr(|z|) is independent of the chosen basis, we obtain ||z|| < ||z||;.
Recall from the proof of Corollary 4.1.2 that v|z|v* = |z*|. Using (4.1) we have

Tr(z™]) = Tr(v]z[v") = ||z

Thus 2* € LY (B(H)) with |lz*||; = ||z|):.
Let a € B(H) and = € L'(B(H)). Since
laz| < |la]||z|

one sees that
Tr(laz]) < [lal| Tr(ja]) < ox.

Thus ax € LY(B(H)) with |laz|1 < |a|/||x]1, so that L*(B(H)) is a left-ideal. Since it is self-adjoint, it is

also a right-ideal. In particular, for b € B(H) we have
[[eblly = [[o"" [[x < [[bllllz* [l = [lol[{]1-

Let x € LY(B(H)) with polar decomposition z = v|z|. Then
13
v =vlo|=; I;Jik(v +i®)|z|(v 4 iF)*.

Observe that

T (0 + )lal (v +#)7) = Tr (Ja/2[o +*2af/2) < o+ Tr(|a]) < oo.

Thus z is a linear combination of positive elements with finite trace, and consequently,

Tr(z) = % ;i’m (v + %))z (v + 7)) .

The trace is therefore independent of the chosen basis since it is independent on positive elements.
Let u € B(H) be an unitary operator. Since Tr is independent of the chosen basis, we have

Tr(eu) =Y (wubs, &) = Y (ua(ué;), ué;) = Tr(uz).

i %

For a € B(H), using the continuous functional calculus we can write a as a linear combination of four
unitaries and hence the above implies Tr(xza) = Tr(ax). O

Proposition 4.2.9. L'(B(H)) endowed with the norm || - ||1 is a Banach space.

Proof. We need only show that L'(B(H)) is complete. Suppose (x,) C L'(B(H)) is a Cauchy sequence with
respect to || - ||1. As this norm dominates the operator norm, we see that (x,) converges in operator norm to
some = € B(H). Consequently, (|x,|) converges in operator norm to |z|. Thus, for any finite, orthonormal
set {n1,...,nx} we have

1 (|[ni,mi) = nh_{goz; (|zn|ni,mi) < nh_{fgo [Znl1 < oo
1=

k k
1=
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Thus = € LY(B(H)).

Now, we need to show that z is the || - ||;-norm limit of (x,). Let € > 0 and let N € N be such that
|zn —2n|l1 < § foralln > N. There exists a finite dimensional subspace K C H so that if p is the projection
from #H to K then ||zn(1 —p)|[1 and [[z(1 — p)||; are less than §. Then for n > N we have

& = znlly <[[(z = zn)pll + [[(z = 2n) (1 = Pl + (25 = 20)(1 = p)lly < [[(& = zn)plls + €

Since K is finite dimensional, ||z — 2, || — 0 implies ||(x — z,)p||1 — 0. Since € > 0 was arbitrary, we see that
|z — 2n|l1 — 0. O

Fix a € B(H). Then for any z € L*(B(H)) we have
[Tr(az)| < llazfly < {lalll]1.
Thus the map
Vo : LY(B(H)) 3 x + Tr(ax) € C (4.2)
is a continuous linear functional on L'(B(H)) with |[¢)4|| < ||a||. That is, ¥, € L*(B(H))*. We will see that

B(H) = LY (B(H))*, but we must first discuss a dense subclass of trace class operators.

4.2.1 Finite Rank Operators

Definition 4.2.10. We say = € B(H) is a finite rank operator if ran(z) is finite dimensional. In this
case, the rank of z is dim(ran(z)). The set of finite rank operators is denoted FR(H).

Observe that if x € FR(H), then

ker(:v)J‘ = ran(z*) = ran(z* ‘ker(x*)L) = ran(x* |m)

is finite dimensional as the image of a finite dimensional subspace. Letting p and g be the projections onto
the finite dimensional subspaces ran(x) and ker(z)*, respectively, we have that prq = x. Moreover, this
implies z* € FR(H).

Let H denote the Banach space dual to H. Then H and H are naturally anti-isomorphic, and we denote
this isomorphism by & — £. Hence z& = z€ for z € C and

Em=mé &neh.
Given &,m € H, define £ ® 7 € FR(H) by
E@mQ) =(méE.

Since x € FR(H) satisfies pxq = = for finite rank projections p and g, it is easily checked that FR(H) =
span{é ® 7j: £,n € H}. Tt is also easy to check that £ ® 7] is a rank one operator with

Tr(€@n) = (&)

and
1€ @all < 1l

that (¢ ®7)* =n®¢, and that (¢ @ 7))y = (z€) @ (y*n) for z,y € B(H).
Proposition 4.2.11. FR(H) is a dense subset of L*(B(H)).

Proof. Tt is easily checked that FR(H) C LY*(B(H)). Let z € L*(B(H)) and let € > 0. Then there exists a
finite dimensional subspace K C H so that if p is the projection onto X, then

¥ (L =p)l <e

Then pz € FR(H) and
[z = pzlly = |(1 = p)zfly = [l"(1 = p)llr <e
Thus FR(H) is dense in L' (B(H)). O
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4.2.2 The Predual of B(H)

Theorem 4.2.12. The map
Y B(H) 2 a1, € L'(B(H))*,

with v, defined by (4.2), is a Banach space isomorphism.
Proof. For ¢ € L*(B(H))*, the map
HXH3(&n) = e @17)

defines a bounded sesquilinear form on H. Thus there exists a € B(H) so that

p(E@n) = (a&,n) = Tr((af) @) = Tr(a(§ @ 7)) = Ya(§ @ 7).

Thus ¢ = 1, on FR(H), and so the density of the finite rank operators implies ¢ = 1, on L'(B(#)). Thus
1) is onto.
For a € B(H) we have

lall= sup [{a&m[= sup [Ya(§@D)] < [Yall-
llElI=lInll=1 l€l=lInll=1

Since we have already seen that v is a contraction, this implies it is isometric. In particular is is injective. [

Remark 4.2.13. Note that for a € L*(B(H)), ¥, € B(H)* and we claim |[¢),]| = ||al|;. Indeed, if a = v|a|
is a the polar decomposition then

lally = Tr(la]) = Tr(v*vla]) = Tr(v"a) < [Yallllv"]] = [[¢all-
On the other hand, for z € B(H) we have
[Ya(2)| = [Tr(za)| < ||zally < |[z[lllally,

so that ||, < |lall1. Thus |jall; = |[1a]]. Since (LY(B(H)),|| - |l1) is complete, it follows that {¢,: a €
LY(B(H))} is a closed subspace of B(H)*.

Remark 4.2.14. So far we have considered three topologies on B(H): the uniform (operator norm) topology,
the SOT, and the WOT. Viewing B(#) as the dual space of L'(B(H)), we can consider the weak* topology
on B(H): (z) C B(H) converges weak* to x € B(H) if

Tr(zy) = lién Tr(zay) Yy € L' (B(H)).

If y € FR(H) with {&1,...,&,} an orthonormal basis for ker(y)+, then

Tr(zy) = Z (xy&i, &) -

i=1

Thus if (z,) converges in the WOT to x, then Tr(z) = lim Tr(z,y). However, this need not be true for
arbitrary y € L'(B(H)).

4.3 Hilbert—Schmidt Operators

Definition 4.3.1. We say = € B(H) is a Hilbert—Schmidt operator if

[2]l2 = V/Tr([z[?) < oo;

that is, if [z|2 € LY(B(#H)). We denote by L?(B(H)) the set of Hilbert—Schmidt operators.
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Lemma 4.3.2. L?(B(H)) is a self-adjoint ideal in B(H) such that ||z*|2 = ||x||2 and
lazbllz < lallllblllzll:  a,b€ B(H), = € L*(B(H)).
For z,y € L*(B(H)), we have xy,yx € LY (B(H)) with
Tr(xy) = Tr(yx),
Proof. First note that L?(B(H)) is a subspace since
o+ y? <o+ + |z —yl* = 2|2 + [y ).

Since |az|? < ||al/?|x]? for a € B(H), we see that |laz|2 < |la||||z|2 and L?(B(H)) is an ideal. Since
|z*|? = v|x|?v* where & = v|z| is the polar decomposition, we have

Te(|Ja*|?) = Tr(v]a|*v") = Tr(v*v]z]*) = Tr(jz]?),

Hence z* € L?(B(H)) with ||z*||2 = ||z||2. Thus L?(B(H)) is a self-adjoint ideal.
Now, for x,y € L?>(B(H)) we have

3
1 ) b %
=1 g i* |z 4+ i*y*)?
k=0

by the polarization identity. Consequently yx € L'(B(H)), and by our previous observation

3 3 3
1 ) & 1 KNl s 1 . -
e = 53 e == (3 ) < T
k=0 k=0 k=0

The previous lemma allows us to define a sesquilinear form on L?(B(H)):
(@.y)y =Tr(y"z) @,y € L*(B(H)).
Note that (z,z), = ||z||3.
Proposition 4.3.3. On L?(B(H)), || - ||z is a norm satisfying
el < llzlle < [l2[l1,
and L*(B(HM)) is a Banach space equipped with the norm || - ||2.

Proof. Since ||-||2 is given by a sesquilinear form, standard arguments imply it satisfies the triangle inequality
and hence is a norm. That L?(B(#)) is complete and hence a Banach space follows by the same arguments
which showed L!(B(#)) is complete.

Letting {&;} be an orthonormal basis for #, note that

lzlle = Tr(le*) = ) (2"t €) = E:Hfr&ll2

i

Thus ||z|| < ||z||2 is clear. If [|z]|; = oo, the last inequality is immediate. Otherwise z € L?(B(H))NLY(B(H))

and we have
lll> = \Tr( ) <]
(E4P

where we have used ||z*|| = ||z]| < ||z||2 in the last mequahty. O

|l < izl

o>
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Let H and K be Hilbert spaces. Any x € B(H,K) can be extended to & € B(H @ K) by
2(&,m) = (0,2€).

P 0 o0
“\z 0 )
Definition 4.3.4. The Hilbert—Schmidt operators from # to K, denoted HS(H,K), are the z €

B(H,K) so that Z € L*(B(H @ K)). We denote HS(H) := HS(H, H).

Let {&;} and {n,} be orthonormal basis for H and K, respectively. Then {(&;,0), (0,7,)} is an orthonormal
basis for H @ K. Thus for © € B(H, K) we have

1Z2 = > &, 0)I + [12(0, ;)12 = \/Z [E237[58

That is,

4,J

In particular, if K = H then for x € B(H) we have ||Z||2 = ||z|2. Thus HS(H) = L2(B(H)).
For z,y € HS(H, K) we define a sesquilinear form by

<x,y>HS = <j7g>2'

By checking that the image of HS(H, K) under z — 7 is a closed subspace of L?*(B(H @ K)), we see that
HS(H, K) is complete with respect to the norm induced by this sesquilinear form. Hence it is a Hilbert space.

Lemma 4.3.5. HS(H,K) is an algebraic B(K)-B(H) bimodule such that
lazbl| s < [lall[[bllllzlms  aB(K), be B(H), x € HS(H,K).

Forxz € HS(H,K), x* € HS(K,H) with ||z*||us = ||z| us. Also, for x,y € HS(H,K) we have y*z € L*(B(H))
and zy* € LY (B(K)) with
(@, 9) ys = Trly*z) = Trzy").

Proof. For x € HS(H,K), a € B(K), and b € B(#) we have

anh — 0 0 0 0 b 0
“=\0 a z 0 00
Thus by Lemma 4.3.2 we have

_ 0 0 b 0
laxb||ns = [Jaxbl|z < H( 0 a >H H( 00 >’
~ (0 1\..[/01

Thus ||z*||2 = ||#*||]2 = ||Z||2 < co. Thus z* € HS(K, H) with ||z*||us = ||z| us-

Now, for x € HS(H, K), we have z*x € B(H) and

Tr(z*z) =Y (@"2&,&) =Y (2&,2&) = Y (#(£,0),8(&,0)) = [|F]3 < oo

2]z = llallllbll[l]s-

Next we have

Thus z*z € L'(B(H)) with Tr(z*z) = ||z||%g, and consequently
Tr(z*z) = ||zlfis = llz" s = Tr(za”).
So, from the polarization identity it follows that y*z € L*(B(H)) and zy* € L*(B(K)) with
(@, y)ug = Tr(y"z) = Tr(zy")
for any y € HS(H, K). O
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Theorem 4.3.6. As Hilbert spaces, HS(H,K) = K @ H. In particular, L?>(B(H)) 2 H ® H.
Proof. Recall that K ® H is the completion of K ® H :=span(n®¢: n € K, € € H} under the norm induced
by the inner product
<Z ni @&, Z@ ®'Yj> = Z (mi, ¢5) <Eia7j> .
i J

,J

For n ®E ek @ﬂ, define T, ¥ € B(H,K) by
z,:(0) = (,n  (€H.

Then z¢,,, € HS(H,K) and for ( @5 € K ® H we have (for {¢;} an orthonormal basis for )

(o5l = (7 75), = 5 oo, = 3 6,6 0 1)

= (1,8 M0 =(E7) (0,0 =n®EC®T).

Thus the linear extension of n ® & — z, g € HS(H,K) to K© H can be further extended to an isomorphism
K ®H = HS(H,K). Since L?(B(H)) = HS(H), the isomorphism with # @ H follows. O

Recall that for £, nH we had defined £ ® 7 € FR(H) by

Ean)=«ms CeH.

That is, { ® ) = x¢ 5 from the proof of the above theorem.

Remark 4.3.7. For a,b € HS(H,K), let £,7 € K ® H be the corresponding vectors from the isomorphism
in Theorem 4.3.6. Then for z € B(K) one can check that

(za, b>Hs = ((z@1)&n).

4.4 The o-Topologies

In this section we introduce two new topologies in B(#), one of which will coincide with the weak* topology
(¢f. Remark 4.2.14).

Definition 4.4.1. Let (x,) C B(H) be a net of bounded operators, and let @ € B(H). We say that (z,)
converges o-strongly to z if for any sequence (£,,) € £*(N, H)

lign Z [(z — xa)§n||2 =0.
n=1

The topology induced by this convergence is called the o-strong operator topology (or 0-SOT). This is
also sometimes called the ultrastrong topology.

Definition 4.4.2. Let (z,) C B(H) be a net of bounded operators, and let x € B(#H). We say that (z4)
converges o-weakly to x if for any pair of sequences (&,), (7,) € £?(N,H) we have

licryn Z ((x — 20)&n,mm) = 0.
n=1

The topology induced by this convergence is called the o-weak operator topology (or c-WOT). This is
also sometimes called the ultraweak topology.

Remark 4.4.3. The 0-SOT (resp. 0-WOT) is the topology on B(#) defined as the pull back of the SOT
(resp. WOT) on B(H ® ¢?N) under the map id ® 1.
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We note that on bounded sets, the -SOT (resp. 0-WOT) agrees with the SOT (resp. WOT).
Proposition 4.4.4. Let (x,) C B(H) be a uniformly bounded net.
(i) (x4) converges strongly if and only if it converges o-strongly.
(i) (xzq) converges weakly if and only if it converges o-weakly.

Proof. We prove (ii), the proof of (i) being similar. That (z,) converges weakly if it converges o-weakly is
clear. So assume (z,) converges to x € B(H)) o-weakly. Fix £ = (£,),n = (n,) € (?(N,H). Let € > 0, then
there exists N € N such that

€
> ligal® Do) < e
sup,, [« — |

|
|

n>N n>N
Then
0o N-1
Z :L'_:Eoc énann ‘ aj_xa §n7nn>|+6
n=1 n=1
Since € > 0 was arbitrary, the weak convergence of (z,,) to & implies o-weak convergence. O

For £ = (&,),n = (n,) € (2(N,H), define we ,: B(H) — C by

o0

we n( Z (€, ) x € B(H).

Then we ,, € B(H)* with |lwe || < [€]llIn]]. Moreover, we , is clearly o-WOT continuous.
We have the following relationship between these new topologies and the three we have previously con-

sidered:
oc-WOT < 0¢-SOT < Uniform

Y Y
WwOoT < SOT

where ‘<’ points from the finer to the coarser topology. We will show that the o-WQOT is equivalent to
the weak™ topology on B(#). Indeed, suppose a net (z,) C B(H) converges to € B(H) in the o-WOT.
Let y € L'(B(H)), with polar decomposition y = v|y|. Then by Lemma 4.3.2, for any a € B(H)) we have
avly|'/2, [y|'/? € L*(B(H)) with

Tr(ay) = Tr(avly|"/2|y['/?) = Te(jy|" avly['/?) = <av|y|1/2£i, Iy\1/2£i> :

?

where {¢;} is some orthonormal basis for H. Now, since Tr(|y|) < oo and ker(|y|) = ker(]y|'/?), at most
countably many &; have |y|'/2¢; # 0, so let us relabel them {£,},en. Define

M=oy, Coi= Y%, meN.

Then ||v]y|*/2&, 1% = [|ly|"/2&al1? = (lylén, &) implies 5 == (), ¢ := (o) € (N, H). We have

Z a1, Cn) = wy (@),

Thus by the o-WOT convergence of (z,) to  and the o-WOT continuity of w,, ¢ we have
Tr(zy) = wyc(x) = limw, ¢ (z4) = lim Tr(zay).
[e3% [0

Thus (z,) converges to x in the weak® topology. To see the other direction of the equivalence we first need
a lemma.
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Lemma 4.4.5. Let ¢: B(H) — C be a continuous linear functional. Then the following are equivalent:
(i) There exists &1, .., &n, M1, 1 € H s0 that p(x) = >0 (x&,mi).
(ii) ¢ is WOT continuous.

(iii) ¢ is SOT continuous.

Proof. (1)=-(ii)=-(iii) are clear, so it suffices to prove (iii)=-(i). Suppose ¢ is SOT continuous. Let D be
the open unit disc in C. Then »~1(D) contains an open neighborhood (in the SOT) of the zero operator.
Consequently there exists € > 0 and &1,...,&, € H so that p(z) € D whenever

n
>zl <e
i=1

The linearity of ¢ then implies

<1 Ve € B(H).

’ (\/21;1 ||wa-||2>

Thus

IA
A | =

o (@)

o llz&ll2 Vo e B(H).
=1

This implies that

(x&1,...,2&,) — p(x).
is a well-defined, continuous map on K, the closure of {(z&1,...,2&,) € H®": x € B(H)}. Thus, the Riesz
representation theorem implies there exists (11, ...,m,) € H®™ such that

@) =3 (@& mi)
i=1
for all x € B(H). O
Corollary 4.4.6. For K C B(H) convex, the SOT and WOT closures coincide.

Proof. K5°T ¢ KWOT always holds. By the lemma, the dual spaces of K under the two topologies coincide,
and hence the reverse inclusion follows from the Hahn—-Banach separation theorem, O

Theorem 4.4.7. Let ¢: B(H) — C be a continuous linear functional. Then the following are equivalent:
(i) There exists a € L*(B(H)) so that o(x) = Tr(za).
(ii) There exists £,m € (2(N,H) so that o(z) = we , ().
(iii) ¢ is o-WOT continuous.
(i) ¢ is 0-SOT continuous.

Proof. (1)=-(ii) was established by the discussion preceding Lemma 4.4.5. (ii)=-(iii)=(iv) are clear, so it
suffices to check (iv)=-(i). Suppose ¢ is -SOT continuous. Define ® on the image of B(H) in B(H @ ¢*N)
under the map id ® 1 by

P(z®1)=p(x) x € B(H).
Then ¢ is SOT continuous and by the Hahn—Banach theorem there exists an SOT continuous exten-
sion to all of B(H ® ¢°N), which we still denote by ®. Then by Lemma 4.4.5 we have that there exists
1, €My, € H ® 2N so that

n

O(w) = (wki,m) z € B(H ® °N).

i=1

37



In particular,
p(@) =Y (@& m)  =ecB(H).
i=1

Now, for each i = 1,...,n let a;, b;: ETN7—> ‘H be the Hilbert—Schmidt operators corresponding to &; and 7;,
respectively, via the isomorphism HS(/2N,H) = H ® /2N. Define

n
a:= E a;b;.
i=1

By Lemma 4.3.5, a € L'(B(H)) and

n n n n

Tr(za) = ) Tr(waib)) = Y Tr(bjea) = Y (wai,bidys = Y _ (@ @ Déi,m) = (),

i=1 i=1 i=1 i=1
for all x € B(H)). O

From (ii)=-(i) in the previous theorem, it follows that convergence in the weak* topology implies conver-
gence in the o-WQOT. Thus these two topologies coincide.

Corollary 4.4.8. The o-WOT on B(H) is equivalent to the weak™ topology under the identification B(H) =
(LY (B(H)))*.

By the Banach-Alaoglu theorem we also obtain the following corollary:
Corollary 4.4.9. The unit ball in B(H) is compact in the o-WOT.

We also have the analogue of Corollary 4.4.6
Corollary 4.4.10. For K C B(H) convez, the -SOT and o-WOT closures coincide.

4.5 The Predual of a von Neumann Algebra

Let M C B(H) be a von Nuemann algebra. Observe that for c-WOT continuous ¢ € M*, the Hahn—Banach
extension theorem implies there exists ® € B(H) such that ® |p;= ¢ and ® is 0-WOT continuous. Thus,
Theorem 4.4.7 implies ¢ = Tr(a-) = we,, for some a € L'(B(H)) and &, n € (N, H).

Definition 4.5.1. For M a von Nuemann algebra, ¢ € M* is said to be normal if it satisfies any (hence
all) of the properties in Theorem 4.4.7. Denote the set of normal linear functionals on M by M,.

Proposition 4.5.2. For M C B(H) a von Neumann algebra, M, is a closed subspace of M*.

Proof. Let () C M, be a net converging in M* to ¢. By the discussion preceding the above definition,
o = Tr(ay-) for some a, € L'(B(H)). By Remark 4.2.13, ¢ = Tr(a-) for some a € L*(B(H)) and in
particular % is normal. O 2/22/2017

Theorem 4.5.3. As Banach spaces, (M,)* = M.
Proof. Identifying L*(B(#H)) in B(H)*, the remarks at the beginning of this section imply
M. = LNBOH) /M-

where
M ={ac L"(B(H)): Tr(azx) =0 Va € M}.

From general Banach space theory (¢f. [2, Theorem 1.10.17]), it follows that
(M.)" = (L' (B(H)/M*)" = (M)*,

where

(tM)*t = {z € B(H): Tr(az) =0 a €+ M}.
Furthermore, (+M)+ is the weak* closure of M (cf. [2, Proposition 2.6.6]). Since the weak* topology
coincides with the o-WOT, M is weak* closed because it is closed in the WOT. Thus (M,)* = M. O
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In light of the above theorem, we make the following definition.
Definition 4.5.4. For a von Neumann algebra M, M, is called the predual of M.

The theorem also implies that the weak* topology (identifying M = (M,)*) is exactly the o-WOT
restricted to M. Thus by the Banach-Alaoglu theorem we obtain the following:

Corollary 4.5.5. The unit ball in M is compact in the c-WOT.

4.6 Positive Normal Linear Functionals

In this section we show that the positive, normal linear functionals have a much nicer characterization than
0-WOT continuity. Recall that M* is an M-M bimodule:

(a-¢-b)(x) = p(bxa) a,b,x € M.

Lemma 4.6.1. Let p,vp € M™* be positive. Suppose there exists a projection p € M such that p -1 - p is
normal and o(p) < ¥(p). Then there exists a non-zero projection ¢ € M such that ¢ < p and p(z) < (x)
for all x € gMgq, x > 0.

Proof. Consider the set S of operators x € M such that 0 < z < p and ¢(z) > ¥(z). If (x,) C S is an
increasing net, then the net is uniformly bounded by p and hence by Lemma 3.1.1 (z,) converges strongly
to x = sup,, Zo. Note that 0 < x < p and = > z,. By Lemma 4.4.4, (z,) converges o-strongly to z and
consequently converges o-weakly. Since p - ¢ - p is normal, we therefore have

() = P(prp) = lim ¢ (prap) = lim(za)

By © > x4, we have o(z) > ¢(x4) > ¥(x,). Thus ¢(x) > 9(z), and = € S. By Zorn’s Lemma there exists
a maximal operator z¢ € S. Note that p(p) < ¥(p) and p(xg) > ¥(xp) imply z¢ < p. Consequently, there
exists € > 0 such that

q = X[e,1)(p — o) # 0.
We have ¢ < p, and if 0 < y < eq then zg < ¢ +y < zg + €¢ < p. By maximality of zg,
P(xo +y) < ¥(zo +y) < p(x0) +Y(y).

Thus ¢(y) < ¥(y). For arbitrary y € ¢Mgq positive, we have HeTHy < eq and so by rescaling we obtain
e(y) < v(y). 0

Theorem 4.6.2. Let M be a von Neumann algebra and ¢ € M* be positive. Then the following are
equivalent:

(i) ¢ is normal.
(ii) There exists & = (&,) € (2(N,H) such that p = we .
(iii) There exists a positive a € L*(B(H)) so that ¢ = Tr(a-).

(iv) If (xq) C M is a bounded, increasing net then

(suprq) = sup (Tq).
[0 «

(v) If {pi}icr C M is a family of pairwise orthogonal projections, then

(> pi) = vp)-

i€l i€l

39



Proof. (i)=>(ii): From Theorem 4.4.7 we have ¢ = w,, ¢ for n, (10?(N, H). Since ¢ is positive, it follows that
wy,¢ = W¢,n and consequently,

1 1
Y= an-"CﬂH‘C - an—c,n—O

But then ¢ < twy (¢ y4¢, and so letting K = (M ® C)(n+ ¢) C H ® 2N,

ExK>(zel)n+),(ye1)n+) — ey z)

defines a boudned sesquilinear form on K. Thus there exists a positive operator T € B(K) such that

ey z) = (T(z®@1)(n+¢),(y@1)(n+0).
Note that for z,y, z € M we have

(Ge)TEeol)m+0),(y)n+ )= (T(xze)n+C),((z7y) @ 1)(n+()

Thus T € (M ® C)’, and therefore
ely"s) = (@@ DT+ ). T (1 +¢))

In particular, letting &€ = T"/2(n 4 ¢) € (N, H), we have ¢ = we ¢. .

(ii)=(iii): Using the isomorphism H ® ¢?°N =2 HS(/2N,H), let b € B(¢2N,H) be the Hilbert-Schmidt
operator corresponding to £ € H®¢?N. Then a := bb* € B(H) is positive, and by Lemma 4.3.5 a € L(B(H))
with

Tr(za) = Te(b*wb) = (b, b)yg = ((z @ 1), &) = we e(x) = w(),
for x € M.

(iii)=(iv): Recall that by Lemma 3.1.1, (z,) converges strongly to x := sup,, . Because the z, are
uniformly bounded in norm, Lemma 4.4.4 implies (z,) converges to z in the 0-SOT. Consequently (z,,) also
converges to x in the o-WOT. Since Tr(a-) is o-WOT continuous, we have

p(z) = Tr(azx) = sgp Tr(azy) = sgp o(Tq).

(iv)=-(v): This is clear. 2/24/2017
(v)=(i): We will show ¢ is normal by comparing it to x — (z&,&) for some £ € H, which is clearly

normal.
Let p € M be a non-zero projection. Then there exists £ € H such that ¢(p) < (p€,&). Define ¢ € M*

by ¥(z) = (z&, ). Clearly ¢ is normal and hence so is p- 1 - p. Let ¢ € M be the projection guaranteed by

Lemma 4.6.1. Then for any z € M we have

lo(xq)|* = | (g, 1), I* < p(gz*zq)p(1) < Plga*zq)p(1) = (gz*zgé, &) p(1) = ||lzg€| e (1).

Observe that this implies ¢q - ¢ is SOT continuous and hence normal.
Now, by Zorn’s Lemma we can find a maximal family {g¢;};c; of pairwise orthogonal projections such
that ¢; - ¢ is normal for each i € I. By maximality, > ¢; = 1 and so by (v) we have

(1) = o(g)
iel
Thus for any € > 0 we can find a finite subcollection J C I such that if ¢ = ), ; ¢; then o(q) > ¢(1) — ¢,
or p(1 —q) <e. For x € M we then have

(e —q-0)@)? = ezl —g))* = (1 —q,2%),1* < o(1 — q)p(za”) < €]|z]|*p(1).

Thus the finite partial sums of };_; ¢; - ¢ converge uniformly to ¢. These finite partial sums are normal as
finite sums of normal linear functionals, and consequently ¢ is normal by Proposition 4.5.2. O
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4.7 Kaplansky’s Density Theorem

We use the approach of [3, Section 2.6] to prove Kaplansky’s density theorem, which roughly says the

following: Let A C B(H) be a *-algebra and B = a%°r Clearly any b € B can be realized as the SOT limit
of a net (ay) C A, but in fact we can actually demand that the net is uniformly bounded by ||b||.

Lemma 4.7.1. Let (x), (Yo) C B(H) be strongly convergent nets. If (z4) is uniformly bounded, then (x4yq)
is strongly convergent.

Proof. Let x,y € B(H) be the respective strong limits of (z4) and (y,), and let R = sup ||z,]||. For £ € H
we have

2y — Zayalll < [[(z — za)ys|l + lza(y — ya )€l < l[(z — za)yéll + Rl (y — ya)S |-
Thus (z4Ya) converges strongly to zy. O

Proposition 4.7.2. If f € C(C), then the map x — f(x) on normal operators in B(H) is SOT continuous
on bounded subsets.

Proof. Let (z) C B(H) be a net of uniformly bounded normal operators converging strongly to x € B(H).
Let R = sup,, ||z«||. The Stone-Weierstrass theorem allows us to approximate f uniformly on {z € C: |z| <
R} by a sequence polynomials (p,(z,z)). The previous lemma and the fact that taking adjoints is SOT con-
tinuous for normal operators imply that for each n € N the net (p, (x4, %)) converges strongly to p,(x, z*).

@
Since the sequences (p,(z,z*)) and (pn(xq,x})) converge uniformly to f(x) and f(x,), respectively, we see

that f(x,) converges strongly to f(z). O
For x € B(H) self-adjoint, the unitary operator
(x—i)(xz+i)" = (xz4+19) "z —1)
is called the Cayley transform of x.
Proposition 4.7.3. The Cayley transform is SOT continuous.

Proof. Let (zo) C B(H) be a net of self-adjoint operators converging to a self-adjoint operator z € B(H).
Note that by the spectral mapping theorem ||(z4 + i)~ '|| < 1 for all a. For £ € H we have

(@ = i)(@ + )71 = (za — i) (za +0) €] = [[(wa + )7 [(@a + 1) (@ — 1) = (20 — i) (z + )] (& — )7 ]|
= [2i(za +19) 7 [z — 2a] (z —9) T HE]|
< 2|fx - za](z —2)7HE].
Thus strong convergence of (z) to z implies the strong convergence of their respective Cayley transforms. [

Corollary 4.7.4. If f € Co(R), then the map x — f(x) on self-adjoint operators is SOT continuous.

Proof. Since f vanishes at infinity,

0 ifz=1
2) =
9(2) f (z}fz) otherwise
defines a continuous function on T C C. By Proposition 4.7.2; = — g(z) is SOT continuous on the set
of unitary operators. Then using Proposition 4.7.3, we see that = — g((z —i)(x +1i)~!) = f(x) is SOT
continuous as the composition of two SOT continuous maps. O

For S C B(H), write S ,. for the self-adjoint operators in S, and write (S); for the operators in S with

norm at most one.
Theorem 4.7.5 (Kaplansky’s density theorem). Let A C B(H) be a *-algebra and let B = A% Then:

(i) The SOT closure of As 4. is Bs.q..
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(i) The SOT closure of (A)y is (B)1.

Proof. Note that we assume A is uniformly closed; that is, that A is a C*-algebra. Using that SOT conver-

. . . ——5s0T
gence implies WOT convergence, it is easy to check that A, ,. C Bs.a.. Now let z € B, ., then there

exists a net (z,) C A converging strongly to x. Since taking adjoints is WOT continuous, we have that

* . . . . soT woT
(%) converges weakly to x. Since A, ,. is convex, Corollary 4.4.6 implies Ag .. = Ag.q. Sz

Thus By, = AS_GASOT.
—3
Now, using the principle of uniform boundedness, we see that (A4); C (B)1. If (z4) C As.q. converges
strongly to & € By, then taking f € Co(R) with f(¢) = ¢ for t < ||z||, and |f(¢)] < ||z|| otherwise, we have
that (f(zq)) converges strongly to f(x) = by Corollary 4.7.4. Thus (As.4.)1 is SOT dense in (Bs.4.)1. So,
for « € (B); let us consider

- < f . ) € (Ms(B))1.

Note that Z is self-adjoint. Since M3(A) is SOT dense in M>(B), the above implies there exists a net
(Zo) C (M2(A)s.q.)1 converging strongly to &. Let xz, be the (1,2)-entry of Z,. Then z, € (4); and (z4)
converges strongly to x. O

Observe that if A = M is a von Neumann algebra, then the second part of the above theorem implies
(M); is SOT closed. Conversely, for a unital x-subalgebra A C B(H), if (A); is SOT closed, then it easily
follows that A is SOT closed and hence A is a von Neumann algebra. Using Corollary 4.4.6, Proposition
4.4.4, and Corollary 4.4.10, we can make the same assertion in the other topologies. This yields the following
corollary.

Corollary 4.7.6. Let A C B(H) be a unital x-subalgebra. The following are equivalent:
(i) A is a von Neumann algebra.

(i) (A)y is SOT closed.

(4)
(iii) (A)1 is WOT closed.
(iv) (A)1 is 0-SOT closed.
(4)

(v) (A)1 is o-WOT closed.
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Chapter 5

Types of von Neumann Algebras

The material in this chapter is adapted from [3, Chapter 3].

5.1 Lattice of Projections
Definition 5.1.1. Let {p;}ic; C B(H) be a family of projections (not necessarily pairwise orthogonal). The

infimum of {p;}ics is the projection ﬂpﬂ-[ and is denoted /\pi. The supremum of {p;};cs is the
iel icl

projection [U pﬂ—[] and is denoted \/ ;.

iel i€l

Observe that for a family of projections {p; }ier,

Vpi=1-A\1-p)

el i€l

and
Api=1-\/(1-p)
el el

For each j € I we have A\,c;pi < pj < V,erpi-
Let M C B(H) be a von Neumann algebra, and let P(M) denote the set of projections in M. If
{pi}ticr CP(M), then A, p;,\/;,pi € P(M). Indeed, it is easy to see that

span(ﬂpﬂ—l) and span(UpiH)

iel icl
is reducing for M’, and so A, p; and \/, p; belong to M" = M by Lemma 2.2.3. 2/28/2017

Definition 5.1.2. For p,q € P(M), we say that p is sub-equivalent to ¢ (in M) and write p < ¢ if there
exists a partial isometry v € M such that v*v = p and vv* < ¢q. We say p is equivalent to ¢ (in M) and
write p ~ ¢ if there exists a partial isometry v € M such that v*v = p and vv* = q. If p < g but p £ q, we
write p < q.

Remark 5.1.3. If p,q € P(M) are such that p < ¢, then p < ¢ with partial isometry v = p.

Proposition 5.1.4. For M C B(H), the relation < is a partial ordering on P(M), and the relation ~ is an
equivalence relation on P(M).

Proof. Let p,q,r € P(M) with p = ¢ and ¢ < r. Then there exists partial isometries u,v € M so that
u*u = p, uu* < q, v*v = q, and vv* < r. It follows that

qu = quu*u = uu'u = u,
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so that
vu)* (vu) = v v*ou = urqu = vwtu =
( ) q p

and
(vu)(vu)* = vuu™v < vgu* = v(v*V)v* = Vvo* <

Thus p < r. The same argument shows that ~ is transitive, and ~ is clearly reflexive and symmetric. O

For M a von Neumann algebra, suppose 7 € M* is a tracial state. Let p,q € M be projections such that
p = ¢ with partial isometry v € M satisfying v*v = p and vv* < ¢. Then
7(p) = 7(v*v) = 7(vv") < 7(q).

Moreover, if p ~ ¢ then 7(p) = 7(¢q). We will eventually see that when M is a factor with a faithful tracial
state T, then p ~ ¢ if and only if 7(p) = 7(q). That is, the equivalence classes of projections are parametrized
by images under 7. Let us explore the notion of equivalence for projections further.

Proposition 5.1.5. For M C B(H) a von Neumann algebra, p < q and q < p for p,q € P(M) implies
p~gq.

Proof. Let u,v € M be partial isometries so that u*u = p, uu* < ¢, v*v = ¢, and vv* < p. Set pg = p — vv*,
qo = up,u*, and inductively define sequences of orthogonal projections (check this) (py,,), (¢n) by

Pn = Vqn—1v"  and g, = upyu’.

Note that p, < vv* < pfor all n > 1, while pg L vv* and pg < p, and ¢, < uu* < ¢ for all n > 0. Also define

00 00
P ::p_zpn and Goo ::q_ZQn-
n=0 n=0

Let
o0
w = Zupn + 1" P

n=1

We claim w*w = p and ww* = q. We will break the argument up into smaller claims.

Claim 1: (upn)*(upm) = p=mpPn and (up,)(upm)* = dp=mdn.
We compute
(upn)™ (Upm) = PrU UPm = PnPPm = Sn=mPn-
Also
(upn)(upm)* = upnme* = 5n:muan* = On=mn-

Claim 2: (v*poc)* (V" Poc) = Poo and (V" Poc)(V7Poc)” = Goo-
Let v = v* (p — ZIZ:O pn). Then

k k k k—1
i =" <p—zpn) T T ORI
n=0 n=0 n=1 n=0

where we are using Proposition 1.4.2 to assert v*pv = ¢ and v*p,,v = ¢,—1. Also, since pgvv* = 0 we
have

k k k k k
UZ’Uk = <p an) vo* (p an) =" — an =P —Po— an =p—- an-
n=0 n=0 n=1 n=1 n=0

Thus &

(0"poe) (Vo) = lim vfo = lim p— Y pu = pe,

n=0
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and
k—1

*oo >kc><:*:1 =l - n = Qoo
(U Poo) (17 poc)™ = lim vpvj; = lim g ;Oq q
where the limits are in the SOT.
Claim 3: (up,)*(v*Poo) = 0, (V' poo)*(upn) = 0, (v*poo) (upn)* = 0, and (upy,)(v*pss)* = 0 for all n € N.
First note that by taking adjoints, the second equality follows from the first and the fourth from the
third. Now, Proposition 1.4.2 implies p,u* = u*q, and v*ps = ¢oov™. Thus
(upn)*(v*poo) = PV Poo = U GnGocv™ = 0.
Also
(U*poo)(upn)* = V" Poopru” = 0,

and so the claim follows.
From Claims 1-3 we have w*w = >">° | pp + Do = p and ww* =3 > | gn + ¢oo = ¢. Thus p ~ q. O

Lemma 5.1.6. Let M be a von Neumann algebra. If {p;}icr and {qi}icr are two families of pairwise
orthogonal projections such that p; = q; for each i € I, then Zielpi =< Ziel q;- In particular, if p; ~ q; for
each i € I, then Y i~ > ic; G-

Proof. Let u; € M be a partial isometry such that uju; = p;, and u;u} < g;. Write r; = u;u; and note that
{ri}ier is pairwise orthogonal because {q;}icr is. We have for i # j

U U = U WU U UG = g riruy = 0,

and

uiu; = ulufuzu;u]u’; = uipl-pju;f =0.
Consequently,

(T (Tu)-Tuw-3n

iel jel iel iel

and
*
(Zu) (Su) ~Susi-Trexa
i€ jel ic il iel

Thus Y p; = > ¢. The last assertion follows from the above and Proposition 5.1.5. O 3/1/2017

Lemma 5.1.7. For M C B(H) a von Neumann algebra and x € M, [zH], [z*H] € M and [vH] ~ [z*H].

Proof. That these projections lie in M follows from Lemma 2.2.3 since the subspaces H and 2*H are clearly
reducing for M’. However, we also show this direclty. Let = v|x| be the polar decomposition. Recall that
v € M and v*v = [z*H] and vv* = [xH]. Thus the projections are equivalent. O

Proposition 5.1.8 (Kaplansky’s formula). For M C B(H) a von Neumman algebra and p,q € P(M),

(pVag—p)~(a=pAq)
Proof. Consider x = (1 — p)q. Then ker(x) = ker(q) ® (pH N qH). Thus
[#"H]=1-(1-q)+pAg)=q—pAq
Since o = p(1 — q), symmetry implies
tH]=(1-p-(1-gN(1=-p =1-p-(1—-pVg)=pVg—p

The equivalence then follows from Lemma 5.1.7. O
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Definition 5.1.9. For z € M, the central support of x, denoted z(z), is the infimum of all central
projections z € P(Z(M)) satisfying zz = zx = . We say p,q € P(M) are centrally orthogonal if z(p)
and z(q) are orthogonal.

Note that for p € P(M), p < z(p). Thus if p,q € P(M) are centrally orthogonal, then they are also
orthogonal.

Lemma 5.1.10. Let M C B(H) be a von Neumann algebra. The central support of p € P(M) is

2(p) = \/ lepH] = [MpH].

zeM

Proof. Let z = [MpH]. Since M is unital, we have p < z. Because MpH is clearly reducing for M and M’,
we have that z € M N M’ = Z(M). Thus z(p) < z. Conversely, for any x € M we have

xpH = zz(p)pH = z(p)xpH,
which implies [zpH] < z(p). Since this holds for all z € M, we have z < z(p). O

Proposition 5.1.11. Let M C B(H) be a von Neumann algebra. If p,q € P(M) satisfy p = q then
z(p) < 2(q)-

Proof. Let v € M be such that v*v = p and vv* < ¢. Recall that vv* = F(v) = [vH]. We have by Lemma
5.1.10
z(p) = [MpH] = [Mv*vH] < [MvH] = [Mvv*H] < [MqH] = z(q). O

Proposition 5.1.12. Let M C B(H) be a von Neumann algebra. For p,q € P(M), the following are
equivalent:

(i) p and q are centrally orthogonal.

(i1) pMq = {0}.
(i) There does not exist non-zero projections pg < p and qo < q such that po ~ qo.

Proof. We first show (i) and (ii) are equivalent. If p and ¢ are centrally orthogonal, then for any x € M we
have

prq = pz(p)zz(q)q = prz(p)2(q)q = 0.

Thus pMq = {0}. Conversely, if pMq = {0}, then by Lemma 5.1.10 pz(q) = p[Mq¢H] = 0. This implies
p <1—2(q), and since 1 — z(q) € Z(M) we have z(p) < 1 — 2(q). That is, z2(p)z(gq) = 0. Thus (i) and (ii)
are equivalent.

Next we show (ii) and (iii) are equivalent. Suppose (ii) does not hold and let z € M be such that pzq # 0.
Then gz*p # 0 and consequently, py := [prqH] and qo := [gz*pH] are non-zero projections. Clearly py < p
and gy < ¢, and by Lemma 5.1.7 pg ~ go. Conversely, suppose (iii) does not hold and py < p and ¢y < ¢ are
non-zero projections such that py ~ qo. Let v € M be a partial isometry so that v*v = pg and vv* = qq.
Then v* = pgv*qg so that

pv™q = ppov*qoq = pov*qo = v* # 0.
Thus pMgq # {0}, and we see that (ii) and (iii) are equivalent. O

Theorem 5.1.13 (Comparison theorem). Let M C B(H) be a von Neumann algebra. For p,q € P(M),
there exists z € P(Z(M))
zp = zq and (1—-2)g =< (1-2)p.
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Proof. By Zorn’s lemma there exists maximal families {p; };c; and {g; };cs of pairwise orthogonal projections
such that p; ~ ¢; for all 7 € I and

Po = Zpi <p

el

qo izzqz‘ <q.

icl

Note that pg ~ go by Lemma 5.1.6. Denote z := z(¢ — qo). By maximality of the families, Proposition 5.1.12
yields z(p — pg)z = 0. Consequently, (p — pg)z = 0, or pz = ppz. Now, if v € M is such that v*v = py and
vv* = qg, then one easily checks that pgz ~ qpz via the partial isometry vz. Thus

Pz =poz ~ qoz < qz.

Similarly, po(1 — z) ~ go(1 — 2) and since ¢ — o < z we have
a1 = z) =qo(1 = z) ~po(1 — z) < p(1 - 2). O

Corollary 5.1.14. Let M C B(H) be a von Neumann algebra. If M is a factor, then for p,q € P(M)
ezactly one of the following holds:

P=q p~q q=p-

Proof. By the comparison theorem, there exists z € P(Z(M)) so that pz < ¢z and p(1 —z) < g(1—z). Since
Z(M) = C, we have either z =0 or z =1 and the result follows. O

5.2 Types of Projections

Definition 5.2.1. For M C B(#H) be a von Neumann algebra, p € P(M) is said to be
e minimal if p # 0 and ¢ < p implies ¢ = 0 or ¢ = p; equivalently, dim(pMp) = 1.
e abelian if pMp is abelian.
e finite if ¢ < p and ¢ ~ p implies p = q.

e semi-finite if there exists a family {p;};c; of pairwise orthogonal, finite projections such that p =

2ier Pi-
e purely infinite if p # 0 and there does not exist any non-zero finite projections g < p.
e properly infinite if p # 0 and for all non-zero z € P(Z(M)) the projection zp is not finite.

Furthermore, M is said to be finite, semi-finite, purely infinite, or properly infinite if 1 € M has the
corresponding property.

For a projection p € P(M) we immediately have the following implications:
minimal = abelian = finite = semi-finite = not purely infinite,

and
purely infinite = properly infinite

In the following section, we will use the notions in the above definition to classify von Neumann algebras
by “types.” We first further develop the theory of projections by examining which operations preserve the
above properties. For example, we shall see that being abelian, finite, semi-finite, or purely infinite is passed
to subequivalent projections.

Proposition 5.2.2. A von Neumann algebra M C B(H) is finite if and only if all isometries are unitaries.
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Proof. Suppose M is finite and let v € M be an isometry: v*v = 1. Then vv* < 1 and so by finiteness
vv* = 1. That is, v is a unitary. Conversely, suppose every isometry is a unitary. Suppose p < 1 satisfies
p~ 1. Let v € M satisfy v*v = 1 and vv* = p. Then v is an isometry and hence a unitary, and therefore
p =vv* =1. Thus 1 is finite. O

The proposition implies that B(H) is finite if and only if A is finite dimensional. When # is infinite
dimensional, letting {&; }sc; be an orthonormal basis for # we have 1 = ., [C&;] so that B(H) is semi-finite.

Lemma 5.2.3. Let M C B(H) be a von Neumann algebra. Let {p;}icr C P(M) be a family of pairwise
centrally orthogonal projections. If p; is abelian (resp. finite) for each i € I, then p = ), ; p; is abelian

(resp. finite).
Proof. Suppose each p;, i € I, is abelian. By Proposition 5.1.12, we have p;zp; = 0 for 4,j € I with i # j.
Thus

prp =Y pirpi.
iel

Since p; M p; is abelian we have
(pp)(pyp) = > _ pizpiyp: = Y piypiap; = (pyp) (prp).
icl iel

That is, pMp is abelian.
Suppose each p;, i € I, is finite. Let v € M be such that v*v = p and vv* < p. Then for u; := vz(p;),
i € I, we have

uju; = 2(pi)pz(pi) = pi
and
uu; = vz(p;)v" = z(pi)vv* < z(pi)p = pi-

By finiteness, we have w;uf = p; for each i € I. Now, because {p;};cr are pairwise centrally orthogonal, we
have z(p) = > _,;c; 2(pi). Also note that since vp = v, we have vz(p) = vpz(p) = vp = v. Thus

v = vz(p)v* = sz(pi)v* = Zuzuf = Zpi =p
icl icl iel
Therefore p is finite. O

Proposition 5.2.4. Let M C B(H) be a von Neumann algebra. Let p,q € P(M) be non-zero projections
that satisfy p <. If q is abelian, then p is abelian.

Proof. If p < q, then pMp is a subalgebra of pMp. In particular it abelian.
If p ~ g, let v € M be such that v*v = p and vv* = ¢. Then p = p? = v*qu. Thus for z,y € M we have
(pzp)(pyp) = (v*quav™qu)(v*quyv™v) = v*(quav™q)(quyv™q)v = v*(quyv*q)(quav™q)v = (pyp) (prp).

Thus pMp is abelian.
Finally, if p < ¢ then p ~ gy < g for some projection gg. Then by the above, ¢q is abelian and therefore
so is p. O

Proposition 5.2.5. Let M C B(H) be a von Neumann algebra. Let p,q € P(M) be non-zero projections
that satisfy p = q. If q is finite (resp. purely infinite), then p is also finite (resp. purely infinite).

Proof. Suppose ¢ is finite, and further suppose p ~ ¢q. Let v € M be such that v*v = p and vv* = ¢q. If
u € M satisfies u *x u = p and uu* < p, then

(vuv™)* (vuv™®) = vu v Vuv® = vutpur® = vuFuw® = vpu* = vv* =g
and
(vuv™) (vuv™)* = vuvFvu v = vuputv* = vuutv* < vpv* =g.
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Since ¢ is finite, we must have (vuv*)(vuv*)* = ¢. But then

wu® = pupu’p = v* (vuv®) (vuv™ ) v = viqu = p.
Thus p is finite.
Now assume p < ¢q. If u € M is such that v*u = p and wu* < p, then for w = u + (¢ — p) we have

w'w =uu+u*(g—p)+(g—plu+(¢—p)=p+(¢—p) =g,

and
ww* =vu* +ulqg—p) +(@—pu"+(¢—p) =uwu"+(¢—p) < q

Since g is finite, we have uu* 4 (¢ — p) = ¢ or uu* = p. Thus p is finite. In general, if p < ¢, then there exists
go € P(M) such that p ~ go < g. By the two previous arguments we see that p is finite.

Finally, if ¢ is purely infinite then it has no finite subprojections. If p < ¢ had a finite subprojection
po < p, then pg < ¢. In particular, pg ~ gg < ¢, which is finite by the above arguments, a contradiction. [

Proposition 5.2.6. Let M C B(H) be a von Neumann algebra. A projection p € P(M) is semi-finite if
and only if it is a supremum of finite projections. In particular, the supremum of semi-finite projections is
again semi-finite. Moreover, any subprojection of a semi-finite projection is also semi-finite.

Proof. If p € P(M) is semi-finite, then by definition it is the sum (hence supremum) of an pairwise orthogonal
finite projections. Conversely, suppose p = \/,; p; for {p;}icr C P(M) finite projections. Let {q;};cs be a
maximal family of pairwise orthogonal finite subprojections of p. Suppose, towards a contradiction, that
q:=p-— Zje] gj 7 0. Then, by definition of the supremum, there exists ¢ € I so that ¢ and p; are not
orthogonal. In particular, they are not centrally orthogonal and so by Proposition 5.1.12 there exists non-
zero qg < q so that gy < p;. Thus qg is finite by Proposition 5.2.5, which contradicts the maximality of
{gj}jes. The final observation follows from the fact that the above argument also works if p <'\/, p;. O

Corollary 5.2.7. Let M C B(H) be a von Neumann algebra. For p,q € P(M), if q is semi-finite and p < q,
then p is semi-finite.

Proof. Suppose p ~ q. Let v € M be such that v*v = p and vv* = ¢. Since ¢ is semi-finite, there exists a
family {q; }icr of pairwise orthogonal finite projections such that ¢ = >, ¢;. For each i € I, define p; := v*g;v.
It easily follows that {p;}ics is a pairwise orthogonal family such that p = )", p;. For each i € I we have that
pi ~ q; via the partial isometry vp;, and consequently p; is finite by Proposition 5.2.5. Thus p is semi-finite.

If p < g, then p ~ g for some gy < q. By Proposition 5.2.6, gy is semi-finite and so by the above p is
semi-finite. O

Corollary 5.2.8. Let M C B(H) be a von Neumann algebra. If p € P(M) is semi-finite (resp. purely
infinite), then the central support z(p) is also semi-finite (resp. purely infinite).

Proof. Suppose p is semi-finite. By Lemma 5.1.7, [xpH] ~ [pz*H] < p for all x € M. Thus [zpH] is
semi-finite by Corollary 5.2.7. Since

2(p) = \/ [xpH]

zeM

by Lemma 5.1.10, z(p) is semi-finite as the supremum of semi-finite projections.

Now suppose p is purely infinite. If ¢ < z(p) is a non-zero finite projection, then p and ¢ are not centrally
orthogonal. Thus Proposition 5.1.12 implies there exists non-zero p > py ~ qo < ¢. But then pg is finite
by Proposition 5.2.5, contradicting p being purely infinite. Thus z(p) has no non-zero finite subprojections;
that is, z(p) is purely infinite. O

Lemma 5.2.9. If M C B(H) is a properly infinite von Neumann algebra, then there exists p € P(M) such
that p ~ (1 —p) ~ 1.
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Proof. We first claim that for any non-zero z € P(Z(M)), there exists r € P(M) such that r < z and
re~ (z(r)—r)~ z(r).

Fix a non-zero z € P(Z(M)). By definition, z is not finite so there exists v € M such that v*v = 2
and vv* < 1. Define py := z — vv*, and p, := v™po(v*)" for all n € N. It easily follows that {p,}n>0
are pairwise orthogonal, equivalent projections. Let {¢;};cr be a maximal family of pairwise orthogonal,
equivalent subprojections of z extending {p,}n>0. Let J C I be a subset with the same cardinality as I.
Fix jo € J, and note that by Lemma 5.1.6

SNoai~d g~ > g

icl jed j€I\{do}

since J is infinite. Define qo := z — >_,.; ¢i, then by the comparison theorem there exists 2’ € P(Z(M))
such that goz’ < ¢;,2’ and g¢j,(1 — 2’) < go(1 — 2’). Observe that if 2/ = 0, then there exists g < go such
that ¢oo ~ ¢j,, which means {g~} U {¢;}icr contradicts the maximality of {g;}icr. Thus 2’ # 0 and so

22" = qo7’ + Zqiz’ ~ qo7 + Z q;2" = g7 + Z g7 = quz' < z7.
i€l J€I\{io} J€I\{io} jeJ
Consequently, zz' ~ Ej ¢ 457" by Proposition 5.1.5. Choosing J so that I\ J also has the same cardinality

as I, we have r ~ (22" —r) ~ 22’ for r 1=}, ;¢;2". We also have that z(r) = zz’. Indeed, r < 22’ so

z(r) < zz’. On the other hand, there exists u € M so that u*u = r and uu* = zz’. Thus
272" = [22'H] = [wuH] = [uru*H] < [urH] < z(r).

So 7~ (z(r) —r) ~ z(r).

Let {r;}rex be a maximal family of centrally orthogonal projections such that ri ~ (2(rg) —7r) ~ 2(rg).
We must have ), . z(rx) = 1, since otherwise the above claim applied to 1 — ), z(rx) would contradict
maximality. So p := )", ry is the desired projection by Lemma 5.1.6. O

Proposition 5.2.10. Let M C B(H) be a von Neumann algebra. For finite p,q € P(M), pV q is finite.

Proof. By Kaplansky’s formula,
pPVqg—q~p—pAgq.

Thus pV g — g = p and is therefore finite by Proposition 5.2.5. In light of this, it suffices to consider the case
when p and ¢ are orthogonal, in which case pV ¢ = p + ¢. By considering the compression (p + ¢)M (p + q),
it further suffices to suppose p + ¢ = 1.

Let {z;}ier C P(Z(M)) be a maximal family of centrally orthogonal, finite, central projections. Let
Zp = Y, zi, which is finite by Lemma 5.2.3. If 29 = 1 then we are done, so by considering (1 — zp)p and
(1 — 20)q in the compression (1 — 2p)M, we may assume zp = 0. That is, we may assume M is properly
infinite.

Consequently, Lemma 5.2.9 implies there is a projection r € P(M) such that r ~ (1 —r) ~ 1. By the
comparison theorem, there exists z € P(Z(M)) such that

z-(pAT)Rz-(gAN(1=1)) and 1—2)-(gA(1=r)=2(Q—=2)-(pAT)
Thus
zr=z-(r—=pAr)+z-(pAr)3z(r—pAr)+z-(ghN(1—=71))=z(r—(p+9 Ar+q) = zq.

Thus z ~ 2r =< zq < g implies z is finite. Since we are assuming M is properly infinite, it follows that z = 0.
Thus the comparison theorem above actually implies

(AL =r)) 2 (pAT),
so that
l—r=[1-7r)—gAN1=7)]4+gA1-7r)=<[1=-71)—gAN(1—-7)]+pAr=1—qg=0p.

Thus 1 ~ (1 — r) =< p implies 1 is finite, a contradiction. O
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Proposition 5.2.11. Let M C B(H) be a von Neumann algebra, and let p,q € P(M) be equivalent finite
projections. Then 1—p and 1—q are equivalent. Consequently, there exists a unitary uw € M so that upu™ = q.

Proof. By Proposition 5.2.10, pV ¢ is finite. By considering (pV ¢)M(pV ¢), we may assume M is finite. By
the comparison theorem, there exists z € Z(P(M)) and p1,q1 € P(M) such that

(1-pz~q <(1—9q)z and 1-—g)(1—2)~p1 <(1—p)(1-2).

Then
z=(1=plz+pz~qa+q9z<(1—q)z+qz =z

and
l—z2=(1-q)(1-2)+q1—2)~p1+p(1—2) <1 —=p)(1—2)+p(l—2)=1- =z

Since z and 1 — z are finite, we must have ¢; = (1 — ¢)z and p; = (1 — p)(1 — 2). Thus

l-p=(01-pz+(1-p(l-2=>0-pz+pm
~at+(1-g(-2)=01-¢z+(1-qg(l-2)=1-¢

Finally, let v,u € M be such that v*v = p, vv* = ¢, u*u = 1 — p, and vu* = (1 — ¢). Then one can check
that v 4+ u is a unitary element and that (v + u)p(v + u)* = vpv* = gq. O

Definition 5.2.12. For M C B(H) a von Neuamnn algebra, p € P(M) is countably decomposable if
every family of non-zero pairwise orthogonal subprojections is countable. We say M is countably decom-
posable if 1 € M is countably decomposable.

Note that if H is a separable Hilbert space, then 1 € B(H) is separable. Also note that if p is countably
separable, then so is any subprojection.

Proposition 5.2.13. Let M C B(H) be a countably decomposable von Neumann algebra. If p,q € P(M)
are properly infinite projections such that z(p) < z(q), then p =< q. In particular, if M is a factor then all
properly infinite projections are equivalent.

Proof. We first make several reductions. By the comparison theorem, there exists z € P(Z(M)) such that
zp = 2q and (1—-2)g = (1-2)p.

Thus it suffices to show (1 — z)g ~ (1 — z)p. Note that (1 — z)g and (1 — 2)p are properly infinite with
2(1—2)p) = (1 — 2)z(p) < (1 —2)z(q) = z((1 — 2z)q). So by considering (1 — z)M (1 — z), we may assume
g =< p. Let go € P(M) be such that ¢ ~ go < p. Then g is also properly infinite by Proposition 5.2.5, and
z(p) < z(q) = z(qo) by Proposition 5.1.11. Thus we may assume ¢ < p. Finally, by considering pMp we may
assume p = 1.

Thus we assume M is a properly infinite, countably decomposable von Neumann algebra and let ¢ € M
be a properly infinite projection with z(¢) = 1. We must show ¢ ~ 1. By Lemma 5.2.9, there exists ¢o < ¢
such that go ~ (¢ — qo) ~ ¢q. Let v € M be such that v*v = ¢ and vv* = ¢ — ¢o. Define g, := v"™qo(v*)" for
each n € N. Then it is easy to see that {gy, },>0 is a family or pairwise orthogonal, equivalent subprojections
of q. Let {ry,}n>0 be a maximal family of pairwise orthogonal projections such that r,, < ¢, which we note is
countable by the assumption that M is countably decomposable. By Proposition 5.1.12 and the maximality
of {ry}n>0, we must have that 1 — 3 r, and ¢ are centrally orthogonal. Since z(¢) = 1, we must have
> nTn = 1. Since 7, < g ~ qo ~ ¢y for each n € N, we have

oo oo
1= =Y am<q
n=0 n=0

Hence ¢ ~ 1 by Proposition 5.1.5. O
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5.3 The Type Decomposition of a von Neumann Algebra

Definition 5.3.1. A von Neumann algebra M C B(H) is said to be
e type I if every non-zero projection has a non-zero abelian subprojection.
e type II if it is semi-finite and has no non-zero abelian projections.
e type III if it is purely infinite.

Theorem 5.3.2. Let M C B(H) be a von Neumann algebra. Then there exists unique, central, pairwise
orthogonal projections Zy, Zi1, Zin € Z(M) such that Zy+Zn+Zim = 1 and M Zrp is type T forT € {1,11,III}.

Proof. Let Z1 be the supremum of all abelian projections in M. Since a unitary conjuation of an abelian
projection is still an abelian projection, we have uZju* = Zy for all unitaries u € M. Thus Zy € Z(M). If
p < Zjy is non-zero, then by definition of the supremum there exists an abelian projection r € M so that
pr # 0. Consequently, p and r are not centrally orthogonal so there exists non-zero p > pg ~ rg < r.
Proposition 5.2.5 implies that pg is abelian. Thus M Zj is type 1.

Next, let Z1; be the supremum of all finite p € P(M) such that p < 1 — Z;. By the same argument as
above, we have Z; € Z(M). Also, Z1 is semi-finite by Proposition 5.2.6. Since Zy; < 1 — Zj, it has no
non-zero abelian subprojections. Thus M Zyy is type II.

Finally, we let Zy;1 = 1 — Z1 — Z1, which has no finite subprojections because it lies under 1 — Zy;. Thus
M Zy1 is type II1.

Towards showing this decomposition is unique, suppose Pi, Pi1, Pii1 are central, pairwise orthogonal pro-
jections summing to one and such that M P is type R for R € {I, I, III}. Then Py1Zy and Py Zyp are both
finite and purely infinite by Proposition 5.2.5. That is, P1Zr = PiiZi = 0, and consequently Prp < Zpp.
Reversing the roles of Z and P yields Piy; = Zypp. Next, Pi1Z; = 0 as an abelian subprojection of P;. Thus
P < Zy1 and by symmetry we have P = Zp1. Finally

P=1-P1—Pun=1-2n—2m= 1.
So the decomposition is unique. O

Corollary 5.3.3. A factor is either type 1, type 11, or type I11.

Theorem 5.3.4. Let M C B(H) be a von Neumann algebra. Forp € P(M) with z(p) =1 and T € {1, 11, 11T},
M is type T if and only if pMp is type T'.

Proof. Suppose M is type I. Since P(pMp) C P(M), we immediately have that pMp is type I. Conversely,
suppose pMp is type I. If ¢ € P(M), then z(p) = 1 implies p and ¢ are not centrally orthogonal. Thus
there exists non-zero projections p > pg ~ qo < ¢q. Since py € pMp, it has a an abelian subprojection and
consequently so does gp. This abelian projection is also a subprojection of ¢, and so we have that M is type
I.

Suppose M is type II. Then p <1 is semi-finite and has no non-zero abelian subprojections. Thus pMp
is type II. Conversely, suppoe pMp is type II. Then p is semi-finite, and consequently so is 1 = z(p) by
Corollary 5.2.8. By the same argument as above, ¢ € P(M) cannot have any abelian subprojections because
p does not have any. Thus M is type II.

Finally, suppose M is type III. Then p < 1 has no non-zero finite subprojections and so pMp is type III.
Conversely, suppose pMp is type III. Corollary 5.2.8 once more implies 1 = z(p) is purely finite and so M
is type III. O

We next want to show that a von Neumann algebra and its commutant always have the same type. We
first require some technical results.

Lemma 5.3.5. Let M C B(H) be a von Neumann algebra with a cyclic vector § € H. Then for eachn € H,
there exists x,y € M, with x > 0, and ( € xH such that x( = & and y( = 1.
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Proof. Fix n € H and assume ||£]|, ||n]| < 1. As £ is cyclic, there exists a sequence (z,,)n,eny C M so that

k
- anf
n=1

Define

k
1+ Z 4nxk x,.

n=1

hk =

Then (hg) is an increasing sequence of positive, invertible elements so that (h,:l) is a uniformly bounded,
decreasing sequence of positive elements. By Lemma 3.1.1, (h,;l) converges strongly to some positive z such
that x < h,:l for all £ € N. We will show this is the desired x.

Note that for n € N,

1 2

Hxnﬂ‘ < — 4n 4n71 < F

= || +
{=1

Thus for £ € N we have
2 2 n 2 64
[hk€l* = (hz, €) = €] +§ 4" |zné || <1+§ <l+3

Thus {hi€}ren is bounded and therefore (by the Banach—Alaoglu theorem) has a weak cluster point ¢ € H.
Let us show z{ = £. Fix § € H and € > 0, and let k£ € N be such that | ({ —hp&, z6)| < § and

1€z = hiy))oll < gapreey- Then

| <$< _€7§0> | = ‘ << - hkf"' hk£,$§0> - <£a§0> |
< 5 4 g 2go) = (had, i 6o |

= 5+ (g, (& = b o) |

€
< = h
< St

A

€
0 < €
2supy, |||

Thus z¢ = £. Note that since z is self-adjoint, we have ran(x) = ker(x)+. So if we replace ¢ with [2H](, we
still have z( = €.

Since (h;,!) is uniformly bounded, (h;'4¥z}x,h, b)), converges strongly to 4*zx}zix for each k € N by
Lemma 4.7.1. Also, for m > k € N we have

0<h '4*aiah t < ht <1 + 24’%;%) hol=1.

n=1

Thus ||zxz|? = ||Jzzfarz| < 47%. We therefore define

o)
Y= § T,
k=1

so that

oo (oo}
yC=> apan =Yzl =1 [
k=1 k=1

Proposition 5.3.6. Let M C B(H) be a von Neumann algebra with two cyclic vectors §,m € H. Then
[M'€] ~ [M"n] in M.
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Proof. We first note that these projections lie in M since the subspaces are reducing for M’. By the previous
lemma there exists x,y € M, with > 0, and ¢ € 2H so that 2{ = £ and y{ = n. Let p = [M’'(], then
¢ € pxH since ¢ € xH and p{ = (. It follows that

p < [M'paH] < [paH] < [pH] = p.

Thus p = [prH] ~ [zpH] = [aM'(] = [M'E]. Now, [M'n] = [M"y(] = [yM'¢] = [ypH] ~ [pyH] < p ~ [M'¢].
By symmetry we also have [M'€] < [M'n] and therefore obtain equivalence. O

Proposition 5.3.7. Let M C B(H). For any &,n € H, [M'{] < [M'n] in M if and only if [M&] < [Mn)] in
M.

Proof. Note that by the bicommutant theorem, it suffices to proof the “only if” direction. We first show
this holds for equivalence, rather than subequivalence. Suppose there exists v € M so that v*v = [M’€] and
vv* = [M'n]. Then

[M'n] = F(v) = [vH] = [vv"vH] = [vM'¢] = [M"ve].

and
[Muvg] < [ME] = [Mv*v€] < [Mvg],

so that [Mv€] = [ME]. So by replacing & with v€, we may assume [M'n] = [M'¢].
Now, the central support z of [Mn] in M’ is

\ lyMu] = [M'My] = [MM'y] = [MM'€] = [M' M.
yeM’

That is, z is the central support of [Mn] and [M¢] in M’, and the central support of [M'n] = [M'€] in M.
Thus, replacing M with Mz, we may assume all the relevant projections have central support equal to 1.

Denote p := [M'¢] = [M'n] € M. Since z(p) = 1 we have, that M' > y — yp € M'p is a x-algebra
isomorphism. Indeed, if yp = 0 then for any 2 € M and z € M’ we have

yrz€ = yrpz§ = zypz§ =0,

and vectors of the form zz€ are dense since z(p) = 1. Consequently, [M¢] and [Mn)] are equivalent in M’ if
and only if [M¢]p and [Mn]p are equivalent in M'p. Observe that p€ and pn are cyclic vectors for M'p, and
so we obtain the desired equivalence by the previous proposition.

Now suppose [M'¢] ~ ¢ < [M'n] for ¢ € M. Then ¢ = [M’qn] and so by the above we get [M¢&] ~
[Mqn] < [Mn)]. O

Lemma 5.3.8. Let M C B(H) be a finite von Neumann algebra with a cyclic and separating vector. Then
M’ is also finite.

Proof. Let £ € H be a cyclic and separating vector for M. Then by Proposition 3.2.3, £ is cyclic and
separating for M’. We proceed by contrapositive and assume that M’ is not finite.

Let {zi}ier C P(Z(M’')) be a maximal family of pairwise orthogonal finite projections. If zp := >, 2,
then zg is a maximal, central, finite projection. Indeed, if z € P(Z(M")) is finite, then z — 22y < z is a finite
projection orthogonal to zg, so we must have z — zzy = 0 otherwise the maximality of {z;};cr is contradicted.
Thus z = zz9 < 29 and so zg is maximal. Now, (1 — z9)¢ is cyclic for both M (1 — 29) and M'(1 — zp).
Therefore (1 — z)¢ is cyclic and separating for M (1 — zy) by Proposition 3.2.3. Thus, by replacing M with
M(1 — zp) we may assume Z(M') contains no finite projections; that is, M’ is properly infinite.

We next claim that there are no non-zero z € P(Z(M)) such that Mz is abelian. Indeed, for such a
projection z¢ is cyclic for Mz, so by Theorem 3.2.5 Mz = L>°(X, ) for some finite measure space (X, ).
In particular, as shown in Section 2.4.2, Mz = (Mz)’, which is M’z by the proof of Theorem 2.5.7. In
particular, z € P(Z(M'")) is an abelian projection which contradicts M’ being properly infinite. Now, let
{pi}icr € M be a maximal family of centrally orthogonal projections such that p; < z(p;). Let p := )", p;,
which we note satisfies p < 3. 2(p;) = 2(p). By maximality, every subprojection of 1 — z(p) in M is equal
to its own central support. That is, all M (1 — z(p)) is abelian. So by the previous argument, it follows that

z(p) = 1.
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Let ¢ = [Mp€] € P(M’). Since ¢ is separating for M, it is easily seen that 1 is countably decomposable.
So by Proposition 5.2.13 we have

q~ z(q) = [M'Mp¢] = [MpM'¢] = [MpH] = z(p) = 1.

Thus [Mp€] ~ 1 = [M¢] in M’. So by Proposition 5.3.7 we have p = [pM'¢] = [M'p ~ [M'{] =1 in M.
Since p < 1, this means M is not finite. O

Theorem 5.3.9. Let M C B(H) be a von Neumann algebra. For T € {1, 11,111}, M is type T if and only if
M’ is type T.

Proof. By the bicommutant theorem, it suffices to prove the “only if” direction for each T'. First suppose
M is type II, and let ¢ € P(M’) be non-zero. Let & € ker(q)" and take a non-zero finite projection
p < [gM'q€] € Mq. Observe that p§ = pg€ is cyclic and separating vector for pMp and M'p. If M'p is
abelian, then (as in the proof of the above lemma) we have that M'p = (M'p)’ = pMp. However, M is type
IT and so p cannot be an abelian projection. In particular, gM’q cannot be abelian otherwise ¢M'qp = M'p
would be. Furthermore, by Lemma 5.3.8, since pMp is finite so is M’'p. Let z(p) be the central support of p
in Mq. Then we claim M’z(p) finite. Note that by the usual argument,

M'z(p) 3 yz(p) —yp € M'p

is an x-isomorphism. So v € M’z(p) satisfies v*v = z(p) and vv* < z(p), then (vp)*vp = p and vp(vp)* < p.
Since p is finite in M'p, we have vp(vp)* = p. In particular, (2(p) — vv*)p = 0 and so z(p) — vv* = 0.
Thus z(p) is finite in M'z(p), and we have shown ¢ has a finite subprojection. We have shown that M’ has
no abelian projections (so it has no type I direct summand) and that any projection has a non-zero finite
subprojection (so it has no type III direct summand). Thus it must be that M’ is type II.

Next, suppose M is type III. If ¢ € M’ is a non-zero finite projection, then the above argument (applied
to ¢gM’q and M’q rather than M and M’) would imply that Mg is semi-finite, a contradiction. Thus M’
has no non-zero finite projections and is therefore type III.

Finally, if M is type I, then the above arguments imply that M’ cannot have a non-trivial type II or type
IIT direct summand. Thus M is type I. O

We now proceed to examine type I and II von Neumann algebras more closely, producing a further type
decomposition in each of these classes. We will not be able to cover it in these notes, but the class of type
III factors can also be further decomposed into types IIIy for A € [0, 1]. This classification requires very deep
results known as Tomita—Takesaki theory. Essentially, von Neumann algebras of this type can be written
as crossed products via the non-commutative analogue of the group measure space construction, and this
crossed product reveals the parameter A € [0, 1].

5.3.1 Type I von Neumann Algebras

Definition 5.3.10. For a cardinal n, a type I von Neumann algebra M C B(H) is said to be type I, if
1 € M is a sum of n equivalent non-zero abelian projections. We say M is type 1 if it is type I,, for an
infinite cardinal n.

In this section we will previous a decomposition theorem and classification theorem for type I von Neu-
mann algebras. We must first prove some additional results about abelian projections.

Lemma 5.3.11. Let M C B(H) be a von Neumann algebra and p € P(M) with central support z(p) in M.
Then
M'%(p) 5 y(p) = yp € M'p

is a x-algebra isomorphism. In particular, Z(pMp) = Z(Mz(p))p.
Proof. Recall that z(p) = [MpH]. If yp = 0, then for all x € M and £ € H we have

yxpé = wyp§ = 0.

Thus yz(p) = 0. So the map yz(p) — yp is injective, and it easily follows that it is a x-algebra isomorphism.
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Now, using the proof of Theorem 2.5.7 we have
Z(pMp) = Z(M'p).

By the first part of the proof, yp € Z(M'p) if and only if yz(p) € Z(M’z(p)) = Z(M=z(p)). So the claimed
equality follows. O

We have the following immediate corollary:

Corollary 5.3.12. Let M C B(H) be a von Neumann algebra. If p € P(M) has z(p) = 1, then Z(pMp) =
Z(M)p.

Lemma 5.3.13. Let M C B(H) be a von Neumann algebra. If p,q € P(M) are abelian projections such
that z(p) = z(q), then p ~ q.

Proof. First, assume p = ¢ and let v € M be such that v*v = p and vv* = gy < ¢. Since ¢ is abelian we
have, by Lemma 5.3.11, that

qgMq = Z(qMq) = Z(M=2(q))q
Since qo € ¢Mq, we know ¢y = zq for some z € Z(Mz(q)). Using Proposition 5.1.11 we have

z(p) = z(q0) = 2z2(q) < 2(q) = z(p).

(
Thus z(qo) = z(p) = 2(q), so that zz(q) = z(qo) = 2(gq). That is, z(q) < z. Thus z = z(q) and ¢o = ¢, which

means p ~ q.
Now, without assuming p < ¢, the comparison theorem implies there exists z € Z(M) such that
pz=qz and  g¢(1—2z) =p(l-2).
Note that z(pz) = z(p)z = z(q)z = z(gz), and so the above argument implies pz ~ ¢z. Similarly, ¢(1 — z) ~
p(1 —z). Thus p ~ q. O

Lemma 5.3.14. Let M C B(H) be a von Neumann algebra. If n and m are cardinals such that M is both
type I, and I,,, then n = m.

Proof. Let {p;}icr and {g;};ecs be families of pairwise orthogonal, equivalent, abelian projections such
=
iel jeJd
Let n = |I| and m = |J|. Recall that z(p;) constant for ¢ € I by Proposition 5.1.11. Thus
L—2(ps) = (1= 2(p)) Y_pr =0,
kel

so z(p;) =1 for all ¢ € I. Similarly, z(¢g;) =1 for all j € J. So Lemma 5.3.13 implies p; ~ ¢; for all ¢ € I,
jed.
Now, suppose n < oo and fix ig € I. For each i € I and j € J, let v;,u; € M be such that vjv; = uj

7
* * L2
Pig» ViV] = pi, and uju; = g;. Consider the map

1
:va:-‘xvi x € M.
" et

We claim that ®(zy) = ®(yx) for z,y € M. Indeed,
1 1
i) S E f ey = — E * £00;
(zy) -2 ity = V] TURULYV

iel ikel

1
= ﬁ Z (piovjkapio)(piovzyvipio)
i,kel

1
= > Bigviyvrpi,) (i viwvips,) = B(ya).
ikel
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Consequently ®(p;) = ®(g;) = ®(p;,) for all i € T and j € J by equivalence, and it is easy to see that their
common image is p;,. Thus we have

npi, =y ®(p;) =@ (Zm) =o() =0 (> q; | =D 0(q;) = mpi,-

il il jed jed
So n =m.

Next, suppose n is infinite. We must have m infinite, otherwise the above argument would imply n is
finite. Let ¢ € Z(M). be a normal state with support z € Z(M); that is, w € ker(yp) if and only if zwz = 0.
For each i € I, define 0;: Z(M) — p; Mp; by

oi(z) = zp;.
By Lemma 5.3.11, this is an isomorphism since p;Mp; = Z(p;Mp;) = Z(M)p;. Fact: o; and o; ' are
automatically o-WOT continuous. Define p; € M, by
pi(z) = (o7 (piwpi))-

Note that ; is positive and in particular a state. Also, ¢; has support zp;. Now, by 0-WOT continuity we
have

1=pi(1) =¢; Z(Ij = Z%‘(%‘)
jed jeJ
Since ¢;(g;) > 0 for each j € J, the set
J; = {j e J: cpi(qj) > 0}
is countable. Observe that if j & J;, then ¢;(q;) = 0 which means (2p;)q;(z2p;) = 0, or |g;piz|> = 2piq;piz = 0.
Thus ¢;p;z = 0. However, for any j € J
> apiz = g5z,
iel
which is non-zero since z(g;) = 1. Thus ¢;p;z # 0 for some ¢ € I, which means j € J; for some ¢ € I. That
is,
J=JJ
iel

Thus m < n - Ry = n. By symmetry, we have n = m. [

Proposition 5.3.15. Let M C B(H) be a type I von Neumann algebra. Then M can be uniquely decomposed
as a direct sum of type L, von Neumann algebras.

Proof. Fix a cardinal n. We say z € P(Z(M)) is n-homogeneous if z is a sum of n pairwise orthogonal
abelian projections each with central support equal to z. Observe that if {z;}ier C P(Z2(M)) is a pairwise
orthogonal family of n-homogeneous, then z := )" z; is also n-homogeneous. Indeed, let J be an index set

of cardinality n, then for each i € I let {py)} jes be a family of pairwise orthogonal abelian projections that
sum to z; and each with central support z;. For each j € J, define

pj = pr)-

icl

Since the family {p;i)}ie 1 is centrally orthogonal, we have that p; is abelian by Lemma 5.2.3 and

2p) =D 20) =Dz ==

i€l i€l

Since z = Y ; Pj, we see that z is indeed n-homogeneous.
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For each cardinal n, let {z;};cr be a mazimal family of pairwise orthogonal n-homogeneous projections,
and denote Z,, := Zi z;. Then M Z, is a type I, von Neumann algebra since Z,, is n-homogeneous. For
distinct ardinals n and m it is easy to see that Z,Z,, is both n-homogeneous and m-homogeneous. So by
Lemma 5.3.14, Z,Z,, = 0. Thus Zn MZ, is a direct sum decomposition. To see that this is all of M, it
suffices to show that for any non-zero z € P(Z(M)), there exists a non-zero n-homogeneous subprojection
for some cardinal n.

Let p < z be an abelian subprojection such that z(p) = z (which exists by a straightfoward maximality
argument). Let {p;}ics be a maximal family of pairwise orthogonal abelian projections such that z(p;) =
z(p) = z for each ¢ € I. Consequently, p; ~ p for each ¢ € I by Lemma 5.3.13. Denote ¢ := >, p; < z. By
the comparison theorem, there is z; € P(Z(M)) such that

(z—=q)z1 2pxm and  p(l—2) =2 (z—q)(1—2).

Observe that we cannot have p < z — ¢ since this would contradict the maximality of {p;};c;. Thus z; above
is non-zero. Let (z — ¢)z1 ~ q1 < pz1. If ¢ =0, then (z — ¢)z; = 0 and hence

Zpizl =zz.
iel
Also, z(pz1) = z(p)z1 = 221, S0 zz; is an |I]-homogeneous subprojection of z. If ¢; # 0, then ¢4 € pMp =
Z(pMp) = Z(Mz)p. In particular, g1 = z(q1)p. It follows that
2a) =2a)a+2—q) =Y pizlar) + (2 = 9)2(qr)-
icl

We also have z(piz(q1)) = 2(q1), and 2((z — q)z(q1)) = 2((z — @)z1)2(q1) = 2(q1)2(q1) = 2(q1). Thus, z(q1)
is an (|| + 1)-homogeneous subprojection of z.
Finally, the uniqueness of the decomposition follows from Lemma 5.3.14. O

Corollary 5.3.16. A type 1 factor is type 1,, for exactly one cardinal n.

Theorem 5.3.17. Let M C B(H) be a type I, von Neumann algebra. Then M = Z(M)Q@B(K) for a Hilbert
space K with dim(K) = n. In particular, all abelian von Neumann algebras are type 11, and if M is a type
I, factor, then M = B(K).

Proof. We will only consider n < oo, in which case Z(M)®B(K) = Z(M) ® B(K) by Lemma 2.5.4.
Let {p;}icr be a family of pairwise orthogonal, equivalent, abelian projections such that

d_pi=1
el
and |I| = n. Recall that in the proof of Lemma 5.3.14 it was shown that z(p;) = 1 for all ¢ € I.
Fix 19 € I. For each 7 € I, let v; € M be such that
ViU = i

*
ViV = Pi

Then for each pair 4,5 € I, define e;; = v;v;. Note that e;; = p; and e;; = pie;;p; for each 7,5 € I. So it
follows that for i, j,k,l € I:

* — ..
el = eji
€ijerl = 0j=k€il
E ey =1

iel

A collection of operators satisfying these properties is called a system of matriz units (of size n). From these
relations, it is clear that W*(e;;: ¢,j € I) = M, (C) = B(K) for some Hilbert space IC with dim(K) = n.
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For x € M and i,j € I, observe that v;zv; = p;,v;zv;pi, € PiyMpi,. Since p;, is abelian with z(p;,) = 1,
Lemma 5.3.11 implies

Let x;; € Z(M) be such that z;;p;, = v av;. Then we have

* * *
.13:(5 pi>x E pj = E vivixvjvj: E Uixijpioj: E Tij€ij-

iel jed ijel ijel ijel

Thus the map
Z(M)@B(K)> Y zij®eij > Y zijei; € M
i€l 1,j€1

is a surjective *-homomorphism. To see that it is injective, suppose

T = E 2ij Q €55 = E Wij & €45

ijel ijel

for some z;;,w;; € Z(M), i,5 € I. Then z;;p;, = viwv; = w;;p;, for each 4,5 € I. But then Lemma 5.3.11
implies z;; = wy; for each ¢,j € I. Thus we have the claimed isomorphism. O]

5.3.2 Type Il von Neumann Algebras

Definition 5.3.18. A type II von Neumann algebra M C B(H) is said to be type II; if it is finite, and is
said to be type Il if M is properly infinite.

Theorem 5.3.19. Let M C B(H) be a type II von Neumann algebra. Then there exists unique, central,
pairwise orthogonal projections Zi,, Zu.,, € P(Z(M)) satisfying Zu, + Zu,, = 1, and such that M Zyy, is
type 11y and M Zyn_ is type .

Proof. Let {z;}icr be a maximal family of pairwise orthogonal central finite projections. By Lemma 5.2.3,
Zm, =y, % is finite. Thus M Zyy, is type II;.

Define Zy1_ := 1 — Zy1,. Then by maximality of {z;};cr, Z11., has no finite central subprojections. That
is, Zm1_, is properly infinite. Thus M Zyr_ is type . [

5.3.3 Examples

We revisit some of the examples from Section 2.4 and determine their type.
Example 5.3.20. By Theorem 5.3.17, B(H) is type Lgim(z), Mn(C) is type I, and L>(X, p) is type I;.

Example 5.3.21. Let I" be a discrete group. If T is abelian, then L(T') is abelian and hence is type Ij.

Suppose T is an i.c.c. group, so that L(T') is a factor. We claim that L(T') is in in fact a type II; factor.
Indeed, L(T") cannot be a type I factor as this would imply L(T") = B(H) for some Hilbert space H, and
consequently L(T")’ would be trivial. But we know its commutant contains R(T") (actually this is an equality,
but we have yet to establish this). To see that that L(T') is neither type III nor type I, it suffices to show
1 is finite. Suppose v € L(T") is such that v*v = 1 and vv* < 1. Recall that we have a faithful tracial state
7. Then

T(1—v0*) =7(1) — 7(vw*) = 7(1) — 7(v*v) = 0.

Since 7 is faithful, vo* = 1 and so 1 is finite.

Example 5.3.22. A similar argument as above shows that the hyperfinite II; factor R is actually type II;.
Indeed, we showed that is a factor with a faithful tracial state and a large commutant.
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Example 5.3.23. Let m be the Lebesgue measure on R. Consider the group of rational affine transforma-

tions on R:
G::{s:<8 l{):a,be@ a>0}.

Then G acts on R via s -t := at + b. This action fails to be measure preserving for a # 1, but it is still free
and ergodic. Indeed, then s -t =t if and only if either a =1 and b=0or ¢t = —a—ﬁl. Thus the fixed points
of s are an m-null set. To see that G acts ergodically, consider the subgroup of translations:

H::{s:((l) l{):be@}.

Clearly H acts ergodically on R, and so G acts ergodically as well. Consequently, M := L>°(R,m) x G is a
factor.

We also claim that m is not equivalent to any measure that is invariant under the action of G. Indeed,
if 4 is a measure on R which is invariant under G, then it is invariant under H. That is, p is a translation
invariant measure on R. By the uniqueness of the Haar measure, it must be that u = ¢m for some ¢ > 0. If
w1 is equivalent to m then ¢ > 0, but ¢m is not invariant under G since it is not invariant under scalings.

We further claim that M is purely infinite. Let z € M be the supremum of all finite projections in M.
Since conjugating a finite projection gives a finite projection, we have z = uzu* for all unitaries v € M.
That is, z € Z(M). Since M is a factor, we have either z = 0 or z = 1. If 2 = 0, we are done. So suppose,
towards a contradiction, that z = 1. Note that then 1 is semi-finite as the supremum of finite projections.
We then have the following fact: there exists a semi-finite trace T on M such that the restriction of 7 to
L>(R,m) is given by integration against a measure equivalent to m. Since a trace is invariant under unitary
conjugation, this measure is necessarily invariant under the action of G. But by the above we know this is
a contradiction.

In certain cases, it is easy to show that projections are not finite. Let u € M be the unitary operator

corresponding to
2 0
(2%)ee

Then for f € L*(R,m) we have (ufu)(t) = f(2t). In particular, uxsu™ = x1 4 for any S C R measurable.
Thus xg ~ X1is via the partial isometry uygs. For S = [—¢, €] for some € > 0, Xis < Xs and hence xg is not
finite.
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Chapter 6

The Trace

In this chapter we show for finite factors the existence of a unique, faithful, normal, tracial state . More
generally, for a finite non-factor M we show the existence of a unique, faithful, normal “center-valued trace,”
and for semi-finite factors we show the existence of a unique, faithful, normal “tracial weight.” The material
in this chapter has been adapted from [3, Sections 4.7, 4.8, and 4.9)].

6.1 Center-Valued Traces

Lemma 6.1.1. Let M C B(H) be a finite von Neumann algebra and p € P(M) non-zero. If {p; }icr C P(M)
is a family of pairwise orthogonal projections satisfying p; ~ p for all i € I, then |I| < oo.

Proof. If I is infinite, then there exists a proper subset J C I with |J| = |I|. But then

Zpi ~ ij < sz',

i€l jeJ i€l
contradicting M being finite. O

Lemma 6.1.2. Let M C B(H) be a type 11} von Neumann algebra. Then there exists a projection py o €
P(M) so that py /3 ~ 1—pq/2. Moreover, there exists a family of projections {p, }, indexed by dyadic rationals
r € [0,1] such that:

(Z) pr<psifr<s
(1) ps — pr ~ psr — prr whenever 0 <r <s<1and0<7' <3 <1 satisfy s—r =35 —1'.

Proof. Let {p;,qi}ic; be a maximal family of pairwise orthogonal projections such that p; ~ ¢; for all
i € I. Define py/p := >, p; and ¢ = >, ¢;. Then py/5 ~ ¢, and we further claim ¢ = 1 — py /. If not,
then 1 — (p1/2 +¢q) # 0. Since M is type II, 1 — (py/2 + ¢) is not abelian and consequently there exists
po € P([1— (p1/2 +q)]M[1 — (p1/2 + q)]) which is strictly less than its central support (in this corner), which
we will denote by z. Therefore, if gg = z — pg, then pg and g are not centrally orthogonal, and consequently
by Proposition 5.1.12 they have equivalent subprojections. However, this contradicts the maximality of
{pisqi}ier- Thus ¢ =1—py/s.

Now, we construct the family of projections indexed by dyadic radicals » € [0, 1] inductively. We let p; /5
be as above, and set p; := 1 and po := 0. Let v € M be such that v*v = p; /5 and vv* = 1 — py/p. Since
p1/2Mpy /2 is type 111 by Theorem 5.3.4, the above argument yields p; /4 < py/2 such that py /4 ~ p1/2 —p1/s-
Set p3/4 1= p1y2 +vp1/4v”. 1t is easily observed that po < p1/4 < p1j2 < p3ja < p1and pijg ~ Pry1)/4 — Prja
for each £ =0, 1,2, 3. Induction then yields the desired family. O

Lemma 6.1.3. Let M C B(H) be a type 11y von Neumann algebra, and let {p,}. C P(M) be the family of
projections indexed by dyadic rationals r € [0,1] as in the previous lemma. If p € P(M) is non-zero, then
there exists z € P(Z(M)) so that pz # 0 and p.z < pz for some positive dyadic rational r € (0,1].
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Proof. By considering the compression Mz(p), we may assume z(p) = 1. We proceed by contradiction and
suppose we cannot find such a z € P(Z(M)). Then by the comparison theorem p < p,. for all positive dyadic
rationals r € (0,1]. In particular, we have for each k € N

D = Po—(k+1) ~ Pa—k — Po—(k+1).

For each k € N, let ¢ < py—r — pPy-(k+1) be such that p ~ ¢. But then {g;}ren is an infinite family or
pairwise orthogonal projections that contradicts Lemma 6.1.1. O

Definition 6.1.4. For M C B(#) a von Neumann algebra, a projection p € P(M) is said to be monic if
there exists a finite collection of pairwise orthogonal projections {p1,...,pn} C P(M) such that p; ~ p for
eachi=1,...,n,and Y, p; € Z(M).

For any k € N, the projections p; jox from Lemma 6.1.2 are monic since

P12k ~ P(i+1)/2k — Pi/2k i:1>~~~»2k—1
and
2k 1
Dijor + Z P(it1)/2+ — Pijor = 1 € Z(M).
i=1

If z € Z(M) is an n-homogeneous projection for a finite cardinal n, then z = Y | p; for abelian projections
p; with z(p;) = 2z, 4 = 1,...,n. In particular, the p; are all equivalent and thus each p; is monic.

Proposition 6.1.5. If M C B(H) is a finite von Neumann algebra, then every projection is the sum of
pairwise orthogonal monic projections.

Proof. Via a maximality argument, it suffices to show that any non-zero projection has a monic subprojection.
By taking compressions with central projections, we can consider separately the type I and type II cases.
More precisely, we need only consider the type I,, with n < oo and the type II; cases.

If M is type I,, then we showed in Proposition 5.3.15 that any non-zero projection contains a non-
zero n-homogeneous subprojection. By the discussion proceeding this proposition, there exists a monic
subprojection.

If M is type II; and p € P(M) is non-zero, then Lemma 6.1.3 implies there is a central projection z and
a positive dyadic rational r such that p,.z < pz. Thus pz has a monic subprojection. O

Definition 6.1.6. For M C B(H) a von Neumann algebra, a center-valued state is a linear map ¢: M —
Z(M) such that:

(i) p(z*z) >0 forall z € M
(ii) ¢(2) = z for all z € Z(M)
(i) @(zz) = zp(x) for all x € M and z € Z(M).

We say that ¢ is faithful if p(z*z) = 0 for x € M implies z = 0. We say that ¢ is normal if it is c-WOT
continuous. We say that 7 is a center-valued trace if it is a center-valued state and 7(zy) = 7(yz) for all
z,y € M.

Recall the map ® from the proof of Lemma 5.3.14. Up to the isomorphism p; Mp;, = Z(M), ® is a
faithful center-valued trace.

Theorem 6.1.7. Every von Neumann algebra M C B(H) has a normal, center-valued state.

Proof. Since Z(M) is abelian, it is a type I von Neumann algebra. By Theorem 5.3.9, N := Z(M)’ is also
type I. By a maximality argument, we find an abelian projection ¢ € P(N) whose central support in N is
1. Observe that by Corollary 5.3.12

qMq C gNq = Z(qNq) = Z(N)q,
and by Lemma 5.3.11, § : z + zq defines an isomorphism from Z(M) to Z(M)q. Fact: 6 and 6~ are

automatically normal. Define p(x) := 671(qzq) for € M. Then ¢ is a normal, center-valued state. O

62



Recall that Z(M), as abelian von Neumann algebra, is isomorphic to the *-algebra of essentially bounded,
measurable functions over some measure space. Thus the following lemma is proved by the same argument
that shows a positive linear functional attains its norm at the identity.

Lemma 6.1.8. Let M C B(H) be a von Neumann algebra with a center-valued state o: M — Z(M). The
@ 1s bounded with ||| = 1.

We know give some alternate characterizations of center-valued traces.

Lemma 6.1.9. Let M C B(H) be a von Neumann algebra and ¢o: M — Z(M) a center-valued state. The
following are equivalent:

(i) T is a center-valued trace;
(i) T(x*z) = T(xx*) for all x € M;
(iii) T(p) = 7(q) whenever p,q € P(M) are equivalent.

Proof. Clearly (i)=-(ii)=-(iii). Suppose (iii) holds. Then for any p € P(M) and any unitary u € M we have
7(upu*) = 7(p). Since 7 is bounded, 7(uzu*) = 7(x) for all z = 2* € M and unitaries u € M by applying
the Borel functional calculus to the real and imaginary parts of . Replacing x with zu yields 7(uz) = 7(zuw)
for all x € M and unitaries u € M. Since y € M can be written as a linear combination of four unitaries,
we have 7(yz) = 7(zy) for all z,y € M. O

Our next goal is to show that any finite von Neumann algebra has a faithful, normal center-valued trace.
First we require a few lemmas.

Lemma 6.1.10. Let M C B(H) be a finite von Neumann algebra. If ¢: M — Z(M) is a normal center-
valued state, then for each € > 0 there exists p € P(M) such that p(p) # 0 and

p(za”) < (1+€)p(a"z).
for all x € pMp.

Proof. Let {g;}icr C P(M) be a maximal family of pairwise orthogonal projections with ¢(g;) = 0. Define
go := 1 — 73", ¢;- By normality we have ¢(go) = 1, and by maximality of {¢;},c; we have that ¢ is faithful
on goMqo.

Let {e;, f;}jeq C P(goMqp) be a maximal family of projections such that: (i) {e;};es and {f;};cs are
both pairwise orthogonal families of projections; (ii) e; ~ f; for all j € J; and (iil) ¢(e;) > ¢(f;) for each
jeJ. If J =0, then o(p) = p(q) for all equivalent p,q € P(qoMqp), and so ¢ is a center-valued trace on
qoM qp by Lemma 6.1.9, and we are done. Otherwise, letting e := qg — Zj ej and f:=¢qo — Ej f; we have

@(f) > p(e) 2 0.

Thus f # 0. Since Zj ej ~ Zj f; are equivalent finite projections, Proposition 5.2.11 implies e ~ f.
Consequently e # 0, and ¢(e) > 0 since ¢ is faithful on goM qo.

We claim that whenever & < e and f < f satisfy & ~ f then ¢(€) < ¢(f). Since ¢(f) — ¢(€) € Z(M) is
self-adjoint, we can consider

2= X(—o00) (2(f) — ©(€)) € P(Z(M)).
If the desired inequality does not hold, then z # 0 and we have
p(2f) = 20(f) < zp(8) = p(2€).

Moreover, zf ~ z€ since f ~ &, but this contradicts the maximality of {e;, fi}icr- 4/10/2017
Now, define

p=inf{t € [0,1]: p(e) < tp(f) Ve < e, F< [, e~ ).
Note that o > 0 since ¢(e) > 0. Letting € > 0 be as in the statement of the lemma, there exists € < e and
f < f satisfying € ~ f and such that (1 + €)p(€) £ ¢(f). Thus the central projection

X(=o00,0) (10 (f) = (1 + €)o(8))
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is non-zero, and cutting down € and f by it (which maintains equivalence) we may assume (1 + ¢)p(€) >
e (f))-

Let {éx, fx}rex be a maximal family such that: (i ) {e1}rex and {fx}rex are both pairwise orthogonal
families of projections; (i) e, < e, fx < f, and &, ~ fi for each k € K; and (iii) (1 + €)¢(ex) < pp(fr) for
each k € K. Define p:=é— >, €, and ¢ : =f- >k f. Proposition 5.2.11 implies p ~ g. We have p # 0
since otherwise by normality we have

(L+p@) =Y (L+ap@) < Y np(fi) < up(k),

keK keK

contradicting (1 + €)@ (&) > pp(f).

Just as was argued above with the maximality of the family {e;, f;};c., the maximality of {€x, fi }rex
implies that we have pup(q) < (1 + €)p(p) whenever p < p and § < ¢ satisfy p ~ g. So, suppose p1,p2 < p
satisfy p1 ~ po. If v € goMqq is such that v*v = p and vv* = q, then p; ~ vp1v* =: § < ¢. Then the previous
argument and the definition of yx imply

©(P1) < pe(q) < (1+€)e(p2)-

Let x € pMp and let v be a unitary in pMp. By Corollary 3.1.13, z*z can be uniformly approximated
by linear combinations of projections in pMp. Thus the previous argument and the normality of ¢ implies

p(u*z*zu) < (1+ €)p(z*x)

since p ~ u*pu for any p € P(pMp). Now, if * = v|z*| is the polar decomposition, the finiteness of pMp
implies (via the proof of Proposition 5.2.11) that v can be extended to a unitary u € pMp. Then

*

u*x*xu — ’U*ZIT*CE’U — U*’U|£L’*‘2’U*’U — |£L'*|2 = z2*,
and consequently p(zz*) < (1 + e)p(z*x). O

Lemma 6.1.11. Let M C B(H) be a finite von Neumann algebra and € > 0. Then there exists a normal
center-valued state ¢ such that

plrz”) < (14 €)p(z"z)
forallx e M.

Proof. Let 1 be the normal center-valued state guaranteed by Theorem 6.1.7. By Lemma 6.1.10, there exists
p € P(M) with ¢(p) # 0 and
Y(zz”) < (L4 e)p(z"x)

for all « € pMp. By Proposition 6.1.5, p = >, p; for p; monic projections. At least one p; satisfies p(p;) # 0,
and so replacing p with this p; we may assume p is monic.

Thus there exists a finite family {p1,...,p,} of pairwise orthogonal projections such that p; ~ p, i =
1,...,nand z:= Y. p; € P(Z(M)). Take v; € M such that viv; = p; and v;v] =p for eachi =1,...,n
For x € Mz, define ¢o(z) := >, ¥(v;zv]). For € Mz we have

0 < po(xz™) = po(xzz™ ngo (xpjz*) = Z Y(vizviviz o)
ij=1

n

1+e€ Z Y(vjz v vizvy) = (1 +€) Zcpo(m*pim) = (14 ¢€)po(z*x)

3,7=1 i=1

Observe that g is valued in Z(Mz), is normal, and satisfies properties (i) and (iii) in Definition 6.1.6 of a
center-valued state on Mz. Also, z € Z(Mz), we have

n

©vo(Z) :Z P(vizvl) ZE P(vizvl) = Zpo(2).

i=1
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Thus, in order for ¢ be a center-valued state on Mz, we need ¢g(2) = z. This need not be the case; however,
since ¢o(z) > 0 there exists § > 0 such that

20 ‘= X[a,oo)(%(z)) # 0.

Since @o(2) = 2p0(1), 20 < 2. If we set y := f(po(z)) for f(t) := TX[5,00)(t), then 2o = yeo(z). For x € Mz
define ¢(x) := ypo(x). Then

plez®) = ypo(ra™) < y(l+ €)po(z™z) = (1+ €)p(a"x).

Also, ¢ is valued in Z(Mzy), is normal, and satisfies properties (i) and (iii) in Definition 6.1.6 of a center-
valued state on M zy. Lastly, we have

¢(20) = ypo(20) = ypo(202) = yzop0(2) = ypo(2) = 0.

Consequently, ¢(z) = Z for any z € Z(Mzp). Thus ¢ is a normal center-valued state on M z.
Now, let {z;}ier C P(Z(M)) be a maximal family of pairwise orthogonal central projections such that
for each ¢ € I there exists a normal center-valued state ¢; on M z; such that

pi(zz™) < (14 €)pi(a"x)

for all z € Mz;. We must have ), z; = 1, otherwise we could apply the above argument to M (1 -3, z;) to
contradict maximality. Thus if we define for x € M
p(a) = pilz),
iel
then ¢ is a normal center-valued state with the desired property. O

Theorem 6.1.12. A von Neumann algebra M C B(H) is finite if and only if there exists a normal center-
valued trace. Moreover, any such center-valued trace is faithful and unique.

Proof. We first show that any such center-valued trace 7 is automatically faithful. Indeed, if p € P(M)
is monic and {p1,...,pn} C P(M) are pairwise orthogonal such that p; ~ p for each ¢ = 1,...,n and

z:=>." p;i € Z(M), then
z=71(z)=7 (sz> =

i=1

7(pi) = n7(p).
1

n

1
Consequently, 7(p) = %z # 0. By Proposition 6.1.5, any projection p € P(M) the sum of pairwise orthogonal
monic projections. and consequently 7(p) # 0. Finally, approximating positive x € M by positive linear
combinations of its spectral projections, we have 7(x) > 0. Thus 7 is faithful.

Now, suppose there exists a normal center-valued trace 7. Then if v € M satisfies v*v = 1 and vv* < 1,
then

1 =7(w"v) =7(vv").

Since 7 is faithful by the above argument, we have vv* = v*v = 1. Thus M is finite.

Conversely, suppose M is finite. Let (ay,)nen be a strictly decreasing sequence of real numbers converging
to 1. By Lemma 6.1.11, there exists a sequence {p, }nen of normal center-valued states such that

on(r2") < anpn(z*z)

for x € M and each n € N.

For each 1 < m < n, we claim that a2,¢,, — ¢, is a positive linear map. It suffices to check positivity on
projections, and since the map is normal, it suffices, by Proposition 6.1.5, to check it on monic projections.
Let {p1,...,px} C P(M) be pairwise orthogonal, equivalent projections with z := Zle p; € Z(M). Then
on(p1) < anpn(p;) and ©m(p;) < ampm(p1) for each i = 1,... k. Hence

k k
kson(pl) <ap Z @n(]h’) = an‘Pn(z) = Gpz = an@m(z) = Qn Z‘Pm(pi) < kanam(pm(pl) < kaﬁzn()om(pl)'

i=1 i=1
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Thus [a2,¢m — ¢n](p1) > 0 and a2,p, — ¢, is positive. It follows from Lemma 6.1.8 that

Hafngom —nll < ”[a?n‘zpm — ] ()] = a%z -1

Since a,, N\ 1, we see that ||¢@m — ¢n| — 0 and thus we can define 7: M — Z(M) by

7(x) = lim ¢, (z).

n—roo

One immediately has that 7 is a center-valued state. Moreover, 7(xz*) < 7(z*z) for all x € M. By reversing
the roles of x and z*, we obtain 7(zz*) = 7(2*z) for all x € M. Thus by Lemma 6.1.9, 7 is a center-valued
trace. To see that 7 is normal, let ¢ € Z(M),, then

¢ 0T —gownll <llellllm = @nll = 0.

We have ¢ o ¢,, € M, by normality of ¢,. Since M, is closed, the above implies ¢ o 7 € M,, and hence T is
normal.

To see that 7 is unique, suppose ¢¥: M — Z(M) is another normal center-valued trace. Then for p a
monic projection as above, we have

1< 1
T(p) = ¢ ZT(pk) = —7(2) = 2= () = d(p).

Thus 7 and v agree on monic projections, and so by Proposition 6.1.5 they agree on all projections. Since
M is the norm closure of the span of P(M), we see that 7 and 1 agree everywhere. Hence 7 is unique. [

Proposition 6.1.13. Let M C B(H) be a finite von Neumann algebra with a normal center-valued trace 7.
Then for p,q € P(M), p < q if and only if 7(p) < 7(q).

Proof. If p < ¢q, let v € M be such that v*v = p and vv* < ¢. Then 7(p) = 7(v*v) = 7(vv*) < 7(q).
Conversely, suppose 7(p) < 7(q). By the comparison theorem there exists z € P(Z(M)) such that pz < ¢z
and ¢(1 — z) = p(1 — z). To show p =< ¢, it suffices to show ¢(1 — 2z) ~ p(1 — z). Let v € M be such that
v*v = ¢q(1 — z) and vv* < p(1 — z). Then

T(vv*) < 7(p(1 = 2)) = 7(p)(1 = 2) < 7(q)(1 = 2) = 7(q(1 — 2)) = 7(v"v) = T(vv7).

Since 7 is faithful by Theorem 6.1.12, this implies vv* = p(1 — z) and hence ¢(1 — z) ~ p(1 — 2). O

6.1.1 Dixmier’s Property

We now show that in a general von Neumann algebra, the operator norm closure of the convex hull of the
unitary orbit of any element intersects the center, which is known as Dizmier’s property. This property also
yields an additional proof of the uniqueness of the center-valued trace on a finite von Neumann algebra.

Lemma 6.1.14. Let M C B(H) be a von Neumann algebra. For x = x* € M, there exists a unitary u € M
and y = y* € Z(M) such that

e v urzu) —y| < 2z
2:5 urru y_43:.

Proof. We may assume ||z|| = 1. Let p = x[o,1j(%) and ¢ =1 — p = X[—1,0)(z). By the comparison theorem,
there exists z € P(Z(M)) and p1,p2,q1,q92 € P(M) such that

2q~pLSpLtpr=2p and QI=2p~qg <qu+q=(1-2).
Let v,w € M be such that v*v = zq, vv* = p1, w*w = (1 — 2)p, and ww* = ¢;. Set

u:i=v+v"+w+w + g+ po.

66



Then, since p and q are orthogonal we have
vu=uu =v'v+ovt +wrwtww +g+p=zg+p+1—-z)p+t@+tp=p+qg=1.
Thus u is a unitary, and moreover we have:

urpru = 2q wqu=(1-2)p u*pau = py
uzqu=p1  uw(l-z)pu=q  uqu=q.

Now, by definition of p and ¢ we have —zq < zz < zp = p; + p2. Conjugating by u yields —p; < zu*zu <
zq + p2. Consequently

1 1 . 1
—5(za+p) < 5(zx 4 2umeu) < S(p1+29) +ps
Since z = zq + zp = zq + p1 + p2, we have
1 < 1( b autau) <
5% < 5law +zu'au) < 2,
or equivalently,
3 _ 1( | e 1
1% S 5lzatauau) — 22 < oz
A similar argument yields
3 1 1 3
_Z(l —z) < 5((1 —z2)z+ (1 — 2)uzu) + 1(1 —2) < 1(1 —2z).
So summing yields
1( I < 3
—(z 4+ u*zu) — -
B Yl = 1’
where y = (22 — 1). O

Theorem 6.1.15 (Dixmier’s Property). Let M C B(H) be a von Neumann algebra. For x € M, denote by
K(z) the norm closed convex hull of the unitary orbit of x. Then Z(M)N K(X) # 0.

Proof. Let K denote the set of all maps a: M — M of the form a(z) = Y .- | c;ufzu;, where ug,...,u, € M
are unitaries and cy,...,c, > 0 satisfy Y, ¢; = 1. Observe that a(z) = z for any z € Z(M) and a € K.

Denote ag := Re (x) and by := Im (z). Using Lemma 6.1.14, we can find a unitary u € M and
y1 = y7 € Z(M) such that

3
< 7 llaoll

1 *
§(ao + v agu) — 1

Define oy € K by ai(z) = (2 + u*zu). Also define a1 := a1(ag), which we note is self-adjoint. The above
inequality is equivalent to [ja; — y1|| < 2[lag|. Next apply Lemma 6.1.14 to a; — y1 to obtain as € K and
y2 = y5 € Z(M) such that

3 3\
Joatas = 1) = el = loatan) = G+ 32)] < Flan =3l < (3) el

Define as := as(ai). Then the above inequality is equivalent to |laz — (y1 + y2)|| < (%)2 |lao||- Iterating
this construction, we obtain sequences (c,)nen C K, (an)neny C Ms.q., and (Yn)nen C S(M)s.4. such that

an = ap(a,—1) and
in =3 < (j) laoll

Since any finite composition of maps in K is still an element of K, using the above process for any ¢ > 0 we
can find o € K and y € Z(M) such that ||a(ag) — y|| < e. Similarly, we can find 5 € K and z € Z(M) such
that ||8(a(bg)) — z|| < e. Observe that we also have

1B8(e(a0)) = yll = 116 (a(ao) — y) || < [lalao) —yll <e.
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Thus we have ||foa(z) — (y +1i2)|| < 2e.
Iterating this construction yields sequences (Vn)nen € K and (z,)nen C Z(M) such that, if we define
xo =« and x,, = Yp(Tp—1) then

Also 1

[Zn+1 — Znll = lant1(Tn — 20) + (20 — 20)[| < on—1
Thus ()nen converges in norm (to something in K (M)), which implies (2, )nen converges to the same limit
that is then necessarily in Z(M) N K(M). O

Corollary 6.1.16. A von Neumann algebra M C B(H) is finite if and only if Z(M)NK (M) contains ezactly
one element for each x € M. Moreover, if M is finite then it has a unique, faithful, normal center-valued
trace T such that Z(M)NK(M) = {r(x)} for allx € M.

Proof. Suppose M is finite and let 7: M — Z(M) be a center-valued trace. Observe that 7 is constantly
equal to 7(z) on K(x) for all x € M. Thus § # Z(M) N K(z) C {7(z)}.

Conversely, if Z(M)N K (M) consists of a single element of each x € M, define 7: M — Z(M) by letting
7(z) be the single element. Then one immediately see that 7 is a center-valued state. Since K (u*zu) = K (),
we have 7(u*zu) = 7(z) for any unitary u € M. Consequently 7 is a center-valued trace and M is finite by
Theorem 6.1.12.

By the above, we see that for any center-valued trace on a finite von Neumann algebra must have its
output in Z(M)N K(M), and hence the trace is unique as this set contains exactly one element. O

6.2 Characterizing the Commutant

Let M be a von Neumann algebra with a faithful, normal, tracial state 7: M — C. We denote by L?(M)
the GNS Hilbert space associated to 7. We will identify M with its GNS representation on L?(M), so that
M C B(L?(M)). Recall that there is a dense subspace of L?(M) corresponding to M. Thus, we can consider
x € M as both an operator in B(L?(M)) and an vector in L?(M). The context will usually make it clear in
what way we are thinking of x, but when necessary we might write & when we want to think of this element
as a vector. We have for z,y € M

(2,9) = T(y"x).
We may also write (z,y), for the same quantity.
Now, define for z € M

J& = z*.
We note that -
[T&]]° = [|z*]]* = 7(z2*) = 7(a*z) = ||2]>.

Thus J extends to a conjugate linear isometry on L?(M). Note that since J is conjugate linear, we have
(J€, In) = (n,€) for £, € L*(M).

Let x,y,z € M. Then
x(JyJ)z = vJyz* = wJyz* = oy = @

—

Jyzca* = Jyzra* = JyJzz = (JyJ)az.

Thus z(JyJ) = (JyJ)x since M is dense in L?(M). This implies JMJ C M’ NB(L?(M)). It turns out that
the reverse inclusion also holds:

Theorem 6.2.1. Let M be a von Neumann algebra with a faithful, normal, tracial state 7. Representing M
in B(L*(M)), we have
M NB(L*(M))=JMJ

for J defined as above.
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Proof. Define for £ € L?(M) the unbounded operators L : M — L*(M) and RY: M — L*(M) by
Lgﬁ: = (Jx*J)&
RYE = x.

Note that if £ = ¢, then Lgi =gz and Rg:i = 73y. Now, we claim that these operators are closable. Suppose

(Zn)nen C M satisfies |Zn] — 0, and Lga?n — n for some 7 € L?(M). Then for any y € M we have
9] = lim [ (L. 9) | = lim | (T2 7)6.5) | = lim |(E. (T, T)d)]

lim | (& yah ) | = tim [ (&yan) | < T [i€lllylITzal = Tim [l€llylza] =o.

n—oo n—oo

Thus n = 0 and so Lg is closable. Similarly for Rg. We denote the closures of these maps by L and Rk,
respectively. We have L; = x for all x € M.
For z,y € M and ¢ € L*(M), observe that

(Ryct 5) = (2J¢,9) = (16,579 ) = (Ja7y,€) = (4", €) = (&,98) = (&, Red)
therefore Rje = Rz. We also note that
(JLeJ)2 = JLg? = J(JzJ)§ = 2J€ = Ryed = Rix,
so that JL¢J = R¢. This also implies Lje = Lg. Define
M :={L¢: & € L*(M)} 0 B(L*(M))
N = {Re: € € (M)} N B(LX(M)).

The above observations show JM.J = N. Let L¢ € M, R, € ]\77 and z,y € M. In the discussion preceding
the theorem, we saw that JMJ C M’. Using this we have

(LeRy,9) = (xn, Lygy) = (zn, Jy" J(JE)) = (JyJ)zn, JE§) = (x(JyJ)n, J§)
= (2" D), yJn) = (Le, Rym) = (RyLed, ) -

Thus L¢ R, = R, Le which implies M C N’ and N C M’
It suffices to show M = M and N = M’. We have already seen that L; = x for 2 € M, thus M C M.
From the definition of R, we also immediately have N C M’. Let y € M’, then for x € M we have

R & =uz(yl) = yrl = yi.

Thus M’ C N, and so M’ = N. Consequently, M Cc N’ = (M"Y = M, and so M=M. O
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