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I—  Objects of study: Some structural constants appearing 
in the representation theory of the general linear group.

Polynomial



II— Background on polynomial representations  
of the general linear group



i— Irreducible representations of the general linear group

(5,2,1) a partition of weight 8 of length 3  n



ii— Structural constants for the general lineal group. 
The tensor product

The Littlewood-Richardson coefficients are the structure 
constants for the decomposition into irreducible of the
tensor product of two irreducible representations 
of the general linear group



iii— Structural constants for the general lineal group. 
 The Kronecker product

The Kronecker coefficients are the structure constants
for the restriction of irreducible representations 
of the general linear group

             GL(nm) 

into irreducibles for the subgroup

             GL(n)×GL(m)

via the tensor product of matrices.



III— Motivation 
Stability results for the Kronecker coefficients

i. Murhagham’s stability

iii. Stembridge Conjecture (proved by Sam-Snowden)

ii. A recurrent question                                              



Example

Compare with a constant

Sequences of Kronecker coefficients

i. Murhagham´s stability



A result of Littlewood

ii. The recurrent question                                              

Reduced Kronecker coefficients



Main example: The Kronecker coefficients

Fix !0 = (↵0,�0, �0), and let ! = (k↵, k�, k�),

g(↵0 + k↵,�0 + k�, �0 + k�)

Stability

Murnaghan observed that if ↵,�, and � are one–row partitions,
the these sequences always stabilize. This phenomena has been
generalized by Stembridge, Pak-Panova, Vallejo, Manivel, etc.

iii. Stembridge’s conjecture (proved by Sam-Snowden)

The sequence 

Stabilizes if and only if 

For all

There are further results on this topic due to Briand-R-Orellana, Pak-Panova, Manivel, Vallejo, …

the rate of growth of both sequences   
are equal, up to a constant.



What happen when we increase the first k

rows of a sequence of partitions ?

Let

�[F (X,Y, Z)] =
X

↵,�,�

mf(↵,�, �)s↵[X]s�[Y ]s�[Z]

Fix !0 = (↵0,�0, �0), Let ! be a variable triple of partitions of
bounded length.

What can we say about rate of growth of the sequence?

mF (!
0 + !)

Fix a triple of partitions

What can we say about the rate of grow of sequences  
of the form

3n2 � 2

 0 = �[yxm] = 1
(1�yxm)

s↵̄[X]s�̄[Y ]

s�[�✏X] = s0�[X]

mF (!
0 + k!)

where ! = (↵,�, �)

?

IV— Our question

where            is a structural constant for a general lineal group. 

(Think of the Kronecker or the Littlewood-Richardson coefficients, 
Indexed by partitions of bounded length.)



i— What is the nature of  multiplicity functions 

If         is zero, 
A result of  Meinrenken and Sjamaar  
implies that the multiplicity function    
Is a piecewise quasi-polynomial.



ii—Multiplicity functions             look like 
 vector partition functions
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Figure 3: Three possibilities for the polytope defined by the inequalities in Eqn. (4)

A nonnegative integer solution x for the system of linear equation Ax = b, where A is the
d⇥ |S| matrix whose columns are the vectors in S, encodes a vector partition of b. In our work, it
turns out that our matrices always contains a copy of the n⇥ n identity matrix In.

2.6 A vector partition function

Example 6. Let pS(n,m) count the number of vector partitions of b = (n,m) with parts in
S = {(1, 0), (0, 1), (1, 1), (1, 2)}. Equivalently, this is the number of nonnegative integer solutions x
to the system Ax = b, where

A =


1 0 1 1
0 1 1 2

�
b =


n

m

�

To determine one such partition, it su�ces to determine the number of parts equal to (1, 1) and
(1, 2) in it. The standard basis vectors serve as slack variables here, consequently, the multiplicities
of (1, 1) and (1, 2) should fulfill the inequalities:

(
x3 + x4  n

x3 + 2x4  m
(4)

Therefore, the vector partition function pS counts nonnegative integer points in the polytope defined
by the inequalities (4). The three di↵erent possibilities are illustrated in Figure 3.

(I) If m  n the first equation is redundant. We are counting integer points in the 2-simplex
defined by x3 � 0, x4 � 0, and x3 + 2x4  m. The number of solutions is given by the
quadratic quasipolynomial p1,1,2(m) of Example 4.

(II) If n  m
2 , it is the second equation that is redundant. We are counting integer points in the

standard 2-simplex defined by x3 � 0, x4 � 0, and x3 + x4  n.

This was solved in Example 3. The number of solutions is given by the quadratic polynomial
pS(n) =

�n+2
2

�
.

(III) Finally, if m
2 < n < m, both inequalities are relevant. We are counting the number of points

in the polytope with vertices (0, 0), (n, 0), (0, m2 ), (2n �m,m � n). We need to multiply by
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II 2n  m
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2 + 3n
2 + 1

III n  m  2n nm� n2
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2 + 7

8 + (�1)m

8

Figure 4: The chambers giving the value of pS(n,m), the number of vector partitions of (n,m) with parts
in S = {(1, 0), (0, 1), (1, 1), (1, 2)}.

2 to get integer vertices, so the Ehrhart theorem says that the resulting quasipolynomial has
period 2 on m. Indeed, by fixing s1 and counting the possibilities for s0, we have pS(n,m) =
Pbm

2 c
s1=0(1 + min(m� 2s1, n� s1)) and m� n < bm2 c, and hence

pS(n,m) =

(
nm� n2

2 � m2

4 + n+m
2 + 1, if m ⌘ 0 mod 2

nm� n2

2 � m2

4 + n+m
2 + 3

4 , if m ⌘ 1 mod 2

= nm� n
2

2
� m

2

4
+

n+m

2
+

7

8
+

(�1)m

8
.

3 A vector partition function related to the Kronecker coe�cients.

In this section we show how to use Cauchy’s definition of the Schur function as a quotient of
alternants to deduce the quasipolynomiality of the Kronecker function. Schur polynomials play
a central role in the representation theory of the general linear group. Schur polynomials of n
variables are the characters of the irreducible polynomial representations of GL(n).

For our purposes Cauchy’s definition, as a quotient of alternants, works best. Suppose � =
(�1,�2, . . . ,�n) is a partition (or more generally, a vector in Nn). The alternant a�(x1, x2, . . . , xn)
is defined as the polynomial obtained by antisymmetrizing the monomial x�. When �n = (n �
1, n� 2, . . . , 1, 0), a� is the Vandermonde determinant, and

a�n(x1, x2, . . . , xn) =
Y

1j<kn

(xj � xk).

Since a�(x1, x2, . . . , xn) is a skew-symmetric polynomial, it vanishes unless �1,�2, . . . ,�n are all
di↵erent. As a result, there is no loss in assuming that �1 > �2 > . . . > �n � 0. We write
� = ↵+ �n, where ↵ is always a partition, possibly with repeated parts. Then,

a�[X] = a�(x1, x2, . . . , xn) = det(x
�j

i )i,j .

Let ↵ be a partition of length  n. The Schur polynomial indexed by ↵ in the variables
x1, x2, . . . , xn is defined as the quotient of alternants:

s↵[X] = s↵(x1, x2, . . . , xn) =
a↵+�n(x1, x2, . . . , xn)

a�n(x1, x2, . . . , xn)
. (5)

9

(Taken from Mishna-R-Sundaram)

Piecewise quasipolynomial

Rational polyhedral cone
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Figure 3: Three possibilities for the polytope defined by the inequalities in Eqn. (4)

A nonnegative integer solution x for the system of linear equation Ax = b, where A is the
d⇥ |S| matrix whose columns are the vectors in S, encodes a vector partition of b. In our work, it
turns out that our matrices always contains a copy of the n⇥ n identity matrix In.

2.6 A vector partition function

Example 6. Let pS(n,m) count the number of vector partitions of b = (n,m) with parts in
S = {(1, 0), (0, 1), (1, 1), (1, 2)}. Equivalently, this is the number of nonnegative integer solutions x
to the system Ax = b, where

A =


1 0 1 1
0 1 1 2

�
b =


n

m

�

To determine one such partition, it su�ces to determine the number of parts equal to (1, 1) and
(1, 2) in it. The standard basis vectors serve as slack variables here, consequently, the multiplicities
of (1, 1) and (1, 2) should fulfill the inequalities:

(
x3 + x4  n

x3 + 2x4  m
(4)

Therefore, the vector partition function pS counts nonnegative integer points in the polytope defined
by the inequalities (4). The three di↵erent possibilities are illustrated in Figure 3.

(I) If m  n the first equation is redundant. We are counting integer points in the 2-simplex
defined by x3 � 0, x4 � 0, and x3 + 2x4  m. The number of solutions is given by the
quadratic quasipolynomial p1,1,2(m) of Example 4.

(II) If n  m
2 , it is the second equation that is redundant. We are counting integer points in the

standard 2-simplex defined by x3 � 0, x4 � 0, and x3 + x4  n.

This was solved in Example 3. The number of solutions is given by the quadratic polynomial
pS(n) =

�n+2
2

�
.

(III) Finally, if m
2 < n < m, both inequalities are relevant. We are counting the number of points

in the polytope with vertices (0, 0), (n, 0), (0, m2 ), (2n �m,m � n). We need to multiply by

8

Fan/Chamber complex



iii— An example: 
The Littlewood-Richardson cone            

Knutson and Tao :  There are no 
holes on the  

Littlewood-Richardson Cone.

Rassart : 

Cone generated by all nonzero Littlewood-Richardson coefficients.

is a piecewise polynomial

lengths bounded by 2,2,3



There are interesting results on the Kronecker cone and the Kronecker  
function due to 
  

Baldoni-Vergnes-Walter,  
Briand-R-Orellana, 

Christandl-Doran-Walter, 
Mishna-R-Sundaram, 

Pak-Panova, 
Trandafir… 

It is a more complicated object. 

The Kronecker cone contains the Littlewood-Richardson cone on one of its walls. 

The Kronecker function is described by a piecewise quasi polynomial. 

There are holes on the Kronecker cones

iv— The Kronecker cone            



On the other hand, 

 Is NOT a piecewise quasi 
polynomial. 



V. Schur polynomials & Schur generating functions.

Examples of Schur generating series

1)

�[X] =
Y

x2X

1

1� x
=

X

n�0
hn[X]

Examples of Schur generating series

2)

�[X] =
Y

x2X

1

1� x
=

X

n�0
hn[X]

�[XY ] =
Y

xi,yj

1

1� xiyj
=

X

�

s�[X]s�[Y ]

R-S-K correspondence

The generating series for the complete homogeneous

 

 



Our main tool.Schur generating series

Let F (X,Y, Z) be a symmetric function in three (*) alphabets.

�[F (X,Y, Z)] =
X

↵,�,�

mf(↵,�, �)s↵[X]s�[Y ]s�[Z]

1)

F (X,Y, Z) = XZ + Y Z LR coefficients

We will study series of the form

Positive integers

Where the lengths of                 are bounded.      



The Littlewood-Richardson coefficients

The Kronecker coefficients

Examples of Schur generating series

4)

�[X] =
Y

x2X

1

1� x
=

X

n�0
hn[X]

�[XY ] =
Y

xi,yj

1

1� xiyj
=

X

�

s�[X]s�[Y ]

�[XZ + Y Z] =
X

�,µ,⌫

c�µ,⌫sµ[X]s⌫[Y ]s�[Z]

�[XY Z] =
Y

xi,yj,zk

1

1� xiyjzk
=

X

�

gµ,⌫,�sµ[X]s⌫[Y ]s�[Z]

Some Schur generating series

Examples of Schur generating series

4)

�[X] =
Y

x2X

1

1� x
=

X

n�0
hn[X]

�[XY ] =
Y

xi,yj

1

1� xiyj
=

X

�

s�[X]s�[Y ]

�[XZ + Y Z] = �[XZ]�[Y Z] =
X

�,µ,⌫

c�µ,⌫sµ[X]s⌫[Y ]s�[Z]

�[XY Z] =
Y

xi,yj,zk

1

1� xiyjzk
=

X

�

gµ,⌫,�sµ[X]s⌫[Y ]s�[Z]



Other examples 

Schur generating series

Let F (X,Y, Z) be a symmetric function in three (*) alphabets.

�[F (X,Y, Z)] =
X

↵,�,�

mf(↵,�, �)s↵[X]s�[Y ]s�[Z]

3)

F (X,Y, Z) = XZ + Y Z LR coefficients

F (X,Y, Z) = XY Z Kronecker

F (X,Y, Z) = XY Z +XZ +XY + Y Z reduced Kronecker

Schur generating series

Let F (X,Y, Z) be a symmetric function in three (*) alphabets.

�[F (X,Y, Z)] =
X

↵,�,�

mf(↵,�, �)s↵[X]s�[Y ]s�[Z]

4)

F (X,Y, Z) = XZ + Y Z LR coefficients

F (X,Y, Z) = XY Z Kronecker

F (X,Y, Z) = XY Z +XZ +XY + Y Z reduced Kronecker

F (X,Y, Z) = XY Z +XZ + Y Z Heisenberg

Schur generating series

Let F (X,Y, Z) be a symmetric function in three (*) alphabets.

�[F (X,Y, Z)] =
X

↵,�,�

mf(↵,�, �)s↵[X]s�[Y ]s�[Z]

5)

F (X,Y, Z) = XZ + Y Z LR coefficients

F (X,Y, Z) = XY Z Kronecker

F (X,Y, Z) = XY Z +XZ +XY + Y Z reduced Kronecker

F (X,Y, Z) = XY Z +XZ + Y Z Heisenberg

F (X,Y ) = Xsµ[Y ] plethysm
. . .

 



Extend the definition of mF (↵,�, �) to triples of sequences.

Recall that the coefficient of mF (↵,�, �) in �[F (X,Y, Z)] is
equal to

mF (↵,�, �) = h�[F (X,Y, Z)]|s↵[X]s�[Y ]s�[Z]i

Define

m⇤
F (↵,�, �) = h�[F (X,Y, Z)]|s↵[X]s�[Y ]s�[Z]i

for any triple of sequences with only a finite number of nonzero
entries. (and not just partitions).

Schur functions are defined using  the Jacobi-Trudi determinant.

VI— GRAND generating series 
i. Extension of our family of coefficients

Schur generating series

Let F (X,Y, Z) be a symmetric function in three (*) alphabets.

�[F (X,Y, Z)] =
X

↵,�,�

mf(↵,�, �)s↵[X]s�[Y ]s�[Z]

1)

F (X,Y, Z) = XZ + Y Z LR coefficients

Compare with the original identity

Define coefficients                    indexed by integer vectors



VI— Grand generating series 
ii. Definition of the seriesGrand generating series (after Ron King)

Fix !0 = (↵0,�0, �0), dX, dY , dZ � 0, v = (vi,j)i,j.

 !0

F =
X

!2Zdx⇥Zdy⇥Zdz

m⇤
f(!

0 + !)v!

Lemma:  !0

F is a Laurent series.

Grand generating series (after Ron King)

Fix !0 = (↵0,�0, �0), dX, dY , dZ � 0, v = (vi,j)i,j.

 !0

F =
X

!2Zdx⇥Zdy⇥Zdz

m⇤
f(!

0 + !)v!

Lemma:  !0

F is a Laurent series.
The grand generating series is always a Laurent series.

The grand Generating series 

All partitions appear in this sum 
Regardless of 



VI— Grand generating series 
iii. The factorization lemma

For each fixed                               we have a factorization:                         
Grand generating series (after Ron King)

Fix !0 = (↵0,�0, �0), dX, dY , dZ � 0, v = (vi,j)i,j.

 !0

F =
X

!2Zdx⇥Zdy⇥Zdz

m⇤
f(!

0 + !)v!

When !0 is a triple of empty partitions

The Laurent series is denoted by  0
F

 0
F = V (X)V (Y )V (Z) �[F (X,Y, Z)]

where

V (X) =
Y

j<k

(1� xk/xj), etc

A shifted Vandermonde determinant.

Laurent polynomial Laurent Series

Factorization Lemma

Let F (X,Y, Z) be a symmetric function in three alphabets. Let
dX, dY , dZ � 0. Fix !0 = (↵0,�0, �0).

Then, there exists a Laurent polynomial P!0

F in the variables
vi,j such that

 !0
F = P!0

F  0
F

Typically  0
P will be a standard piecewise quasipolynomial

function.

Depends on A piecewise quasipolynomial 
that only depends on 
our fixed lengths 



When       is a triple of empty partitions 

How to compute the Laurent series? 
Use vertex operators! 

Grand generating series (after Ron King)

Fix !0 = (↵0,�0, �0), dX, dY , dZ � 0, v = (vi,j)i,j.

 !0

F =
X

!2Zdx⇥Zdy⇥Zdz

m⇤
f(!

0 + !)v!

When !0 is a triple of empty partitions

The Laurent series is denoted by  0
F

 0
F = V (X)V (Y )V (Z) �[F (X,Y, Z)]

where

V (X) =
Y

j<k

(1� xk/xj), etc

A shifted Vandermonde determinant.

Grand generating series (after Ron King)

Fix !0 = (↵0,�0, �0), dX, dY , dZ � 0, v = (vi,j)i,j.

 !0

F =
X

!2Zdx⇥Zdy⇥Zdz

m⇤
f(!

0 + !)v!

When !0 is a triple of empty partitions

The Laurent series is denoted by  0
F

 0
F = V (X)V (Y )V (Z) �[F (X,Y, Z)]

where

V (X) =
Y

j<k

(1� xk/xj), etc

A shifted Vandermonde determinant.

Vertex operators                                                   

a shifted Vandermonde.  

Grand generating series (after Ron King)

Fix !0 = (↵0,�0, �0), dX, dY , dZ � 0, v = (vi,j)i,j.

 !0

F =
X

!2Zdx⇥Zdy⇥Zdz

m⇤
f(!

0 + !)v!

When !0 is a triple of empty partitions

The Laurent series is denoted by  0
F

 0
F = V (X)V (Y )V (Z) �[F (X,Y, Z)]

where

V (X) =
Y

j<k

(1� xk/xj), etc

A shifted Vandermonde determinant.



VII— Main Theorem

Fix                          and let                    .  There exist 
integers        and            such that (*)

Factorization Lemma

Let F (X,Y, Z) be a symmetric function in three alphabets. Let
dX, dY , dZ � 0. Fix !0 = (↵0,�0, �0).

Then, there exists a Laurent polynomial P!0

F in the variables
vi,j such that

 !0
F = P!0

F  0
P

Typically  0
P will be a standard piecewise quasipolynomial

function.

Main Theorem

ko

A(!0)
Main Theorem

ko

A(!0)

Main Theorem

ko

A(!0)

A piecewise quasipolynomial on k.

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

�[XZ + Y Z + kZ]

 0 = �[xyz] = 1
(1�xyz)

�[XY Z +XY +XZ + Y Z]

A particular coefficient in a Schur generating series.

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Its degree in k

c(a+b)
(a),(b) = 1

! = (↵,�, �),



Corollary

Main Theorem

ko

A(!0)

mF (!
0 + !) =

A(!0) ·mF (!) + a quasipolynomial in ! of degree < than d

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

When the multiplicities are always one

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F 0 = F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

h�[F 0], s↵̄[X]s�̄[X]s�̄[X]i

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]
�[XZ + Y Z + kZ]

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F 0 = F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

h�[F 0], s↵̄[X]s�̄[X]s�̄[X]i

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]
�[XZ + Y Z + kZ]

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F 0 = F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

h�[F 0], s↵̄[X]s�̄[X]s�̄[X]i

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]
�[XZ + Y Z + kZ]

=

where



VII— The Littlewood-Richardson coefficients. 
Increasing first rows.

Examples of Schur generating series

4)

�[X] =
Y

x2X

1

1� x
=

X

n�0
hn[X]

�[XY ] =
Y

xi,yj

1

1� xiyj
=

X

�

s�[X]s�[Y ]

�[XZ + Y Z] =
X

�,µ,⌫

c�µ,⌫sµ[X]s⌫[Y ]s�[Z]

�[XY Z] =
Y

xi,yj,zk

1

1� xiyjzk
=

X

�

gµ,⌫,�sµ[X]s⌫[Y ]s�[Z]

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

0

B@
1 0
0 1
1 1

1

CA

C

c(a+b)
(a),(b) = 1

Let C be the 2-dim cone generated by (1,0,1) and (0,1,1) 
The coefficients inside of C are one 

Outside of C are zero



c(a+b)
(a),(b) = 1

A formula for the stable value?

Stability cone



VIII— The stable Littlewood-Richardson coefficients. 

Stable value  the coefficient of                      is 

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

What happens if I iterate this construction?



The stable stable-Littlewood-Richardson coefficients. 

Stable value  the stable LR coefficient of                               in 

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

�[XZ + Y Z + Z]

Let C be the 3 dim cone generated 
by (1,0,1), (0,1,1), (0,0,1) 

The coefficients inside C are one 
Outside C are zero.

0

B@
1 0 0
0 1 0
1 1 1

1

CAC

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Its degree

They stabilize.



The Littlewood-Richardson coefficients 
Increasing the second row.

Increase the first row of the stable Littlewood-Richardson 
coefficients the resulting Schur generating series is :

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

�[XZ + Y Z +2Z]

Is a linear quasipolynomial

0

B@
1 0 0 0
0 1 0 0
1 1 1 1

1

CA
dim of the nullspace 1

C

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

Its degree

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F 0 = F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

h�[F 0], s↵̄[X]s�̄[X]s�̄[X]i

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]
�[XZ + Y Z + kZ]



Keep iterating this construction

The Littlewood-Richardson coefficients

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

�[XZ + Y Z + kZ]

 0 = �[xyz] = 1
(1�xyz)

�[XY Z +XY +XZ + Y Z]

In the (k+1)-step the Schur series for the  
asymptotic coefficients is

Same chamber  
complex

0

B@
1 0 0 0 · · · 0
0 1 0 0 · · · 0
1 1 1 1 · · · 1

1

CA

k times

dim of the nullspace k-1

The LR grow like a polynomial of degree k  
when the first k+1 rows are really long.



XIX—The Kronecker coefficients 
Increasing first rows.

Examples of Schur generating series

4)

�[X] =
Y

x2X

1

1� x
=

X

n�0
hn[X]

�[XY ] =
Y

xi,yj

1

1� xiyj
=

X

�

s�[X]s�[Y ]

�[XZ + Y Z] =
X

�,µ,⌫

c�µ,⌫sµ[X]s⌫[Y ]s�[Z]

�[XY Z] =
Y

xi,yj,zk

1

1� xiyjzk
=

X

�

gµ,⌫,�sµ[X]s⌫[Y ]s�[Z]

Examples of Schur generating series

4)

�[X] =
Y

x2X

1

1� x
=

X

n�0
hn[X]

�[XY ] =
Y

xi,yj

1

1� xiyj
=

X

�

s�[X]s�[Y ]

�[XZ + Y Z] =
X

�,µ,⌫

c�µ,⌫sµ[X]s⌫[Y ]s�[Z]

�[XY Z] =
Y

xi,yj,zk

1

1� xiyjzk
=

X

�

gµ,⌫,�sµ[X]s⌫[Y ]s�[Z]

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

�[XZ + Y Z +2Z]

 0 = �[xyz] = 1
(1�xyz)

The cone C is generated by 
(1,1,1). In C the coefficients are 
one, and zero outside.

C

0

B@
1 0 0 0 · · · 0
0 1 0 0 · · · 0
1 1 1 1 · · · 1

1

CA

0

B@
1
1
1

1

CA

In this case we recover stability Murnaghan result, and a symmetric version  
of Michel Brion’s formula for the reduced Kronecker coefficients.

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

�[XZ + Y Z +2Z]

 0 = �[xyz] = 1
(1�xyz)

�[XY Z +XY +XZ + Y Z]



The Kronecker coefficients

Increasing the first rows of the  
reduced Kronecker coefficients.

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]

�[XZ + Y Z +2Z]

 0 = �[xyz] = 1
(1�xyz)

�[XY Z +XY +XZ + Y Z]

 0 = �[xyz + xy + xz + yz] = 1
(1�xyz)(1�xy)(1�xz)(1�yz)

The vector partition associated to vectors 
(1,1,1), (1,1,0), (1,0,1), (0,1,1).

First iteration

0

B@
1 0 0 0 · · · 0
0 1 0 0 · · · 0
1 1 1 1 · · · 1

1

CA

0

B@
1 1 1 0
1 1 0 1
1 0 1 1

1

CA

0

B@
1
1
1

1

CA

Briand-Rattan-R

= piecewise quasipolynomial 
of degree 1

Main Theorem

ko

A(!0)

mF (!
0 + k!) =

A(!0) ·mF (k!) + a quasipolynomial in k of degree < than d

F 0 = F (X +1, Y +1, Z +1)� F (1,1,1)�X � Y � Z

h�[F 0], s↵̄[X]s�̄[X]s�̄[X]i

 0 = �[xz + yz] = 1
(1�xz)(1�yz)

s↵̄[X]s�̄[Y ]s�̄[Z]
�[XZ + Y Z + kZ]



The leading term is a linear polynomial

The Kronecker coefficients 
Increasing the 2nd rows of the partitions

 0 = �[xyz + xy + xz + yz] = 1
(1�xyz)(1�xy)(1�xz)(1�yz)

This is the vector partition associated to (1,1,1), (1,1,0),
(1,0,1), (0,1,1).

A j+k�i
2 + a periodic function.

Schur generating series for the constant A is given by

0

B@
1 0 0 0 · · · 0
0 1 0 0 · · · 0
1 1 1 1 · · · 1

1

CA

0

B@
1 1 1 0
1 1 0 1
1 0 1 1

1

CA

0

B@
1
1
1

1

CA

�[XY Z +2(XY +XZ + Y Z +X + Y + Z)]

(The first two parts of the partitions should be removed)



Kronecker coefficients 
Increasing the kth row of the partitions

3n2 � 2

The n-reduced Kronecker coefficients Y
Pm

n=1 sn[X] +
Pm

n=2 sn[X]

�[XY Z + n(XY +XZ + Y Z) + n(n� 1)(X + Y + Z)]

Asymptotically behaves like a quasi-polynomial of degree

Kronecker coefficients

Reduced Kronecker coefficients

2-Reduced Kronecker coefficients

corank 0

corank 1

corank 10



The some plethysm coefficients 
Increasing first rows.

�[Y sµ[X]] =
P

�,� a
�
�,µs�[X]s�[Y ]

We increase the sizes of the first rows.3n2 � 2

 0 = �[yxm] = 1
(1�yxm)

A 1-dim cone C 
(m,1)

We get a formula the stable value.

Fix �[Y sµ[X]] =
P

�,� a
�
�,µs�[X]s�[Y ]

C

Manivel

Y
Pm

n=1 sn[X] +
Pm

n=2 sn[X]
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