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Abstract

We improve the geometric properties of SLE(k; p) processes derived in an earlier
paper, which are then used to obtain more results about the duality of SLE. We
find that for k € (4,8), the boundary of a standard chordal SLE(x) hull stopped
on swallowing a fixed € R\ {0} is the image of some SLE(16/x; g) trace started
from a random point. Using this fact together with a similar proposition in the
case that k > 8, we obtain a description of the boundary of a standard chordal
SLE(k) hull for k > 4, at a finite stopping time. Finally, we prove that for k > 4,
in many cases, the limit of a chordal or strip SLE(k; g) trace exists.

1 Introduction

This paper is a follow-up of the paper [9], in which we proved some versions of Duplantier’s
duality conjecture about Schramm’s SLE process ([8]). In the present paper, we will
improve the technique used in [9], and derive more results about the duality conjecture.

Let us now briefly review some results in [9]. Let k1 < 4 < ko with k1ke = 16. Let
x1 # 29 € R. Let N € Nand py,...,py € RU{oo} \ {x1,22} be distinct points. Let
Ci,....,Cx € Rand pj,, = Cro(kj —4), 1 <m < N, j=12 Let = (p1,...,pn)
and p; = (pj1,..-,pjn), J = 1,2. Using the method of coupling two SLE processes
obtained in [I0] and some computations about SLE(k; §) processes, we derived Theorem
4.1 in [9], which says that there is a coupling of a chordal SLE(xi; —%,p1) process
Ki(t), 0 <t < T, started from (x1; 2, p), and a chordal SLE(kg; —%2, p2) process Ks(t),
0 <t < Ty, started from (zy; x1, ), such that certain properties are satisfied. Moreover,
some p,, could take value x;-—L, j = 1,2, if the corresponding force p;,, > k;/2 — 2.

This theorem was then applied to the case that N = 3; 1 < x9; p1 € (—00,11)

or = x7; pa € (29,00), or = 00, or = x5; and p3 € (x1,33), or = ], or = @5;
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Cy < 1/2, Cy = 1—C4, and C3 = 1/2. Using some geometric properties about
SLE(k; p) processes, we concluded that K;(7]) := Up<t<r, K1(t) is the outer boundary
of KQ(T2_) = U0§t<T2K2(t> in H.

The following proposition, i.e., Theorem 5.2 in [9], is an application of the above
result. It describes the boundary of a standard chordal SLE(x) hull, where k > 8, at the
time when a fixed = € R\ {0} is swallowed.

Proposition 1.1 Suppose k > 8, and K(t), 0 <t < oo, is a standard chordal SLE(K)
process. Let x € R\ {0} and T, be the first t such that x € K(t). Then OK(T,) NH
has the same distribution as the image of a chordal SLE(K'; —%l, —%l, %/ —2) trace started
from (x;0, 2%, 2°), where k' = 16/k, a = sign(x) and b = sign(—z). So a.s. OK(T,) N H
is a crosscut in H on R connecting x with some y € R\ {0} with sign(y) = sign(—=z).

Here a crosscut in H on R is a simple curve in H whose two ends approach to two
different points on R. Since k > 8, the trace is space-filling, so a.s. x is visited by the
trace at time T, and so z is an end point of K(7,) NR. From this proposition, we see
that the boundary of K(7}) in H is an SLE(16/k)-type trace in H started from z.

The motivation of the present paper is to derive the counterpart of Proposition [I.1]
in the case that k € (4,8). In this case, the trace, say =, is not space-filling, so a.s. z is
not visited by ~, at time 7T}, and so z is an interior point of K (7,) NR. Thus we can not
expect that the boundary of K(7,) in H is a curve started from x.

This difficulty will be overcome by conditioning the process K(t), 0 < t < T, on
the value of 7(7}). The conditioning should be done carefully since the probability that
v(T;) equals to any particular value is zero. Instead of taking limits, we will express
K(t), 0 <t < T,, as an integration of some SLE(k; p) processes. In Section Bl we will
prove that the distribution of K(t), 0 <t < T, is an integration of the distributions of
SLE(k; —4, k—4) processes started from (0; y, x) against dA(y), where A is the distribution
of v(T,). This is the statement of Corollary 3.2

In Section @], we will improve the geometric results about SLE(k; ) processes that were
derived in [9]. Using these geometric results, we will prove in Section [l that Proposition
can be applied with N = 4 and suitable values of p,, and C,, for 1 < m < 4, to
obtain more results about duality. Especially, using Corollary B.2, we will obtain the
counterpart of Proposition [[.T] in the case that x € (4,8), which is Theorem [[.T] below.

Theorem 1.1 Let k € (4,8), and x € R\ {0}. Let K(t) and v(t), 0 < t < o0, be
standard chordal SLE(k) process and trace, respectively. Let T, be the first time that
x € K(t). Let i denote the distribution of OK (T,) NH. Let \ denote the distribution of
Y(Ty). Let k' =16/k, a = sign(x) and b = sign(—=z). Let v, denote the distribution of the
image of a chordal SLE(K'; —%, %H/ —4, —% +2, k' —4) trace started from (y;0,y%, 9" x).
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Then i = [, d\(y). So a.s. OK(T,) NH is a crosscut in H on R connecting some
y,z € R\ {0}, where sign(y) = sign(z), |y| > |z|, and sign(z) = sign(—=z).

In Section [0 we will use Theorem [I.1] and Proposition [[.1] to study the boundary of a
standard chordal SLE(x) hull, say K(t), at a finite positive stopping time 7". Let (¢) be
the corresponding SLE trace. We will find that if 4(7") € R, then 0K (T)NH is a crosscut
in H with v(T") as one end point; and if v(7") € H, then 0K (7') N H is the union of two
semi-crosscuts in H, which both have «(T') as one end point. Here a semi-crosscut in H is
a simple curve in H whose one end lies in H and the other end approaches to a point on
R. Moreover, in the latter case, every intersection point of the two semi-crosscuts other
than ~(7T") corresponds to a cut-point of K (7). If k > 8, then the two semi-crosscuts
only meet at y(7'), and so 0K (T) N H is again a crosscut in H on R.

In the last section of this paper, we will use the results in Section [6] to derive more
geometric results about SLE(k; p) processes. We will prove that many propositions in [9]
and Section [ of this paper about the limit of an SLE(k; p) trace that hold for x € (0, 4]
are also true for Kk > 4.

Julien Dubédat studied (Theorem 1, [4]) the distribution of the boundary arc of K (¢)
straddling z, i.e., the boundary arc seen by = at time 7. His result is about the “inner”
boundary of K (t), while Theorem [Tl in this paper is about the “outer” boundary. The
author feels that it is more appropriate and convenient to apply Theorem [[.1] to study
the boundary of standard chordal SLE(k) hulls at general stopping times, and to derive
other related results.

2 Preliminary

In this section, we review some definitions and propositions in [9], which will be used in
this paper.

If H is a bounded and relatively closed subset of H = {z € C:Imz > 0}, and H\ H
is simply connected, then we call H a hull in H w.r.t. co. For such H, there is ¢y that
maps H \ H conformally onto H, and satisfies pp(z) = z + £ + O(Z) as z — oo, where
¢ =hcap(H) > 0 is called the capacity of H in H w.r.t. co.

For a real interval I, we use C'(I) to denote the space of real continuous functions on
I. For T'> 0 and £ € C([0,T)), the chordal Loewner equation driven by ¢ is

2
p(t,z) = &(t)

For 0 <t < T, let K(t) be the set of z € H such that the solution (s, z) blows up
before or at time ¢. We call K(t) and ¢(t,-), 0 <t < T, chordal Loewner hulls and maps,
respectively, driven by £. It turns out that ¢(t,-) = @k for each t € [0,7).

Op(t, z) = 0(0,2) = z.
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Let B(t), 0 <t < o0, be a (standard linear) Brownian motion. Let x > 0. Then
K(t) and p(t,-), 0 <t < oo, driven by £(t) = /kB(t), 0 <t < oo, are called standard
chordal SLE(x) hulls and maps, respectively. It is known ([7][5]) that almost surely for
any t € [0, 00),

— 1 -1
)= Jim ot)7 ) (2.)
exists, and (), 0 < t < oo, is a continuous curve in H. Moreover, if x € (0,4] then
~ is a simple curve, which intersects R only at the initial point, and for any t > 0,
K(t) = ~((0,t]); if K > 4 then = is not simple; if K > 8 then = is space-filling. Such 7 is
called a standard chordal SLE(k) trace.

If (£(t)) is a semi-martingale, and d(£(t)) = kdt for some xk > 0, then from Girsanov
theorem (c.f. [6]) and the existence of standard chordal SLE(k) trace, almost surely for
any t € [0,7), v(t) defined by (2I)) exists, and has the same property as a standard
chordal SLE(k) trace (depending on the value of k) as described in the last paragraph.

Let k>0, p1,....,o8n €ER, 2z € R, and py,...,pN Ef&\{x},wheref&:RU{oo} is a
circle. Let &(t) and pg(t), 1 <k < N, be the solutions to the SDE:

{dat) = VRAB() + Tl gl

_ 2

(2.2)

with initial values £(0) = x and pi(0) = pg, 1 < k < N. If o(t,-) are chordal Loewner
maps driven by £(t), then pg(t) = @(t,pr). Suppose [0,T) is the maximal interval of
the solution. Let K(t) and «(t), 0 <t < T, be chordal Loewner hulls and trace driven
by & Let g = (p1,...,pn) and § = (p1,...,pn). Then K(t) and ~(t), 0 < t < T,
are called (full) chordal SLE(k; p1,. .., pn) or SLE(k; p) process and trace, respectively,
started from (x;py,...,pn) or (x;p). If Ty € (0,7] is a stopping time, then K(t) and
~v(t), 0 < t < Ty, are called partial chordal SLE(k;g) process and trace, respectively,
started from (z;p).

If we allow that one of the force points takes value ™ or x~, or two of the force
points take values x+ and z~, respectively, then we obtain the definition of degenerate
chordal SLE(k;p) process. Let k > 0; p1,...,py € R, and p; > k/2 —2; p; = ™,
pPa,...,PN € ]IAQ\{:E} Let £(t) and pi(t), 1 < k < N, 0 < t < T, be the maximal
solution to (2.2) with initial values £(0) = p1(0) = z, and pg(0) = pi, 1 < k < N.
Moreover, we require that p,(t) > &(t) for any 0 < ¢t < T". Then the chordal Loewner
hulls K(t) and trace y(t), 0 <t < T, driven by &, are called chordal SLE(k; p1, ..., pn)
process and trace started from (x; 27, ps, ..., py). If the condition pi(t) > &(t) is replaced
by p1(t) < £(t), then we get chordal SLE(k; p1, ..., pn) process and trace started from
(x;27,p2, ..., pn). Now suppose N > 2, p1,ps > £/2—2,p; =+, and p, = 27 Let £(t)
and pi(t), 1 <k < N, 0 <t < T, be the maximal solution to (2:2)) with initial values
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£(0) = p1(0) = pa2(0) = @, and pg(0) = pr, 1 < k < N, such that p,(t) > &(t) > pa(t)
for all 0 < ¢t < T. Then we obtain chordal SLE(k; p1, ..., px) process and trace started
from (z;2%, 27, ps,...,pn). The force point T or x~ is called a degenerate force point.
Other force points are called generic force points. Let ¢(¢,-) be the chordal Loewner
maps driven by . Since for any generic force point p;, we have p;(t) = p(t,p;), so we
write (¢, p;) for p;(t) in the case that p; is a degenerate force point.

For h > 0,1let S, ={z € C: 0 <Imz < h} and R, = ih + R. If H is a bounded
closed subset of S,, S, \ H is simply connected, and has R, as a boundary arc, then
we call H a hull in S; w.r.t. R;. For such H, there is a unique ¢y that maps S, \ H
conformally onto S, such that for some ¢ > 0, ¥y (2) = 2z £ c+ o(1) as z — +oo in S;.
We call such ¢ the capacity of H in S; w.r.t. R, and let it be denoted it by scap(H).

For £ € C([0,T)), the strip Loewner equation driven by ¢ is
M), ¥(0,2) = . (2.3)
For 0 <t < T, let L(t) be the set of z € S, such that the solution (s, z) blows up
before or at time t. We call L(t) and ¥(¢,-), 0 <t < T, strip Loewner hulls and maps,
respectively, driven by £. It turns out that v(t,-) = 91 and scap(L(t)) = ¢ for each
t €10,7). In this paper, we use coths(z), tanhs(2), cosha(z), and sinhy(z) to denote the
functions coth(z/2), tanh(z/2), cosh(z/2), and sinh(z/2), respectively.

Let k >0, p1,....,pxn ER, z € R, and py,...,py € RUR, U {400, —c0} \ {z}. Let
B(t) be a Brownian motion. Let £(t) and pg(t), 1 < k < N, be the solutions to the SDE:

{ AE(t) = VRAB(E) + S0, & cotha(§(1) — pu(t))dt 2.4
dpo(t) = cotha(pi(t) — E())dt, 1<k <N, ‘

with initial values £(0) = x and pi(0) = p, 1 < k < N. Here if some p, = foo then
pr(t) = oo and cothse(&(t) — pr(t)) = F1 for all ¢ > 0. Suppose [0,7) is the maximal
interval of the solution to (2.4]). Let L(t), 0 <t < T, be strip Loewner hulls driven by &.
Let B(t) = limg 5..¢) ¥(t,2), 0 <t < T. Then we call L(t) and 3(t), 0 <t < T, (full)
strip SLE(k; p) process and trace, respectively, started from (x; p), where g = (p1, ..., pn)
and p'= (p1,...,pn). If Ty € (0,T] is a stopping time, then L(t) and 5(t), 0 < t < Ty,
are called partial strip SLE(k; p)) process and trace, respectively, started from (z; p).

The following two propositions are Lemma 2.1 and Lemma 2.3 in [9]. They will be
used frequently in this paper. Let S; and S5 be two sets of boundary points or prime
ends of a domain D. We say that K does not separate S7 from Sy in D if there are
neighborhoods U; and U, of S; and Sy, respectively, in D such that U; and Us lie in the
same pathwise connected component of D \ K.

O(t, z) = coth (

Proposition 2.1 Suppose k > 0 and p = (p1,...,pn) with Zizl pm = Kk — 6. For
J =12, let K;(t), 0 <t < T}, be a generic or degenerate chordal SLE(k;p) process
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started from (xz;;p;), where p; = (pj1,-..,0jnN), J = 1,2. Suppose W is a conformal or
conjugate conformal map from H onto H such that W(x1) = xo and W(p1m) = P2m,
1<m < N. Let proo = WH(00) and pa oo = W(o0). Forj =1,2, let S; € (0,T}] be the
largest number such that for 0 <t < S;, K;(t) does not separate p; o from oo in H. Then
(W(K4(t)),0 <t <Sy) has the same law as (Kq(t),0 <t < S3) up to a time-change. A
similar result holds for the traces.

Proposition 2.2 Suppose k >0 and j= (p1, ..., pn) with S _ pp =k —6. Let K(t),
0<t<T, beachordal SLE(k; p) process started from (x;p), where g = (p1,...,pn). Let
L(t), 0 <t < S, be a strip SLE(k; p) process started from (y;q), where § = (q1,...,qn)-
Suppose W is a conformal or conjugate conformal map from H onto S, such that W (x) =
y and W(py) = qu, 1 <k < N. Let I = W YR,) and qoo = W(0). Let T" € (0,T]
be the largest number such that for 0 <t < T', K(t) does not separate I from oo in H.
Let S" € (0, 5] be the largest number such that for 0 <t < S', L(t) does not separate G
from R.. Then (W(K(t)),0 <t <T') has the same law as (L(t),0 <t < S") up to a
time-change. A similar result holds for the traces.

Now we recall some geometric results of SLE(k; p) traces derived in [9].

Let k > 0, and pi, p— € R be such that py + p_ = k — 6. Suppose [(t), 0 <t < o0,
is a strip SLE(k; py, p—) trace started from (0; +00, —00). In the following propositions,
Proposition 2.3 is a combination of Lemma 3.1, Lemma 3.2, and the argument before
Lemma 3.2, in [9]; Proposition 24 and Proposition are Theorem 3.3, and Theorem
3.4, respectively, in [9].

Proposition 2.3 If |p. — p_| < 2, then a.s. B([0,00)) is bounded, and (3([0,00)) inter-
sects R, at a single point J+mi. And the distribution of J has a pmbabzlzty denszty func-
tion w.r.t. the Lebesque measure, which is proportional to exp(z/2)= #~=P+) coshy(z) .

Proposition 2.4 Ifrx € (0,4] and |p+ — p—| < 2, then a.s. limy_, B(t) € R,.
Proposition 2.5 If k € (0,4] and £(py+ — p-) > 2, then a.s. limy_, () = Foo.

The following two propositions are Theorem 3.1 and Theorem 3.2 in [9].
Proposition 2.6 Letr >0, N,, N_ € N, gy = (ps1,...,pin.) € RVE with Zle pij >
k/2—=2 for1 <k < Ny, pt = (pa1,---,peny) with 0 < p; < -+ < pn, and 0 >

pog > >p_y_. Let v(t), 0 <t < T, be a chordal SLE(k; gy, p_) trace started from
(0; 9, p-). Then a.s. T = o0 and 0o is a subsequential limit of y(t) as t — oo.



Proposition 2.7 Let k € (0,4], p1,p- > k/2—2. Suppose y(t), 0 <t < 00, is a chordal
SLE(k; py, p—) trace started from (0;p1,p_). If py =07 and p_ =07, or p* € (0,00)
and p~ € (—00,0), then a.s. lim; . y(t) = 0.

The following proposition is Theorem 4.1 in [9] in the case that k1 < 4 < k.

Proposition 2.8 Let 0 < k1 < 4 < kg be such that kKiky = 16. Let 1 # 19 € R. Let
N eN. Letpy,...,pn € RU{oco}\{z1,z2} be distinct points. For1 <m < N, letC,, € R
and pjm = Cp(kj —4), 5 = 1,2. There is a coupling of Ki(t), 0 <t < T3, and Ks(t),
0 <t < Ty, such that (i) for j = 1,2, K;(t), 0 <t < Ty, is a chordal SLE(k;; =%, pj)
process started from (zj;x3—j,p); and (i) for j # k € {1,2}, if ty is an (FF)-stopping
time with ty, < Ty, then conditioned on Fy , pi(ty, K;(t)), 0 <t < Tj(ty), has the same
distribution as a time-change of a partial chordal SLE(k;; —%,ﬁj) process started from
(@k(fkvxﬂ;gk({k)v ¢k(£k7]§>)f where @k(tvm = (on(tvp1>v R QPR(tva))_f ¢k(t7 ')7 0<t<
Ty, are chordal Loewner maps for the hulls Ki(t), 0 < t < Ty; T;(ty) € (0,T;] is the
largest number such that K;(t) N\ Ky(ty) = 0 for 0 <t < Tj(t.); and (F}) is the filtration
generated by (K;(t)), j = 1,2. This still holds if some p,, take(s) value x¥ or x5 .

3 Integration of SLE measures

Let k >0, p1,p- €R, py +p_ =k —6, and |py — p_| < 2. Suppose &(t), 0 < t < o0,
is the driving function of a strip SLE(k; p1, p—) process started from (0; +00, —c0). Let
o = (p_ — py)/2. Then there is a Brownian motion B(t) such that &(t) = B(t) + ot,
0<t<oo0.

Let p denote the distribution of £&. We consider p as a probability measure on
C([0,00)). Let (F;) be the filtration on C([0,00)) generated by coordinate maps. Then
the total o-algebra is Fo = Vi>oF;. For each z € R, let v, denote the the distribu-
tion of the driving function of a strip SLE(k; —4, p_ + 2, py + 2) process started from
(0;  + mi, +00, —00), which is also a probability measure on C([0,00)). Then we have
the following lemma.

Lemma 3.1 We have

. %/RV exp(z/2)

~ coshy (x)_%dm,

where dx is Lebesque measure, Z = [, exp(x/2)~ 7 coshy ()" wdx, which is finite because

lo| < 1, and the integral means that for any A € F,

p(A) = / va(A) exp(z/2)

4
K
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Proof. Let f(z) = %exp(:v/Q)%U coshy(z) ", # € R. Then Jg f(z)dz =1, and

flo) 2 o — tanhy(z r eR;
o)~ m( tanhy (7)), eR; (3.2)
gf"(x) + f'(z)(—0 + tanhy(z)) + @ coshy(z)™2 =0, z€R. (3.3)

Note that the collection of A that satisfies (B.I]) is a monotone class, and U;>oF; is an
algebra. From Monotone Class Theorem, we suffice to show that (B.1I) holds for any
A€ Fi, t €[0,00). This will be proved by showing that v,|z < p|z for all z € R and
t € [0,00), and if R(x) is the Radon-Nikodym derivative, then [, R(x)f(z)dz = 1.

Let (t,-), 0 <t < oo, be the strip Loewner maps driven by . For z € R and t > 0,
let X(t,2) = Re(v(t,z + mi) — £(t)). Note that ¢(t,x + 7i) € R, for any ¢ > 0. From
23), for any fixed z € R, X (¢, z) satisfies the SDE

0 X (t,x) = —/kOB(t) — 0Ot + tanhy(X (¢, z))0t. (3.4)
If ¢ is fixed, then 0, X (¢, z) = 0¥ (t,x + 7i). From (23]), we have

010, X (t,x) = 00, (t, x + i) = % sinhy (V(t, 7 + mi) — £(1)) 20,0 (¢, = + i)

= %cosh2( (t,2)) 20, X (t,z). (3.5)

For x € R and t > 0, define M(t,z) = f(X(t,2))0, X (t,x). From B2~3.3H) and Ito’s
formula (c.f. [6]), we find that for any fixed z, (M (¢, x)) is a local martingale, and satisfies
the SDE:

OM(t,x)  f(X(Ex)) 2

Mt (X)) VEIB(t) = \/E(U tanho (X (¢, ))) 0B(t).
From the definition, f is bounded on R. From (33]) and that 0,X(0,2) = 1, we have
|0, X (t,z)] < exp(t/2). Thus for any fixed t, > 0, M(¢,x) is bounded on [0,%y] x R.
So (M(t,x) : 0 < t < tp) is a bounded martingale. Then we have E[M(ty,z)] =
M(0,z) = f(x) for any =+ € R. Now define the probability measure 14, , such that
dvy, o /dp = M (to,z)/ f(z), and let

B(t) = B(t) + /Ot %(a — tanhy (X (s,7)))ds, 0 <t <t.

From Girsanov Theorem, under the probability measure v, ., E(t), 0 <t <ty isa
partial Brownian motion. Now &(t), 0 < t < t, satisfies the SDE:

dé(t) = /rdB(t) + odt — 2(0 — tanhy (X (¢, z)))dt
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= VRdB(t) — odt — * cothu((t, 7 + i) — E(1))dt

Since £(0) = 0, so under vy, ., (£(t),0 < t < tg) has the distribution of the driving
function of a strip SLE(k; —4, p_ + 2, p4 + 2) process started from (0; x + 7, 400, —00).
So we conclude that vy, .|z, = vi|r,. Thus v.|z, < plz,, and the Radon-Nikodym
derivative is Ry, (z) = M (to,x)/f(z). Thus

/Rto dZL’—/Mto, dl‘—/f to, 8Xt0, dl‘—/f O

Theorem 3.1 Let k > 0, and py, p— € R satisfy pr +p— = k—6 and |pL —p_| < 2. Let
i denote the distribution of a strip SLE(k; py, p—) trace ((t), 0 < t < oo, started from
(0; +00, —00). Let A denote the distribution of the intersection point of B([0,00)) with
R,. For each p € R, let 1, denote the distribution of a strip SLE(k; —4, p— + 2, p4 + 2)
trace started from (0;p, +-00, —00). Then fi = [ 7, dA(p).

Proof. This follows from Proposition and the above lemma. O

Remark. A special case of the above theorem is that kK = 2 and p, = p_ = —2, so
p++2=p_+2=0. From [I1], a strip SLE(2; —2, —2) trace started from (0; 00, —00)
is a continuous LERW in S; from 0 to R,; a strip SLE(2; —4,0,0) trace started from
(0; p, +00, —00) is a continuous LERW in S, from 0 to p; and the above theorem in this
special case follows from the convergence of discrete LERW to continuous LERW.

Corollary 3.1 Letk >0, p € (k/2—4,K/2—-2), andx # 0. Let ji denote the distribution
of a chordal SLE(k;p) trace y(t), 0 < t < T, started from (0;x). Let N\ denote the
distribution of the subsequential limit of v(t) on R ast — T, which is a.s. unique. For
each y € R, let v, denote the distribution of a chordal SLE(k; —4,k —4 — p) trace started
from (0;y,z). Then = [, 7, d\(y).

Proof. This follows from the above theorem and Proposition 2.2 O

Corollary 3.2 Let k € (4,8) and x # 0. Let v(t), 0 < t < oo, be a standard chordal
SLE(k) trace. Let T, be the first t that v([0,t]) disconnects x from oo in H. Let i denote
the distribution of (y(t),0 <t < T,). Let X\ denote the distribution of v(T,). For each
y € R, let v, denote the distribution of a chordal SLE(k;—4,k — 4) trace started from

(0;9,2). Then = [, 7, d\(y).

Proof. This is a special case of the above corollary because 7(t),

0 <t<T,,isachordal
SLE(k;0) trace started from (0;z), and 0 € (k/2 —4,k/2 —2). O



4 Geometric Properties

In this section, we will improve some results derived in Section 3 of [9]. We first derive
a simple lemma.

Lemma 4.1 Suppose (t,-), 0 <t < T, are strip Loewner maps driven by &. Suppose
€(0) < z1 < a9 or &(0) > x1 > x9, and Y(t,x1) and P(t,z2) are defined for 0 <t < T.
Then for any 0 <t < T,

’/Otcothz(@b(s,a:l)—g(s))ds_/otcoth2(¢(s,x2)—g(s))ds < |z1 — 2.

Proof. By symmetry, we only need to consider the case that £(0) < x; < x5. For any
0 <t<T, wehave £(t) < 1(t,x1) < ¥(t, x2), which implies that coths(¢(t, z1) —&(t)) >
cotha (¢(t, x2) — &(t)) > 0. Also note that 0,1(t, x;) = cotha(Y(t, ;) — (1)), 7 = 1,2, so
for0<t<T,

0< /0 cothy(¢(s, x1) — £(s))ds — /0 cothy(¢(s, xe) — £(s))ds
= (,lvb(taxl) - w(07$1)) - (w(thQ) - w(07$2))

:w(t,xl)—¢(t,x2)+x2—x1<x2—x1:|x1—x2\. O

From now on, in this section, we let k > 0, Ny, N_ € NU{0}, pi = (p+1,.-.,p+n.) €
RY+and y4 = Zﬁil Ptm. Let 7,7 € R be such that x4 +7 +x_ +7 =Kk —6. Let
Pr = (px1,...,pen,) besuch that p_y_ < -+ <p_1 <0 <p; <--- < pn,. Suppose
B(t), 0 <t <T,is astrip SLE(k; Py, p_, 7, 7_) trace started from (0; ., p_, +00, —00).
Let £(t) and 9 (t,-), 0 <t < T, be the driving function and strip Loewner maps for 3.
Then there is a Brownian motion B(t) such that for 0 <t < T, £(t) satisfies the SDE

de(t) = v/kdB(t) Z cotha (Y(t, pm) — &(2)) dt

— T

_ Z " cotha(W(t, pr) — E(1)) dt — . (4.1)
For 0 <t < T, we have
Yt p-n) < <P(tp-1) <) <Y(tpr) < <Pt pwy)- (4.2)

10



Since Oy(t,z) = cothe(Y(t,x) — £(t)), so O(t,pp) > 1 for 1 < m < Ny, and
OY(t,p_m) < —1 for 1 < m < N_. Thus for 0 < t < T, 9¥(t,py,) increases in t,
and Y(t,p,) > t for 1 < m < Ny; (¢, p_,) decreases in t, and ¥ (t,p_,,) < —t for
1 < m < N_. We say that some force point p, is swallowed by G if T' < oo and
W(t,ps) —&(t) — 0 ast — T. In fact, if T < oo then some force point on R must be
swallowed by 3, and from (4.2]) we see that either p; or p_; is swallowed.

Lemma 4.2 (i) If Z?lej > k/2—2 for 1 <k < Ny, then a.s. p; is not swallowed by
B. (i) If Z?le_j >k/2—2 for 1 <k < N_, then a.s. p_1 is not swallowed by (.

Proof. From symmetry we only need to prove (i). Suppose Z§:1 p; > k/2 — 2 for
1 <k < N,. Let £ denote the event that p; is swallowed by 3. Let P be the probability
measure we are working on. We want to show that P (£) = 0. Assume that P (£) > 0.
Assume that £ occurs. Then lim; 7 &(t) = limy_7 (¢, p;) > T. For 1 < m < N_, since
V(t,pem) < —t, 0 <t < T, so Y(t,p_m) — &(t) on [0,T) is uniformly bounded above
by a negative number. Thus cothg(w(t p m) —& (t)) on [0,7") is uniformly bounded for

1<m< N_. F0r0<t<TletB +f0 s)ds, where
a@z»ﬁQ%Q+“”;;;”wmmwwmw—am
m . — T
—Z—Kcothg —m) —&(t)) — NG

For 0 <t < T, since ¢(t,mi) — £(t) € Ry, so | cothe(v(t,mi) — &£(¢))] < 1. From the
previous discussion, we see that if £ occurs, then 7' < oo and a(t) is uniformly bounded
on [0,7), and so fo (t)%dt < co. For 0 <t < T, define

M(t) = exp ( - /0 t a(s)dB(s) — /0 t a(s)2d3>. (4.3)

Then (M(t),0 <t < T) is a local martingale and satisfies dM (t)/M(t) = —a(t)dB(t).
In the event &, since f (t)%dt < oo, so a.s. lim_p M(t) € (0,00). For N € N, let
Ty € [0,7] be the largest number such that M(t) € (1/(2N),2N) on [0,7y). Let
Ev = EN{Ty = T}. Then &€ = U¥_En as., and E[M(Tx)] = M(0) = 1, where
M(T) := limy_,r M(t). Since P (£) > 0, so there is N € N such that P (£y) > 0. Define
another probability measure Q such that dQ /dP = M(Ty). Then P <« Q, and so
Q (Ex) > 0. By Girsanov Theorem, under the probability measure Q , E(t), 0<t<Ty,
is a partial Brownian motion. From (41), £(¢), 0 < ¢t < T, satisfies the SDE:
Ny

dE(t) = VRAB(t) = Y T cothy(u(t,p) — (1)) di

m=1

11



2—2 2—4—
L5/ —dt - all 5 X4 cotho(0(t, i) — (1)) dt,
sounder Q, 3(t), 0 <t < T, is a partial strip SLE(x; p3, § —2, § —4 — x4 ) trace started
from (0; p.y, —o0, 7). In the event Ey, since ¥ (t,p1) —&(t) — 0ast — Ty =T, so 5(t),
0 <t<Ty,is a full trace under Q. Note that

i/) +<K 2)+<K 4 x)-m 6
m - — ——4—X+)=K—0.
2 2 2

From Proposition 2.2 Proposition 2.6l and that Zle p; > k/2—2for 1 <k < N,,
we see that on Ey, Q-a.s. mi is a subsequential limit of 3(¢) as ¢ — T, which implies
that the height of 5((0,¢]) tends to m as t — T, and so Ty = oco. This contradicts that
ITy=T<ooonéyand Q(Ey)>0. Thus P(£)=0. O

Lemma 4.3 (i) If x. > —2 and x+ + 74 > k/2 — 4, then T = oo a.s. implies that
liminf; oo (Y(t, pm)—€(t))/t > 0 for1 <m < Ni. (i) If x- > =2 and x—+7_- > k/2—4,
then a.s. T = oo implies that limsup,_, (Y (t, p—m) — &(t))/t <0 for 1 <m < N_.

Proof. We will only prove (i) since (ii) follows from symmetry. Suppose y+ > —2 and
X+ + 74 > K/2—4 Then A =1+ 5 + 5 — 2= — = > 0. Let X(t) = (t,p1) —£(1),
t > 0. From (4.2)) we suffice to show that 7' = oo a.s. implies that liminf, ., X (¢)/t > 0.

Now assume that 7' = co. From (2Z3)) and ([@.1), for any 0 < #; < ts,

Ty — T—

X(t2) = X (1) = —VRB(t) + VEB(t) + W)+ [ ? cothy (X (8))dt

t1

+m§::1 ”7’” /t 2 cotha (¢ (¢, pm) — S(t))dw; 'O‘T’” / 2 cothy((t, p_pm) — E(t))dt.  (4.4)

t
1 t1
Let M, = 2%21 |pm||Pm — p1]. From Lemma [Tl for any 0 < t; < ts,

2

Ny ta t
3 %’” / cotha(P(t, ) — E())dt > %* cotha (X (£))dt — M. (4.5)
m=1 t

1 t1
Let 1 = min{A,1}/6 > 0. There is a random number Ay = Ap(w) > 0 such that a.s.
IWVeB(t)] < Ag +eit, for any ¢ > 0. (4.6)

Let x* = SN |p_ml|, and 5 = x*A+1 > (0. Choose R > 0 such that if + < —R then

| cothe(z) — (—1)| < 9. Suppose X(t) < t on [ty,ts], where t > ¢t; > R. Then for
1<m < N_and t € [ty,ts], from (¢, p_n) < —t and (¢, p1) > t, we have

Wt pom) — E(8) = Yt poy) — Ot p1) + X(£) < —t —t +t = —t < —R,

12



and so | cothy(Y(t, p_m) — &(t)) — (—1)] < e9. Then

S22 [ comatuttp) — ez (= 5

) 9 5 82) (tg — tl). (47)

Suppose X (tg) > to for some ty > max{R,2M; + 4A, + 2}. We claim that a.s. for
any t > to, we have X (t) > e1t. If this is not true, then there are to > t; > ty such that
X(t1) =t1, X(ts) = e1to and X (t) <t for t € [t1,t5]. From (E4NLT), we have a.s.

Ty — T-

X(tg) — X(tl) Z —2A0 — Eltl — Eltg + 5 (tg — tl)
2 _+xte
+(1 + ﬁ) / coth (X (8))dt — My — 22T X=22 )y,
2/, 2
X*er
> M, — 2Ag — 2e1ts + (A — )ts —t1), (4.8)

where in the last inequality we use the facts that cothy(X (t)) > 1 and 14 %+ > 0. Since
X(t1) = t; and X (t3) = e1t2, so we have

M+ + 2A0 Z (A — X*_EQ/Q — 381)(t2 - tl) + (1 — 381)t1.
Since A — x*e3/2 -3y > A—-A/2—-A/2>0and 1 —3e; > 1/2, s0
M, +2A0 > t1/2>t/2 > 2My +4A0+2)/2 = My + 2A0 + 1,

which is a contradiction. Thus if X (ty) > to for some ¢ty > max{R,2M, +4A,+ 2}, then
a.s. X(t) > et for any t > t¢, and so liminf, ., X(t)/t > 1 > 0. The other possibility
is that X (tg) < to for all ty > max{R,2M, +4Ay+2}. Let t; = max{R,2M, +4A,+2}
and ty > t;. Then (LANAT) still hold, so we have (48)) again. Let both sides of (L.8) be
divided by t5 and let o =t — oco. Then we have a.s.

lil:trnian(t)/t >A—x"e9/2 -2 >A/6>0. O
The following theorem improves Theorem 3.6 in [9].

Theorem 4.1 Ifx € (0,4], Zle pi; > K/2-2,1 <k < Ny, and |[x4+17:—x-—T_| < 2,
then a.s. T = oo and limy_,, 3(t) € R,.
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Proof. From Lemma 4.2, a.s. neither p; nor p_; is swallowed by (3, so T = oco. Since

IX++7T+—x-—7-| < 2and x4 +74+x-+7- = k—06,80 x4 +7+ > k/2—4. If Ny > 1, then

X+ =N pi > k/2—2 > —2, so from LemmalE3, a.s. lim inf, o (¥ (t, pm) —E())/t > 0

for 1 <m < N,. If Ny =0, this is also true since there is nothing to check. Similarly,

hmsupt_)oo(w(t Pom) — &)/t <O for 1 < m < N_. For 0 <t < oo, let B(t) =
—I—fo s)ds, where

Ny N_

Then [ a(t)?dt < oo, and £(t), 0 < ¢ < oo, satisfies the SDE:

5= (L cotha (¥, p-m) — £(1))).

de(t) = /rdB(t) — X = (4.9)
For 0 < t < oo, define M (t) by (43]). Then (M(t)) is a local martingale, satisfies the
SDE: dM(t)/M(t) = —a(t)dB(t), and a.s. M(oc0) = limy_o, M(t) € (0,00). For N € N,
let Ty € [0, 00] be the largest number such that M(t) € (1/(2N),2N) on [0,Ty). Then
E[M(Ty)] = M(0) = 1. Let Ey = {ITy = oo}. Let P be the probability measure we
are working on. Fix ¢ > 0. There is N € N such that P [Ey] > 1 — . Define another
probability measure Q such that dQ /dP = M(Ty). By Girsanov Theorem, under Q,
E(t), 0 <t < Ty, is a partial Brownian motion, which together with (49]) implies that
B(t), 0 <t < Ty, is a partial strip SLE(k; p4, p_) trace started from (0; 400, —00), where
P+ = X+ + 7¢. Since py +p- = Kk —6 and |p; — p_| < 2, so from Proposition 2.4, Q-a.s.
lim; 1y, B(t) € Ry on {Ty = oo} = Ey. Since P < Q, so (P-)a.s. lim;_p, 5(t) € R; on
En. Since P [En] > 1 — ¢, so the probability that lim; .., 3(t) € R, is greater than 1 —e.
Since £ > 0 is arbitrary, so (P-)a.s. lim;_, 5(t) € R,. O

The following Theorem improves Theorem 3.1 in [9] when x € (0, 4].

Theorem 4.2 Suppose € (0,4]; Ny, N_ € NU{0}; g+ = (pt1,.-.,p+n.) € RVE;
Z?:1p:l:j > k/2-2, 1<k < Ny;poe = (persooopene) €ERYp oy <o <py <
0<p1<---<pn,. Lety(t), 0 <t <T, be a chordal SLE(k; p, p-) trace started from
(0; 94, p-). Then a.s. lim;_p~(t) = oc.

Proof. If Ny = N_ = 0 then ~ is a standard chordal SLE(k) trace, so the conclusion
follows from Theorem 7.1 in [7]. If Ny = 0 and N_ =1, or Ny = 1 and N_ = 0,
the conclusion follows from Proposition and Proposition 2.5l If N, = N_ =1, this
follows from Proposition 2.7l For other cases, we will prove the theorem by reducing the
number of force points.
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Now consider the case that N_ = 0 and N, > 2. Choose W that maps H conformally
onto Sy such that W(0) = 0, W(oco) = —oo, and W (py,) = +00. Let er =N, — 1,
7= (q,--,qn;), where ¢, = W(py), 1 <m < Nj. Then 0 < ¢, < --- < qy;. Let

p=(p1,--,pn) c RM+. Thenz 1 pj > k/2—2for 1 <k < N,. Let x; = Zm 1 Pm-
Then y; > /{/2 2> -2 Letty =py, and 7- = K—6— x4 —74. Then x4 +7 +7_ =
k—6and yy +7 = SN o > K/2—2 > k/2—4. From Proposition 2] a time-change
of Won(t), 0 <t <T,say (t), 0 <t < S, isa strip SLE(k;7_, T4, p) trace started
from (0; —oo, +00,q). Let £(t) and ¥(t,-), 0 <t < S, be the driving function and strip
Loewner maps for 5. Then there is a Brownian motion B(t) such that for 0 < ¢ < S,
&(t) satisfies the SDE

N/

~dt — ”; cotha(V(t, gm) — E(1)) dt.

m=1

dg(t) = VrdB(t) —

From Lemma 2] and Lemma | a.s. S = oo and liminf, . (¢¥(t, gm) — &(2))/t > 0 for
1<m< NL LetB —i—fo s)ds, where

N,

o) = 3 (1= ottt ) — €0),
Then [;° a(t)*dt < oco. Now &(t) satisfies the SDE

dé(t) = \RAB(t) — W%T‘ dt.

Note that (y. +74) — 7 > 2. We observe that if B(t) is a Brownian motion, then f is a
strip SLE(k; x4 + 74, 7_) trace started from (0; +00, —00), and so from Proposition 2.5
we have lim; ., f(t) = —oo. Using the argument at the end of the proof of Theorem [41],
we conclude that a.s. lim; ., 3(t) = —o0, and so lim;_7y(t) = W™!(—o00) = oco.

For the case N_ = 1 and N, > 2, we define W and 3 as in the above case, and
conclude that lim;_ .., #(t) = —oo using the same argument as above except that now we
use Proposition and the conclusion of this theorem in the case N, = N_ =1 to prove
that a.s. lim; o 5(t) = —00. So again we conclude that a.s. lim; 7 v(t) = co. The cases
that N, € {0,1} and N_ > 2 are symmetric to the above two cases. For the case that
Ny, N_ > 2. we define W and [ as in the case that N_ = 0 and N, > 2, and conclude
that a.s. limy ., #(t) = —oo using the same argument as in that case except that now we
use Proposition and the conclusion of this theorem in the case N_ > 2 and N, = 1.
So we also have a.s. limy_,7y(t) = co. O
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5 Duality

Let v be a simple curve in a simply connected domain €2. We call v a crosscut in € if
its two ends approach to two different boundary points or prime ends of {2. We call v a
degenerate crosscut in ) if its two ends approach to the same boundary point or prime
end of 2. We call v a semi-crosscut in 2 if its one end approaches to some boundary
point or prime end of €2, and the other end stays inside §2. In the above definitions, if
) = H, and no end of v is oo, then ~ is called a crosscut, or degenerate crosscut, or
semi-crosscut, respectively, in H on R. For example, ¢, 0 < § < m, is a crosscut in H
on R; ¢ 0 < § < /2, is a semi-crosscut in H on R; i +e?, —7/2 < 0 < 37/2, is a
degenerate crosscut in H on R. If 7 is a crosscut in H on R, H \ v has two connected
components. We use Dg(7y) to denote the bounded component.

In Proposition 2.8 let N = 4; choose p; < 1 < p3 < ps < Ty < po; choose
02,04 Z 1/2, let Cl =1- Cg, Cg = 1/2 - C4, and Pim = Cm(lij - 4), 1 S m S 4,
j=1,2. Let K;(t), 0 <t <Tj, j=1,2, be given by Proposition 2.8 Let ¢;(t,-) and
v;(t), 0 <t < T}, j=1,2, be the corresponding chordal Loewner maps and traces.

Since k1 € (0,4), so n(t), 0 < t < Tj, is a simple curve, and v (t) € H for
0 <t < T;. From Theorem . Tland Proposition2.2] a.s. v1(T7) := limy_7y 71(¢) € (22, p2).
Thus ~; is a crosscut in H on R. Note that 7, disconnects xy from oo in H. If
ty € [0,Ty) is an (F?)-stopping time, then conditioned on }}22 , after a time-change,
©a(t2,11(t)), 0 < t < Ti(t2), has the same distribution as a chordal SLE(ky; —5L, f7) trace
started from (@ (t2, #1); &2(2), w2(t2, P)). Then we find that a.s. limy,_.7, (z,) p2(t2, 11 (1)) €
(&2(t2), 2(ta, p2)). Thus a(ta, 71(t)), 0 < t < Ti(t2), disconnects &5(t2) from oo in H,
and so 7y, disconnects 7y(ty) from oo in H \ Ly(fy). By choosing a sequence of (F2)-

stopping times that are dense in [0, 73), we conclude that a.s. Ko(7, ) C Dg(v1), where
Ky(Ty) = Uo<ter, Ko(t). From Proposition and Proposition 2.1} a.s. x; is a subse-
quential limit of 45(¢) as t — T5. Similarly, for every (F})-stopping time #; € (0,7}),
v1(t1) is a subsequential limit of v5(t) as t — Ty(f;). By choosing a sequence of (F})-

stopping times that are dense in [0,77), we conclude that a.s. vi(t) € Ky(T; ) for
0 <t < T;. So we have the following lemma and theorem. Here 99*S is defined for
bounded S C H, which is the intersection of H with the boundary of the unbounded
component of H \ S. For detailed proof of the lemma, please see Lemma 5.1 in [9].

Lemma 5.1 Almost surely 05" Ko(Ty ) is the image of y1(t), 0 <t < T7.
Theorem 5.1 Suppose k > 4; p1 < 11 < p3 < py < T3 < pa; Co,Cy > 1/2, C1 =1 —Cs,
and C3 = 1—-Cy. Let K(t), 0 <t < T, be chordal SLE(k; =%, Ci(k—4), Ca(k—4), C3(k —

4),Cy(k — 4)) process started from (xa;x1,p1,p2,p3,p4). Let K(T7) = Up<icr K(t).
Then a.s. K(T™) is bounded, and 0K (T~) has the distribution of the image of a
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chordal SLE(K'; —%,Cy (k' — 4),Co(k' — 4),Cs(k' — 4),Cy4(r' — 4)) trace started from

2
(@1; 22, p1, D2, P3, Pa), where k' = 16/k.

The above lemma and theorem still hold if we let p; € (—o0,z1), or = z7; let
P2 € (13,00), or = 00, or = x5 ; let p3 € (x1,x9), or = z; let py € (x1,72) or = x,. Here
if po = x5, we use Theorem instead of Theorem [4.1] to prove that the image of v; in
Lemma [5.1]is a crosscut in H on R.

Proof of Theorem [I.1 First suppose < 0. Then A is supported by (—oo,z), and
i = [ 7, d\(y) follows from Corollary 3.2l and Theorem BTl with 2y =y, 20 =0, py =y,
pp=00,p3 =y, py=ux, C; =228 Cy =2, C3=—-1/2, and Cy; = 1. From Theorem
[ Tland Proposition 2.2] for each y € (—o0, x), 1, is supported by the space of crosscuts in
H from y to some point on (0, 00). Thus a.s. 9 K (T) is a crosscut in H on R connecting

some y € (—oo, z) with some z € (0,00). The case that > 0 is symmetric. O

Let S C H. Suppose SN(a,o0) = @ for some a € R. Then there is a unique component
of H\ S, which has (a, 00) as part of its boundary. Let D, denote this component. Then
0D, NH is called the right boundary of S in H. Let it be denoted by 9 S. Similarly,
if SN (—00,a) =0 for some a € R. Then there is a unique component of H \ S, which
has (—o0, a) as part of its boundary. Let D_ denote this component. Then 0D_ N H is
called the left boundary of S in H. Let it be denoted by 0;S. The following theorem
improves Theorem 5.3 in [9].

Theorem 5.2 Let v > 4 and C,,C; > 1/2. Let K(t), 0 < t < oo, be a chordal
SLE(k; Cy(k — 4),Ci(k — 4)) process started from (0;07,07). Let K(00) = UK ().
Let k' = 16/k and W(z) = 1/z. Then (i) W (0 K (o)) has the same distribution
as the image of a chordal SLE(K'; (1 — C,)(k' — 4),(1/2 — C))(k' — 4)) trace started
from (0;07,07); (i) W(0g K (00)) has the same distribution as the image of a chordal
SLE(K'; (1/2 — C.)(K' —4),(1 — C)) (k' — 4)) trace started from (0;07,07); and (iii) a.s.
K(oco)NR = {0}.

Proof. Let Wy(z) = 1/(1 — z). Then W, maps H conformally onto H, and Wy(0) = 1,
Wo(o0) = 0, Wy(0¥) = 1%. From Proposition 21|, after a time-change, (Wy(K(t))) has
the same distribution as a chordal SLE(x; (3 — C, — C))(k —4) — 5, C\.(k — 4), Ci(k — 4))
process started from (1;0,1%,17). Applying Theorem Bl with 1 =0, 2o = 1, p; = 07,
P2 = 1+, P3 = 0+, P4 = 1_, Cl = 1—Cr, C2 = Cr, C3 = 1/2—01, and 04 =
C, we find that 9"Wy(K (00)) has the same distribution as the image of a chordal
SLE(K'; (Ca 4+ Cy) (K — 4) — 5, C1(k' — 4), C3(xk’ — 4)) trace started from (0;1,07,07).
Let ~ denote this trace. From Proposition 2.1l and Theorem 4.2, 7 is a crosscut in H
from 0 to 1. Thus 93 K(00) = Wy (), and so W (9 K(00)) = W o Wy '(7). Let
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W, =W oWyt Then Wi(z) = Z/(Z —1). So W1(0) = 0, Wi(1) = oo, W;(0F) = 0F.
From Proposition 2], after a time-change, Wi (+y) has the same distribution as a chordal
SLE(x"; Cy (k' — 4), C5(k" — 4)) trace started from (0;07,07). Since C; = 1 — C, and
C3 = 1/2 — C}, so we have (i). Now (ii) follows from symmetry. Finally, from (i), (ii),
and Proposition 27, 95 K (c0) and 95 K (c0) are two crosscuts in H that connect co with
0, so we have (iii). O

In the proof of the above theorem, if we choose py and ps to be generic force points,
then we may obtain the following theorem using a similar argument.

Theorem 5.3 Let k>4, C.,C; > 1/2, and p, > 0 > p;. Suppose K(t), 0 <t < o0, isa
chordal SLE(k; C.(k—4), Ci(k—4)) process started from (0;p., p;). Let K(00) = U0 K (%)
and k' = 16/k. Then O K(0o) is a crosscut in H from oo to some point on (0,p,);
Oz K(00) is a crosscut in H from oo to some point on (p;,0); and K(00) is bounded away
from (—o0, p] and [p,, +00).

6 Boundary of Chordal SLE

In this section, we use Theorem [T and Proposition[L.Tlto study the boundary of standard
chordal SLE(k) hulls for x > 4.

Let k > 4. Let K(t), 0 <t < oo, be a standard chordal SLE(k) process. Let £(t),
o(t,-), and v(t), 0 < t < oo, be the corresponding driving function, chordal Loewner
maps, and trace. Then there is a Brownian motion B(t) such that £(¢) = /kB(t), t > 0.
For each t > 0, let a(t) = inf(K (t) NR) and b(t) = sup(K(t) NR), then a(t) < 0 < b(t),
and ¢(t, ) maps (—oo,a(t)) and (b(t),4+o00) onto (—oo,c(t)) and (d(t),+o0) for some
c(t) < 0 < d(t). And we have c(t) < £(t) < d(t), t > 0. For each t > 0, f; := o(t,-)7*
extends continuously to H with f;(c(t)) = a(t), fi(d(t)) = b(t), f,(£(t)) = 7(t), and K(t)
is bounded by f;([¢(t), d(t)]) and R. We have the following theorem.

Theorem 6.1 Let T € (0,00) be a stopping time w.r.t. the filtration generated by (£(t)).
Then v(T') € R a.s. implies that £(T) = ¢(T) or = d(T), and the curve fy(x), ¢(T) <
x < d(T), is a crosscut in H on R with dimension 142/ everywhere; and v(T) € H a.s.
implies that c(T) < &£(T) < d(T'), and the two curves fy(z), ¢(T) < x < &(T), and fi(x),
E(T) <z <d(T), are both semi-crosscuts in H on R with dimension 1+2/k everywhere.

Moreover, K(T) is connected, and has no cut-point on R.

Here a curve « is said to have dimension d everywhere if any non-degenerate subcurve
of a has Hausdorff dimension d. From the main theorem in [2], every standard chordal
SLE(k) trace has dimension (1 + k/8) A 2 everywhere. From Girsanov Theorem and
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Proposition 2.2] this is also true for any chordal or strip SLE(k; p) trace. For a connected
set K C C, zy € K is called a cut-point of K, if K\ {z} is not connected. Such cut-point
must lie on the boundary of K.

We need a lemma to prove this theorem. For each p € R\ {0}, let 7}, denote the first
time that p is swallowed by K (¢). Then 7, > 0 is a finite stopping time because x > 4.

Lemma 6.1 For p_ < 0 < py, the events {1, < T,,} and {T,, < T,_} both have
positive probabilities.

Proof. Let ' =T, AT,,. Let X1 (t) = p(t,p+) —&(t), 0 <t <T. Then X(t) satisfies
the SDE: dX4(t) = —/kdB(t) + %(t)dt. Let Yi(t) = In(|X+(¢)]), 0 <t < T. From Ito’s
formula, Y. (t) satisfies the SDE:

ave(t) = -5 aB) + (2-5) dt

XL (t) 2) X.(t)?
Let Y(t) =Y, (t) —Y_(t), 0 <t <T. Then Y (t) satisfies the SDE:
1 1 K 1 1
v () = ‘\/E[)g(t) - X_(tﬂ B+ (2-3) [X+(t)2 - X_(t)2] dt.

Let u(t) = f(f(l/XJr(s) —1/X_(s))%ds, 0 <t <T. Let Z(t) =Y (u=(t)), 0 <t <u(T).
Then there is a Brownian motion B(t) such that Z(t) satisfies the SDE:

X_(u™'(t) + X (u”' (1))
X (u=H(t)) = Xy (u=(2))

dZ(t) = —/rdB(1) + (2 - g) dt

— _JrdB(1) + (g . 2) tanhs(Z(1)) dt.

From the chordal Loewner equation, X (t) — X_(t) = p(t,ps) — @(t,p_) increases in
t. YT =T, ,ast — T, X_(t) = o(t,p-) — &(t) — 0, so | X, (t)|/|X_(t)] — oo,
which implies that Z(t) — 400 as t — (7). Similarly, if 7" = T, , then Z(t) — —o0
as t — u(T). Thus as t — T, either Z(t) — +oo or Z(t) — —oo. For x € R, let
h(z) = [ coshy(s)*"2ds. Since 2/k —2 < 0, so h maps R onto a finite interval, say
(=L,L). And we have $h"(z) + (5§ — 2)h/(z) tanhy(z) = 0 for any # € R. Let W (t) =
h(Z(t)), 0 <t <u(T). Then as t — u(T), either W(t) — L or W(t) — —L. From Ito’s
formula, (W(t)) is a bounded martingale. Thus the probability that lim, ., W(t) = L
is (W(0)—(—=L))/(2L) > 0. So the probability that T, < T,,,i.e., T =1T,_, is positive.
Similarly, the probability that T),, < T,_ is also positive. O

Proof of Theorem [6.1. Let v = 16/x € (0,4). If T = T, for some p € R\ {0},
then v(7") € R, and &(T") = ¢(T") or d(T"), depending on whether p < 0 or p > 0. From
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Theorem [L.T] and Proposition [T, 0K (T) NH = {fr(x) : ¢(T) < x < d(T)} is the image
of a chordal SLE(x’, p) trace, and so it has dimension 1 + £'/8 = 1+ 2/k everywhere.
We also see that this curve is a crosscut in H on R, so K(T) is the hull bounded by this
crosscut. Thus K (T') is connected, and has no cut-point.

Now consider the general case. We first prove (i): £(T) = ¢(T') a.s. implies that f;(x),
co(T) < x < d(T), is a crosscut in H on R with dimension 1 + 2/x everywhere. Let &
denote the event that £(T') = ¢(T), but fi(z), ¢(T) < x < d(T), is not a crosscut in H
on R, or does not have dimension 1+ 2/ everywhere. Assume that P (£) > 0. For each
n € N, let

En = {E(T) = (TN} n{=n < a(T)} N {d(T) — e(T) > 1/n}0
N{fi(x),c(T)+ 1/n <z < d(T), is not a semi-crosscut in H on R,
or does not have dimension 1+ 2/x everywhere}.

Since fr(c(T)) = a(T) € R, and a(T) < b(T) = fr(d(T)), so € = U2 ,&,. Then there is
no € N such that P (&,,) > 0.

Let (K(t),0 <t < o0) be a standard chordal SLE(k) process that is independent of
(K(t)). Let gno denote the event that K (¢ ) swallows (T, —ng) — §(T) before swallowing
1/no, and let T' denote the first time that K (¢ (t) swallows (7', —ng) — £(T). From Lemma
[6.1] the probability of 5n0 is positive. Let 5n0 =&, N 5n0 Then 5n0 also has positive
probability.

Define K (t) = K(t) for 0 < t < T; and K(t) = K(T) U fr(K(t — T) + £(T)) for
t>T. Then (K(t)) has the same distribution as (K (t)). Let T_,, denote the first time
that K (t (t) swallows —ng. Then oK (T _no) NH is a.s. a crosscut in H on R with dimension

1 + 2/k everywhere. Since on &,,, T_n, = T 4+ T, and K(T) N R is bounded above
by 1/ng, so {fr(x),c(T) 4+ 1/ng < x < d(T)} is a subset of the boundary of [A((f_no) =
K(T)U fr(K(T)+£&(T)) in H, which implies that a.s. fr(z), ¢(T)+1/ng < z < d(T), is a
semi-crosscut with dimension 1+ 2/x everywhere. This contradicts that SAnO has positive
probability. So we have (i). Symmetrically, we have (ii): &(T") = d(T') a.s. implies that
fi(x), ¢(T) <z < d(T), is a crosscut in H on R with dimension 1+ 2/x everywhere.

I ~A(T) = fr(&(T)) € H, then v(T') & {c(T),d(T)},s0 ¢(T) < £(T) < d(T). Using the
same argument as in (i), we can prove (iii): v(7") € H a.s. implies that f;(x), {(T) <z <
d(T), is a semi-crosscut in H on R with dimension 1+ 2/ everywhere. Symmetrically,
we have (iv): v(T') € H a.s. implies that fi(z), ¢(T) < x < &(T), is a semi-crosscut in
H on R with dimension 1 + 2/k everywhere. From (iii) and (iv), we see that v(7) € H
a.s. implies that K (7') is connected, and has no cut-point on R. Similarly, we have (v):
co(T) <&(T) <d(T) and v(T) € R a.s. implies that fr(x), &(T) < z < d(T), and fr(zx),
c(T) < x < &(T), are both crosscuts or degenerate crosscuts in H on R. Moreover, these
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two curves intersect at only one point: (7T, since the curve a(y) := fr(&(T) + y),
y > 0, connects (T") with oo, and does not intersect the above two curves. So v(7) is a
cut-point of K(T') on R.

To finish the proof, it remains to prove (vi): ¥(T') € R a.s. implies that (T") = ¢(T)
or = d(T'). Let £ denote the event that v(7T") € R and ¢(T) < &(T") < d(T"). We suffice to
show that P (£) = 0. Assume that P (£) > 0. Assume that £ occurs. From (v), we know
that K(T) = K; U Ky, where K; and K, are hulls bounded by crosscut or degenerate
crosscut in H on R, and K; N Ky = {y(T)}. Since k > 4, so a.s. K(T) contains a
neighborhood of 0 in H. We may label K; and K5 such that K; contains a neighborhood
of 0 in H. Then v(T") # 0. Let S = {B(z 4+ wy;7) : x,y,7 € Q,y,r > 0,7 < y/2}, where
B(zo;7) :={2 € C:|z— 2| <r}. Then § is countable, and every A € § is contained in
H. For A € S, let £4 denote the intersection of £ with the event that A NJK, # () and
ANK; =0. Then & = Uges€a. So there is Ag € S such that P (E4,) > 0. Let Ty be the
first time that (t) hits Ag. Let T} = T'ATy. Then T} is a finite stopping time. Assume
Ea, occurs. Since y(t), 0 <t < T, visits every point on 0K, NH C 0K (T)NH, so Ty < T,
and so 77 = Ty. We have ~(T1) = v(Ty) € Ag. Since Ag NR = (), so v(T1) € H. Since
7(0) = 0 € K;, and (T}) € Ks, which are both different from (T, so v(T) € K;NK, is
a cut-point of K (7). However, since T} is a positive finite stopping time, and v(7}) € H
on E4,, so from (iii) and (iv) in the above proof, a.s. K(77) has no cut-point on R in the
event £4,. This contradicts that P (£4,) > 0. So P (£) =0. O

Corollary 6.1 For any stopping time T € (0,00), a.s. fr(x) € R for x € (c¢(T),d(T));

OK(T) NH has Hausdorff dimension 1 + 2/k; K(T') is connected, and has no cut-point
on R; and for every x € (a(T),b(T)), K(T) contains a neighborhood of = in H.

In the above theorem, when (7") € H, 0K (T') NH is composed of two semi-crosscuts
in H on R, which are fr(z), ¢(T) < x < &(T), and fr(x), £(T) < x < d(T'). If the
two semi-crosscuts intersect only at y(T') = fr(£(T)), then we get a crosscut fr(z),
co(T) <z < d(T). If the two semi-crosscuts intersect at any point zg other than ~(7),
then zg is a cut-point of K (7"). To see this, suppose fr(x1) = fr(zs) = 2o, where ¢(T) <
x1 < &(T) < z9 < d(T). Then fr(x), ¢(T) < x < xq, and fr(x), zo < z < d(T), are
two semi-crosscuts in H on R, which together bound a hull in H on R. Let it be denoted
by Kj. The simple curves fr(z), z1 < x < &(T), and fr(x), {(T) < z < x9, together
bound a closed bounded set in H. Let it be denoted by K. Then K(T) = K; U K,
and K; N Ky = {2}. On the other hand, every cut-point of K(7') corresponds to an
intersection point between fr(z), ¢(T) < z < &(T), and fr(x), &(T) < z < d(T), and so
such cut-point disconnects v(7") from £(0) = 0 in K (7). From Theorem 5 in [3], if x > 8
and T > 0 is a constant, then a.s. K(7T') has no cut-point, so fr(z), ¢(T) < z < d(T), is
a crosscut in H on R. We now make some improvement over this result.
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Theorem 6.2 If Kk > 8 and T' € (0,00) is a stopping time, then a.s. K(T) has no
cut-point, and so fr(z), c(T) < x < d(T), is a crosscut in H on R.

Proof. First suppose k > 8. Let £ denote the event that K(T') has a cut-point. We
suffice to show that P (£) = 0. Assume that P (£) > 0. For each n € N, let &,
denote the event that ¢(T) + 1/n < {(T) < d(T) — 1/n, and the two curves fr(z),
oT) <x <&T)—1/n, and fr(z), &(T)+ 1/n < x < d(T), are not disjoint. Then
E =Uy2,E,. So there is ng € N such that P (&,,) > 0.

Let (K (t)) be a standard chordal SLE(k) process that is independent of (K (t)).

There is a small h > 0 such that the probability that K(h) "R C (=1/ng,1/ne) is
positive. There is ty € [0,00) such that P (€, N {to —h < T < to}) > 0. Let &

denote the intersection of &,, N {tg —h < T < ¢y} with {K( JNR C (=1/ng,1/no)}.
Then & also “has positive probability. Define K(t) = K(t) for 0 < ¢ < T; and K(t) =
K(T) U fr(K(t — T) + &(T)) for t > T. Then (K(t)) has the same distribution as
(K(t)). From Theorem 5 in [3], a.s. K (t) has no cut-point. Since T' < t, < T + h, so
K(T) C K(ty) C K(T)Ufr(K(h)+£(T)). In the event £, since K ()R C (—1/ng, 1/nq),
so_fr(z), o(T) < x < {(T) = 1/no, and fr(z), {(T) + 1/ng < x < d(T), are subarcs of
OK (to) NH. However, in the event £, the above two curves are not disjoint, so K (to) has
a cut-point, which contradicts that € has positive probability. Thus P (&) =0.

Now suppose k = 8. Let y#(t) = v(1/t), 0 < t < co. Since chordal SLE(8) trace is
reversible (c.f. [A]), so after a time-change, v has the distribution of a chordal SLE(8)
trace in H from oo to 0. Thus a.s. there is a crosscut a in H\%((0,1/7]) = H\ ([T, )
connecting y*(1/T) = v(T') with 0. Then o C K(T) and does not intersect K (T'). If
K(T) has any cut-point, the cut-point must disconnect v(7") from 0 in K (7'), so such «
does not exist. Thus a.s. K(T") has no cut-point. O

If k € (4,8), this theorem does not hold since from Theorem 5 in [3], the probability
that K'(1) has cut-point is positive.

7 More Geometric Results

The description of the boundary of SLE(x) hulls for k > 4 enables us to obtain some
results about the limit of SLE(k; ) traces when £ > 4. We will prove that the limits of
the traces exist when certain conditions are satisfied.

Let k > 4. In this section, L(t), 0 < t < T, is a strip SLE(k; ) process started
from (0;p), where no force point is degenerate. Let £(t), ¢(t,-), and G(t), 0 < t < T,
be the corresponding driving function, strip Loewner maps, and trace. For ¢t € (0,T,),
let a(t) = inf(L(t) NR) < 0 and b(t) = sup(L(t) NR) > 0. Then v (t,-) maps (—o0, a(t))
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and (b(t), +00) onto (—oo,c(t)) and (d(t),+o0) for some c(t) < 0 < d(t), and we have
c(t) < &(t) < d(t). For each t > 0, f; := 9(t,-)~! extends continuously to S such that
fi(e(t)) = a(t), fi(d(t)) = b(t), and fi(£(t)) = B(t). From Theorem [6.1], Proposition 22

and Girsanov Theorem, we have the following lemma.

Lemma 7.1 IfT € (0,T.) is a stopping time, then a.s. fr(x) € S; for ¢(T) < x < d(T),
and for every x € (a(T),b(T)), L(T) contains a neighborhood of x in S;.

Lemma 7.2 Let T € [0,T,) be a stopping time. Define Br(t) = (T, 8(T +1t)) — &(T),
0<t<T. —T. Suppose p= (p1,...,pn). If O(T,pm) = &(T) = pm for 1 < m <
N, then B has the same distribution as (3. In the general case, conditioned on ((t),
0<t<T, Brisa strip SLE(k; p) trace started from (0;q), where § = (q1,...,qn) and
4 = O(T, p) — E(T), 1 <m < N.

Proof. This follows from the definition of strip SLE(k; p)) process and the property that
Brownian motion has i.i.d. increment. O

Lemma 7.3 Let k >4, py,p- € R, py +p_ =Kk —6, and p_ — p; > 2. Suppose [(t),
0 <t< o0, is a strip SLE(k; py, p_) trace started from (0;+o00,—00). Then a.s. any
subsequential limit of B(t) as t — oo does not lie on RUR, U {—o0}.

Proof. Let @ denote the set of subsequential limits of ((¢) as t — oco. Let 0 =
(p— — p+)/2 > 1. Then there is a Brownian motion B(t) such that £(t) = \/kB(t) + ot,
0 <t < oo. Thus a.s. there is a random number A; < 0 such that £(t) > Ay for
0 <t < oo. From ([Z3), for any z € S, with Rez < Ay, ¥(t,2) never blows up for
0 <t <oo. Thus as. 3([0,00)) C {2z €S, :Rez > Ap}. So a.s. —0o & Q. Moreover, for
any € > 0, there is R. > 0 such that the probability that Re 5(t) > —R. for 0 <t < oo
is at least 1 — €.

Fix zp € R. Let X (t) = Ret(t,zo + mi) — £(t), 0 < t < co. Then X () satisfies the
SDE: dX (t) = —/kdB(t) + tanhy(X (t))dt — odt. Define h on R such that

RPN

W(z) = exp(z/2)~ 7 cosha(z) =, =z €R.

Since o > 1, so h maps R onto (L, co0) for some L € R. Let Y (t) = h(X(t)), 0 <t < o0.
From Ito’s formula, Y (¢) satisfies the SDE: dY (t) = —h/(X(t))\/kdB(t). Define u(t) =
[ R (X (5))2ds, 0 < t < 00, and u(oo) = supu([0,00)). Then Y (u=(t)), 0 <t < u(c0),
has the distribution of a partial Brownian motion. Since Y'(u 1(t) € (L,00) for 0 <
t < u(00), so a.s. u(co) < oo and limy_oo V() = limy_ye0) Y(u ™ (2)) € [ ,00). Note
that lim; o, Y (t) € (L,00) implies that lim; .., X(¢) € R and so X(¢), 0 < t < oo, is
bounded. If X is bounded on [0, 00), from the definition of u, w'(t) is uniformly bounded
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below by a positive constant, which implies that u(oco) = oco. Since a.s. u(o0) < 00, S0
limy o Y(¢) & (L,00). Thus a.s. lim;_ Y () = L, and so lim;_,., X (t) = —oc.

Fix ¢ > 0. Let T be the first time such that X (t) < —R. — 1. Then T is a finite
stopping time. Let 07 be defined as in Lemma [[2l Then (7 has the same distribution
as 5. So the probability that Re fr(t) > —R. for any 0 < ¢ < oo is at least 1 — e. Let
Q1 denote the set of subsequential limits of 57 (t) as ¢ — oo. Then the probability that
Qr N (mi + (—oo,—R. — 1]) = 0 is at least 1 — . If for any x < x, z + 7 € @, then
(T, z+mi) — &(T) € Qp. Since x < xg, so Re (T, x + i) —£(T) < X(T) < —R. — 1,
and so (T, z + mi) — &{(T) € Qr N (mi + (—oo, —R. — 1]). Thus the probability that
Q N (mi + (—o0,x0]) = 0 is at least 1 — e. Since £ > 0 is arbitrary, so a.s. Q N (i +
(—o0, z0]) = (. Since this holds for any =y € N, so a.s. Q "R, = 0.

Fix ¢ > 0 and xy > R. + 1. Let Xo(t) = ¢(t,zo) — &(t), 0 < t < Ty, where
[0,70) is the largest interval on which ¢ (¢, x¢) is defined. Then Xy (t) satisfies the SDE:
dXo(t) = —/KkdB(t) + cothy(Xo(t))dt — odt. Define hg on (0, 00) such that

Rl

ho(x) = exp(x/2) ?sinhy(z) "%, 0<z < oo.

Since kK > 4 and ¢ > 1, so hy maps (0,00) onto (L,o0) for some L € R. From Ito’s
formula, Yy(t) := ho(Xo(t)), 0 <t < Ty, satisfies the SDE: dYy(t) = —h(Xo(t))v/rdB(t).
Using a similar argument as before, we conclude that a.s. Ty < oo and lim;_7, Xo(t) = 0.
So Tp is a finite stopping time. Let (37, be the 8y in Lemma with T'=Tg. Then fr,
has the same distribution as 3. Let Qr, denote the set of subsequential limits of Oz, ()
as t — oo. Then Qp, = ¥(To, Q) — £(To).

Since xq is swallowed at time Tp, so £(Tp) = d(Tp) and b(1Ty) > xp. Since the extremal
distance (c.f. [I]) between (—o0,a(Tp)) and (b(Tp),00) in S, \ L(Tp) is not less than the
extremal distance between them in S, so from the properties of fr,, we have d(Tj) —
c(To) > b(Ty) — a(Tp). Thus

c(To) — &(To) = c(Tp) — d(Tp) < a(Tp) — b(Ty) < —=b(Tp) < —x9 < —R. — 1.

I QN(—00, a(Tv)] £ 0, then since Qr, = ¥(To, Q)—E(Tn), 50 Qr, N(—00, c(T)—E(Ty)] £ 0,
which happens with probability less than ¢ since 37, has the same distribution as (3, and
c(To) — £(Tp) < —R. — 1. From Lemma [Tl for every = € (a(Ty), b(Tp)), L(Ty) contains
a neighborhood of x in S,. Since 3 does not cross its past, so Q N (a(7p),b(Tp)) = 0.
Thus the probability that @ N (—oc,b(Tp)) # 0 is less than e. Since b(Ty) > zo, and
xo > R. + 1 is arbitrary, so the probability that Q NR # ) is less than €. Since € > 0 is
arbitrary, so a.s. QR = (. O

Corollary 7.1 Let k > 4 and p > k/2 — 2. Suppose ~.(t), 0 < t < oo, is a chordal
SLE(k; p) trace started from (0;1). Then a.s. . has no subsequential limit on R.
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Proof. This follows from the above lemma and Proposition 2.2 O

Theorem 7.1 Let K > 4 and p > k/2 — 2. Suppose y(t), 0 < t < o0, is a chordal
SLE(k; p) trace started from (0;07) or (0;07). Then a.s. lim;_, y(t) = 0.

Proof. By symmetry, we only need to consider the case that the trace is started from
(0,0%). Let @ be the set of subsequential limits of . From Proposition 2], for any
a >0, (ay(t)) has the same distribution as (y(a?t)). Thus a@Q has the same distribution
as @ for any a > 0. To prove that a.s. Q = {oo}, we suffice to show that a.s. 0 € Q.

Let ((t) and ¢(t,-), 0 < t < oo, be the driving function and chordal Loewner maps
for 7. Let X(0) =0 and X(t) = ¢(t,07) — ((t) for t > 0. Then (X (t)/+/k) is a Bessel
process with dimension 2(2+4p)+1 > 2. So a.s. limsup,_,, X (t) = co. Let T be the first
time that X (¢) = 1. Then T is a finite stopping time. Let 7. (t) = (T, v(T +1t)) — ¢(T),
t > 0. Then , is a chordal SLE(k; p) trace started from (0; 1). From the last corollary, .
has no subsequential limit on R. Let g7 = (7T, -)~!. Then gr extends continuously to H,
and (T +t) = gr(7«(t) + {(T")). From the property of (T, ), we have gr(z) = z + o(1)
as z — 00, 50 g7 (0) — ((T) C R is bounded. If 0 € @, then 7, has a subsequential limit
on g;'(0) — ¢(T) C R, which a.s. does not happen. Thus a.s. 0 ¢ Q. O

Corollary 7.2 Let v, be as in Corollary[7.1. Then a.s. lim;_.., 7.(t) = oco.

Proof. Let v be a chordal SLE(k; p) trace started from (0;07). Let ((t) and ¢(t,-),
0 <t < o0, be the driving function and chordal Loewner maps for 7. Let X (0) = 0 and
X(t) = p(t,07) — ((t) for t > 0. Let T be the first time that X (¢) = 1. Then T is a
finite stopping time. Let v1(t) = (T, v(T +t)) — ((T), t > 0. Then 7, has the same
distribution as 7,. Since a.s. lim; ., y(t) = 00, so a.s. limy_., 71(t) = co. Since 7, has
the same distribution as 7., so a.s. lim;_,« 7. (t) = co. O

Theorem 7.2 Proposition also holds for k > 4.

Proof. This follows from the above corollary and Proposition 2.2l O

Let Kk >4, po =20+ 7 € Ry, pi,p_,po € R, and py + p_ + po = kK — 6. Let 5(¢t),
0 <t < oo, be a strip SLE(k; p1, p—, po) trace started from (0;+oo, —00,pg). Let £(t),
(T, ), and L(t), 0 <t < 0o, be the corresponding driving function, strip Loewner maps
and hulls. Then there is some Brownian motion B(t) such that £(¢) satisfies the SDE:

d&(t) = VidB(t) = P dt = 22 cotha(u(t, po) — £(1))d.

Let
X(t) =Ret(t,po) —&(t), 0<t<oo. (7.1)
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Then X () satisfies the SDE:

X(t) = —v/rdB(t) + Pt + (5 -2 - %) tanhy (X (£))dt.

Define A on R such that

—p K Pytr_

B (z) = exp(z/2) % "7 coshy(z) » E2-"77) zeR.

Let Y(t) = h(X(t)), 0 <t < oo. From Ito’s formula Y (t) satisfies the SDE: dY (t) =
—hW(X(t))\/kdB(t). For 0 < t < oo, let u(t fo kh'(X(s))?ds. Then Y (u='(t)),
0 <t < wu(oo):=supu([0,00)), is a partial Brownlan motlon The behavior of X (t) as

t — oo depends on the values of p, and p_. Now we suppose that p,,p_ > k/2 — 2.
Then h maps R onto R. If u(co) < oo, then a.s. Y(u='(t)) is bounded on [0, u(00)), so
X (t) is bounded on [0, 00). This then implies that u/(¢) is uniformly bounded below by
a positive constant, and so u(oo) = oo, which is a contradiction. Thus a.s. u(co) = oo,
and so limsup, ) Y (u™"(t)) = oo and liminf, .,o0) Y (u~'(t)) = —o0, which implies
that limsup,_, . X (t) = oo and liminf; . X () = —oc0.

Lemma 7.4 Let § be as above. If py,p_ > Kk/2 — 2, then a.s. B has no subsequential
limit on R U {400, —oo} UR, \ {po}-

Proof. Let @ denote the set of subsequential limits of 5(t) as t — oo. Let L(oo) =
Ui>oL(t). From Theorem [5.3 and Proposition 2.2] a.s. py € L(c0), and L(o0) is bounded
by two crosscuts in S, that connect py with a point on (—o0,0) and a point on (0, 00),
respectively. Thus a.s. QN (R, U {400, —00}\ {po}) = 0. Moreover, for any £ > 0, there
is R. > 0 such that the probability that L(co) "R C [—R., R.] is at least 1 —«.

For r € (0,1), let A, = {2z : r < |z — po| < w}. If dist(po, L(t)) < r, then any
curve in S; \ L(¢) that connects the arc [py, +00) C R, with (—oo,a(t)) must connect
the two boundary components of A,. Thus the extremal distance between [pg, +00) and
(—o0,a(t)) in S; \ L(t) is at least (In(m) — In(r))/m. So the extremal distance between
[¥(t, po), +00) and (—oo,c(t)) in Sy is at least (In(m) — In(r))/7, which tends to oo as
r — 0. This implies that Re(t,po) — c(t) — oo as dist(po, L(t)) — 0. Similarly,
d(t) — Rev(t,pg) — oo as dist(pg, L(t)) — 0. Fix € > 0. There is r € (0,1) such that if
dist(po, L(t)) < 7, then Rey(t,po) — c(t),d(t) —Rew(t,po) > R+ |zo| + 1. Let Ty be the
first ¢ such that dist(pg, 5(t)) = r. Since a.s. py € L(00), so Tp is a finite stopping time.

Let X (t) be defined as in (TI]). Let T" be the first ¢t > Tj such that X (t) = xy = Repy.
Since limsup,_,., X (t) = +o0 and liminf, .., X () = —o0, so T is also a finite stopping
time. Let (7 be defined as in Lemma [7.2] then (87 has the same distribution as (5. So
the probability that 87(]0,00)) NR C [—R., R.] is at least 1 — €. Since dist(po, L(T)) <
dist(po, L(Tp)) = 7,80 Re (T, po) —c(T),d(T)—Re (T, po) > R-~+|xo|+1. Since X (T') =
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Re (T, po) — E(T) = 0, 50 &(T)—(T), d(T)—&(T) > Ro+1, and so [~ R., R.] € [e(T) —
E(T),d(T)—&(T)]. Thus the probability that 87(]0,00)) MR C [¢(T) —&(T), d(T) —&(T)]
is at least 1—e. Since for every x € (a(7T'),b(T")), L(T') contains a neighborhood of x in S,
and [ does not cross its past, so QN (a(T),b(T)) = 0. If QN (—o0, a(T)|U[B(T), c0) # 0,
then fr has a subsequential limit on (—oo, ¢(T) —&(T")|U[d(T) —&(T), 00), which happens
with probability at most e. Thus the probability that Q@ NR # () is at most . Since
e > 0 is arbitrary, so a.s. QNR =(. O

Corollary 7.3 Let kK >4, py,p- > Kk/2—=2, and p_ <0 < py. Let y1(t), 0 <t < o0, be
a chordal SLE(k; py, p—) trace started from (0;py,p_). Then a.s. 1 has no subsequential
limit on R.

Proof. This follows from the above lemma and Proposition 2221 O

Theorem 7.3 Let k > 4 and py,p- > k/2 —2. Let y(t), 0 < t < oo, be a chordal
SLE(k; py, p—) trace started from (0;07,07). Then a.s. limy o y(t) = co.

Proof. Let ) be the set of subsequential limits of 7. From Proposition 2.1], for any
a >0, (ay(t)) has the same distribution as (y(a?t)). Thus aQ has the same distribution
as @ for any a > 0. So we suffice to show that a.s. 0 € Q.

Let ¢(t,-) and ((t) be the chordal Loewner maps and driving function for the trace
7. Then for t > 0, p(t,07) < ((t) < p(t,0%). Let p+ = ¢(1,0%) — ¢(1). Let 11(t) =
©(1,y(1+1t)) —¢(1). Then conditioned on y(t), 0 <t <1, 7, is a chordal SLE(k; p4, p—)
trace started from (0;p,,p_). From the argument in the proof of Theorem [l we see
that if 0 € @, then ~; has a subsequential limit on R. From Corollary [Z.3], this a.s. does
not happen. Thus a.s. 0 € Q). O

Theorem 7.4 Let 3 be as in Lemma[7.4). Then a.s. lim; o 5(t) =

Proof. Let v(t), 0 <t < o0, be a chordal SLE(k; p, p_) trace started from (0;07,07).
Let o(t,-) and ((t) be the chordal Loewner maps and driving function for the trace
v. Let y1(t) = @(1,v(1 +¢)) — ¢(1). Let px = (1,0%) — ¢(1). Then conditioned on
v(t), 0 <t <1, 7 is a chordal SLE(k; py, p_) trace started from (0;p,,p_). Choose
W that maps H conformally onto S, such that W(0) = 0 and W(py) = foo. Let
ps = W(o0) € Ry, and pg = k—6—p, —p_. From Proposition 2.2] there is a time-change
function w(t) such that B.(¢) := W (v (u"'(t))), 0 <t < o0, is a strip SLE(k; py, p—, po)
trace started from (0; 400, —00, p.). Let &,(t) and 9. (¢,-), 0 < ¢ < 0o, denote the driving
function and strip Loewner maps for the trace f.. Let X,(t) = Rew.(t,ps) — & (1),
0 <t < oo. Let T be the first time such that X, (t) = xo = Repy. Since py,p- > Kk/2-2,
so limsup,_, . X.«(f) = 0o and liminf, ., X,(t) = —oo. Thus T is a finite stopping time.
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Let Or(t) = (T, 6.(T +t)) — &(T), t > 0. Then [r is a strip SLE(k; py, p—) trace
started from (0; 400, —00, pg). From Theorem [7.3, we have a.s. lim;_o, y(t) = oo, which
implies that lim; . 71(t) = oo, and so lim; .o, B«(t) = p.. Thus a.s. limy_, Or(t) =
(T, ps) — &(T) = Xu(T) + mi = po. Since (Br(t)) has the same distribution as (5(t)),
so a.s. limy_,, B(t) = po. O

Corollary 7.4 Let v, be as in Corollary[7.3. Then a.s. limi—o71(t) = 0.
Theorem 7.5 Proposition[2.4] also holds for k > 4.

Proof. This follows from Theorem B.1] and Theorem [74l O

Theorem 7.6 Theorem[{.]] also holds for k > 4.

Proof. The proof of Theorem [Z.1] still works here except that Theorem should be
used instead of Proposition 24l O

Theorem 7.7 Theorem[{.4 also holds for k > 4.

Proof. The proof of Theorem 2] still works here except that Theorem [7.2] and Theorem
[7.4l should be used instead of Proposition and Proposition 2.7 O

Let v be as in Theorem [I.7. Let K(t), 0 < t < oo, be the chordal Loewner hulls
generated by v. Let K(00) = UisoK (t). Let & = 16/k, ply,,, = Com(c'—4), 1 <m < Ny,
p_;:l: = (p/:tlv"’vp;:Ni)v C:t = er\rfil Cﬂ:m’ W(Z) = 1/27 pil:m = W(p:tm>7 I<m< N:l:v
and ];’i = (P41, Py, ). In Lemma B0 if we take N+ + 1 force points, one of which
is 27, on (w1, ), and take N + 1 force points, one of which is x7 , outside [z, z5], then
we have the following theorem.

Theorem 7.8 (i) If Ny > 1, then W (93 K(c0)) has the same distribution as a chordal
SLE(K'; (1—Cy)(K' —4), (1/2—C_) (' —4), g, p'_) trace started from (0; 07,07, 9/, p'_).
And O} K (00) is a crosscut in H that connects oo with some point that lies on (0, py).
(11) If N_ > 1, then W (0g K (00)) has the same distribution as a chordal SLE(K'; (1/2 —
CL) (K —4),(1=C_)(K'—4), ', p'_) trace started from (0; 0%, 07, p',,p'_). And 85 K (c0)
is a crosscut in H that connects oo with some point that lies on (p_1,0).

Let 3(t), X(t), and h(x) be defined as before Lemma [T4l Then (h(X(t))) is a local
martingale. Let I} = [k/2 — 2,00), I, = (k/2 — 4,k/2 — 2), and [3 = (—o0,k/2 — 4].
Let Case (jk) denote the case that p. € I; and p_ € I;. We have studied Case (11).
In Cases (12) and (13), h maps R onto (—oo, L) for some L € R, and we conclude that
a.s. limy o X(t) = co. Symmetrically, in Cases (21) and (31), a.s. lim; . X (t) = oo.

28



In Cases (22), (23), (32) and (33), h maps R onto (L4, L) for some L; < Ly € R, and
we conclude that for some p € (0,1), with probability p, lim; .., X(¢) = oco; and with
probability 1 — p, lim; o, X(f) = —oco. Now we are able to prove the counterpart of
Theorem 3.5 in [9] when x > 4.

Theorem 7.9 In Case (11), a.s. lim_,o 5(t) = po. In Case (12), a.s. lim;_o, B(t) €
(—00,po). In Case (21), a.s. limy_, 5(t) € (po, +00). In Case (13), a.s. lim;_, B(t) =
—o00. In Case (31), a.s. limy_o B(t) = +00. In Case (22), a.s. lim;_ B(t) € (—00, po)
or € (po, +00). In Case (23), a.s. lim;_o, B(t) = —oc0 or € (pg, +00). In Case (32), a.s.
lim; oo B(t) € (—00,po) or = 4+o00. In Case (33), a.s. limy_o B(t) = —oc0 or = +o0.
And in each of the last four cases, both events happen with some positive probability.

Proof. This follows from the same argument as in the proof of Theorem 3.5 in [9] except
that here we use Theorem [(.2] Theorem [[.4] and Theorem [Z.5 O

We believe that for any chordal or strip SLE(k; p) trace (), 0 <t < T, it is always
true that a.s. lim,_r 5(¢) exists.
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