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**Abstract**

We develop a three dimensional (3D) Galerkin formulation of the matched interface and boundary (MIB) method for solving elliptic partial differential equations (PDEs) with discontinuous coefficients, i.e., the elliptic interface problem. The present approach builds up two sets of elements respectively on two extended subdomains which both include the interface. As a result, two sets of elements overlap each other near the interface. Fictitious solutions are defined on the overlapping part of the elements, so that the differentiation operations of the original PDEs can be discretized as if there was no interface. The extra coefficients of polynomial basis functions, which furnish the overlapping elements and solve the fictitious solutions, are determined by interface jump conditions. Consequently, the interface jump conditions are rigorously enforced on the interface. The present method utilizes Cartesian meshes to avoid the mesh generation in conventional finite element methods (FEMs). We implement the proposed MIB Galerkin method with three different elements, namely, rectangular prism element, five-tetrahedron element and six-tetrahedron element, which tile the Cartesian mesh without introducing any new node. The accuracy, stability and robustness of the proposed 3D MIB Galerkin are extensively validated over three types of elliptic interface problems. In the first type, interfaces are analytically defined by level set functions. These interfaces are relatively simple but admit geometric singularities. In the second type, interfaces are defined by protein surfaces, which are truly arbitrarily complex. The last type of interfaces originates from multienzyme complexes, such as molecular motors. Near second order accuracy has been confirmed for all of these problems. To our knowledge, it is the first time for an FEM to show a near second order convergence in solving the Poisson equation with realistic protein surfaces. Additionally, the present work offers the first known near second order accurate method for \( C^1 \) continuous or \( H^2 \) continuous solutions associated with a Lipschitz continuous interface in a 3D setting.
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1. Introduction

Material interfaces are ubiquitous in nature as well as in man-made structures, devices and equipments. Mathematical modeling of material interface often leads to elliptic equations with discontinuous interfaces and singular sources. This class of problems is commonly called elliptic interface problems. The development of numerical algorithms for elliptic interface
problems has been an important field in the past few decades. Indeed, without complex interface and geometric boundary, it is very easy to construct numerical schemes for solving partial differential equations (PDEs) in two or three-dimensional (3D) settings by using any of commonly known mathematical techniques, including finite difference, finite element, finite volume, wavelet, radial basis function, meshless and spectral methods. However, none of these ordinary numerical techniques works well directly for elliptic interface problems. Special interface schemes are required to handle interface jump conditions, which are necessary for the well-posedness of the interface problem. To this end, Peskin pioneered the immersed boundary method (IBM) in 1977 [1–3]. The IBM has been very popular in the numerical simulation of structure–flow interactions and many other engineering problems. In 1984, Mayo introduced an integral equation approach for this class of problems [4,5]. The immersed interface method (IIM) proposed by LeVeque and Li in 1994 is the first second order elliptic interface scheme that does not smear the interface jump [6–8]. In the past fifteen years, a few other interesting elliptic interface methods have been reported, including the ghost fluid method (GFM) proposed by Fedkiw, Osher and coworkers [9,10], finite-volume-based methods [11], a virtual node method [12] and a piecewise-polynomial discretization that utilizes a Krylov-accelerated multigrid solver to speed up the convergence [13]. Recently, Beale and Layton have provided a proof of the second order convergence of the IIM for smooth interfaces [14]. However, rigorous convergence analysis of most other interface schemes is yet to be developed.

Complementary to finite difference and finite volume methods, finite element methods (FEMs) are also a class of efficient approaches to the elliptic interface problems. The first FEM solution of elliptic interface problems was constructed by Babuška in 1970 [15]. In the past forty years, a variety of new FEM approaches has been developed for elliptic interface problems [16–20]. With extra number of degrees of freedom, non-conforming FEM [17] and discontinuous Galerkin (DG) FEM [21,18] appear naturally suitable for solving elliptic equations with discontinuous coefficients. Recently, a novel Galerkin formulation, the Wang–Ye Galerkin FEM, has been proposed for solving PDEs [22]. Unlike other FEMs, the Wang–Ye Galerkin method employs a discrete gradient in the finite element procedure, which leads to desirable flexibility in dealing with geometric complexities, boundary conditions and interface jump conditions. Indeed, the Wang–Ye Galerkin FEM has found its success in solving a class of difficult elliptic interface problems [23]. According to the topological relation between elements and the interface. FEM based elliptic interface methods can be categorized into two major classes: interface–fitted FEMs and immersed FEMs. Interface-fitted FEMs, or body-fitted FEMs, allocate unstructured element meshes to align with the interface [24,25,17,21,18]. This is a natural approach to complex interfaces and irregular boundaries as standard h-refinement techniques, such as a priori and/or a posteriori error estimation based local mesh refinements, can be employed to improve the accuracy. The performance of interface-fitted FEMs is mainly impacted by the Galerkin formulation and the quality of element meshes near the interface. However, in this type of methods, mesh generation and refinement can be a technically demanding and computationally time consuming process in 3D when the interface frequently changes its shape during the time evolution or numerical iteration. Additionally, many numerical algorithms, such as geometric multigrid methods, are not automatically applicable to unstructured meshes. Nevertheless, rigorous mathematical analysis of FEM based interface schemes has been established, which enhances our understanding of Galerkin FEM approximations [19,21,26,27].

To achieve mesh generation processes, immersed FEMs, or embedded FEMs, have been introduced to allow the use of simple structured Cartesian meshes for solving elliptic interface problems in the Galerkin framework [16,28–31]. In this type of approaches, the interface must cut through elements in general so that appropriate interface algorithms which are similar to those used in the finite-difference based elliptic interface methods are required to deal with embedded interface geometries. Consequently, the performance of embedded FEMs typically depends on the effectiveness of interface schemes for complex interface geometries. One may regard immersed FEMs as the Galerkin formulations of finite difference based interface schemes. A major advantage of this type of methods is their computational efficiency for problems involving evolving interface geometries. However, it is not easy for embedded FEMs to perform the h-refinement locally.

In the past decade, we have developed matched interface and boundary (MIB) method [32–36] for solving elliptic interface problems. Based on high order Lagrange polynomials, the MIB method is of arbitrarily high–order accuracy in principle. MIB schemes up to 16th order accurate have been constructed for simple interface geometry [34,35], and sixth-order accurate MIB schemes have been developed for complex interfaces in two-dimensional (2D) [35] and three-dimensional (3D) domains [33,35]. Some essential ideas behind the MIB method, i.e., the use of fictitious nodes and the iterative use of low order interface jump conditions, were introduced respectively in our earlier work on the discrete singular convolution [37,38] and on the solution of Maxwell’s equations [34]. A comparison of the GFM, IIM and MIB approaches is discussed in our earlier work [35,36]. The development of the MIB methodology is motivated by the practical needs in scientific and engineering applications, such as optical molecular imaging [39], nano-electronic devices, [40], vibration analysis of plates [41], wave propagation [42,43], geodynamics [44] and electrostatic potential in proteins [45–48].

Indeed, elliptic interface problems have a variety of applications in science and engineering, including fluid dynamics [49–55], electromagnetic wave propagation [56–59,34,42], materials science, [60,61] and biological systems [62,45–48]. The past few decades have witnessed intensive research effort in interface problems [63–68,61,69–71,59,54,72–80]. These references are just the tip of a iceberg of whole literature. There have been numerous advances in elliptic interface problems in the past decades. As a result, the research in interface methods and their applications has evolved into a well defined field in applied and computational mathematics, due to its mathematical complexity and practical importance in science and engineering.

As a well defined field, it is important to understand its status of the art and standing open problems so as to further advance the field. At present, the existing knowledge in the literature regarding the basic methodology makes it very easy
to construct second order accurate elliptic interface schemes for complex but smooth interfaces in 2D and 3D domains, based on any of well-known standard approaches, namely, finite difference, finite volume, finite element, meshless, and special methods. Nonetheless, there are still many unsolved open problems in the field. One of these open problems is to develop higher order interface schemes motivated by applications associated with high frequency waves. Well known examples include the vibration analysis of engineering structures, the propagation and scattering of electromagnetic/acoustic waves, shock–vortex interactions in compressible fluid flows, turbulence and combustion. The current status is that sixth order 3D schemes were reported for spherical interfaces [33]. However, to design high order convergence interface schemes for arbitrarily complex interface geometries in 3D domains is still a challenge. The construction of sixth-order 3D interface schemes for arbitrarily curved smooth interfaces has been posed as a standing open problem in the field [33].

Another problem in the elliptic interface research is the development of second order or higher order schemes for elliptic problems with nonsmooth interfaces, such as interfaces with Lipschitz continuity or C1 continuity [13,69,30,32,33,46,81]. Most of earlier elliptic interface methods are developed for smooth interfaces, which fail on nonsmooth interfaces. Nonsmooth interfaces, also being referred as geometric singularities [81,82,32,33,46], have received relatively less attention in the field. However, in many practical problems, such as electromagnetic devices, molecular surfaces in biological systems, and nano-technology, one frequently encounters geometric singularities. Numerically, geometric singularities constrain the available information that could be utilized for designing interface schemes. Therefore, it is much more difficult to achieve high order convergence in dealing with nonsmooth interfaces. The first known second order accurate scheme for 2D nonsmooth interfaces was constructed using the MIB method [32]. Since then, a few other interesting second order methods have also been reported for this class of problems in 2D [13,30,81,23]. Currently, the best results in 2D domains in the literature are still limited to the second order convergence for arbitrarily nonsmooth interfaces [13,30,32,81,83,23]. As such, another open problem in the field is the construction of robust 2D interface schemes of numerical orders higher than two for arbitrarily nonsmooth interfaces. In fact, it is not clear whether such a scheme is feasible at all due to the constrained information in geometric singularities.

Since most realistic applications are in 3D settings, the development of high order schemes for nonsmooth interfaces in 3D domains is one of most important tasks in elliptic interface problems. For instance, the electrostatic potentials of biomolecules, such as proteins and DNA, are described by the Poisson–Boltzmann equation in the implicit solvent theory. The solvent excluded surfaces of proteins and other biomolecules admit geometric singularities, including sharp edges, cusps and self-intersecting surfaces [46,47]. The practical needs in biomolecular modeling have been a major driven force for the development of second order MIB schemes for 3D elliptic PDEs with arbitrarily non-smooth interfaces or geometric singularities [33]. Such schemes have found success in the electrostatic analysis of biomolecular systems [46–48,84,85] and light propagation in biomedical imaging [39]. Mathematically, it is relatively easier to deal with geometric singularities in a 3D setting than in a 2D setting because higher dimension often offers more geometric information or more geometric flexibility. Therefore, a fourth order MIB scheme for 3D elliptic PDEs with nonsmooth interfaces has also been constructed [33]. However, the success of such MIB schemes is limited to just a few special interface geometries. Consequently, one of the most rewarding open problems in the field is to develop robust fourth order schemes for arbitrarily non-smooth interfaces in 3D domains.

In many physical situations, the aforementioned geometric singularities induce solution singularities, i.e., divergence of the solution or its gradient of the governing equation at the geometric singularity. This problem originates naturally from electromagnetic theory—the electric field diverges near the geometric singularities, such as tips of electrodes, antenna and elliptic cones, and sharp edges of planar conductors. The associated physical phenomenon is known as tip-geometry effects. These effects are often utilized in the design of electric devices, such as atomic force microscopy and lightning rod, also called lightning attractor. Mathematical modeling of electrostatic potentials lead to the Poisson equation, whose solution has a lower regularity, specifically, the gradient of the solution may not exist at geometric singularities. Technically, the elliptic interface problems with geometric singularity induced solution singularity are more challenging to handle for obvious reasons. For this class of problems, different mathematical formulations make a vital difference in their performances. In general, collocation formulations cannot be directly applied to the problem of solution singularities, although some special regularization treatments may be used for isolated geometric singularities [46,81]. In contrast, Galerkin formulations are more suitable to deal with solution singularities. Recently, Hou et al. have constructed a 2D immersed FEM method which is of first order convergence in the solution and 0.7th order convergence in the gradient of the solution when the solution of the Poisson equation is C1 continuous and the interface is Lipschitz continuous [30]. More recently, the Wang–Ye Galerkin method was found to be particularly suitable for this problem in 2D settings. It is able to deliver at least 1.75th order convergence in the solution and 1st order convergence in the gradient [23]. The weak Galerkin nature of the Wang–Ye Galerkin method [22] may have played an essential role in making such an important progress.

Motivated by the success of Galerkin methods for resolving low regularity solution problems, a 2D MIB Galerkin method has been proposed in a recent work [83]. The main idea is to combine the flexibility of the MIB method for geometric singularities with the power of the Galerkin formulation for solution singularities. To by-pass mesh generation and refinement, Cartesian grid based triangular elements are employed. To simplify the formulation, classical continuous finite element basis functions are utilized throughout the whole computational domain. Since complex interfaces cut through elements, two sets of overlapping elements, called MIB elements, are defined in the vicinity of the interface to ensure the continuity of the basis functions across the interface. Consequently, the differential operators near the interface are evaluated as if there is no discontinuous coefficients, a typical MIB strategy [32–36]. Since the overlapping domains lead to extra nodes and elements
which are not admissible in the classical sense of FEM partitions, additional treatment is required to determine extra number of degrees of freedom. Interface jump conditions are utilized to uniquely determine function values on overlapping MIB elements. Similar to the original MIB method, the new MIB Galerkin method utilizes a set of lowest order interface jump conditions to enhance the stability of the interface scheme. The MIB Galerkin performed well for problems with geometric singularities induced solution singularities [83].

The main objective of the present work is to develop second order 3D MIB Galerkin schemes for practical elliptic interface problems. Another goal of the present work is to construct the first known second order 3D method for elliptic interface problems with arbitrarily complex interface geometries and geometric singularities induced solution singularities. The extension from our 2D MIB Galerkin schemes [83] to 3D ones is nontrivial. First, it is not obvious to design efficient 3D finite elements and associated basis functions which satisfy the Cartesian mesh constraint. Additionally, it is perhaps quite simple to construct a new second order elliptic interface method for simple 3D geometric shapes. However, it is very difficult to develop a 3D elliptic interface method that delivers second order or near second order accuracy for arbitrarily complex interfaces, such as the geometric shapes of biomolecules. We construct 3D MIB Galerkin schemes with three different Cartesian based elements, including a rectangular prism element and two tetrahedral elements obtained respectively by triangulating each cube into five and six tetrahedra. The performance of these MIB Galerkin FEMs is examined for many realistic applications, including protein interfaces.

The rest of this paper is organized as follows. Section 2 is devoted to the general theory of the MIB Galerkin formulation. We first describe essential ideas of the MIB Galerkin method. The finite element partition, trial and test spaces are defined before constructing the Galerkin approximation. A unique feature of the present method is the use of two sets of overlapping MIB elements to describe the approximation of the true solution and enforcement of interface jump conditions. The solution algorithms for fictitious values on the irregular domains in vicinity of the interface are given in Section 3. Continuous basis functions are used for three different elements, i.e., a rectangular prism element and two tetrahedral elements. Coefficients of the solution on the normal nodes are determined in the classical manner. However, coefficients for the interpolation function defined on the irregular domains are determined by using interface jump conditions, which in turn solves fictitious values. In Section 4, we carry out extensive numerical experiments to validate the order of accuracy and demonstrate the performance of the proposed MIB Galerkin formulation. We first consider a few relatively simple interface geometries defined by level set functions, such as a sphere, four contacting spheres and four contacting cylinders. After establishing the second order accuracy for these simple cases, we consider interface geometries from realistic biomolecular systems, such as proteins and multiprotein complexes. Our MIB Galerkin method achieves the second order convergence for these truly arbitrarily complex interface geometries. To our knowledge, it is the first time that a near second order Galerkin method has been confirmed with realistic protein interfaces, although many FEM based elliptic interface algorithms have been applied to biomolecules in the literature. Finally, we examine the performance of the present MIB Galerkin method for 3D elliptic interface problems with low regularity solutions induced by geometric singularities. We report near second order convergence solution for this class of problems. This paper ends with a conclusion.

2. Three-dimensional MIB Galerkin method

Let us consider an open bounded domain $\Omega \subset \mathbb{R}^3$ with a given interface $\Gamma$, which divides the domain into two subdomains, $\Omega^+$ and $\Omega^-$. The boundary $\partial \Omega$ and interfaces $\Gamma$ may be nonsmooth, such as Lipschitz continuous. The interface can be characterized by a piecewise smooth level-set function $\Psi \in \Omega$, such that $\Gamma = \{x|\Psi(x) = 0, \forall x \in \Omega\}$. As such, two subdomains can be given by $\Omega^+ = \{x|\Psi(x) \geq 0, \forall x \in \Omega\}$ and $\Omega^- = \{x|\Psi(x) < 0, \forall x \in \Omega\}$. In some practical applications, the interface may be given as an isovalue of a scalar field. The 3D elliptic interface problem can be described as

$$-
abla \cdot \beta(x) \nabla u(x) = g(x), \quad \forall x \in \Omega$$  \tag{1}

$$u = g_0, \quad \forall x \in \partial \Omega$$  \tag{2}

where $g_0$ is a piecewise continuous function, $g_0$ is the boundary value, and $\beta(x)$ is a variable coefficient that is discontinuous on the interface $\Gamma$. As a result, two jump conditions are required to make the problem well posed

$$[u] = u^+ - u^- = \Phi, \quad \forall x \in \Gamma$$  \tag{3}

$$[\beta u_n] = \beta^+ u^+_n - \beta^- u^-_n = \Psi, \quad \forall x \in \Gamma$$  \tag{4}

where $u^+$, $u^+_n$ and $\beta^+$ denote their limiting value from the $\Omega^+$ side of the interface $\Gamma$, and $u^-$, $u^-_n$ and $\beta^-$ denote their limiting value from the $\Omega^-$ side of the interface $\Gamma$. The derivatives $u^+_n$ and $u^-_n$ are evaluated along the normal direction on the interface. Here $\Phi(x)$ and $\Psi(x)$ is at least $C^1$ continuous. Eqs. (1)-(4) define the elliptic interface problem to be solved in the present work.

2.1. Essential ideas of the MIB Galerkin method

One of important issues of the present MIB Galerkin method is its mesh. Like the original MIB method, the MIB Galerkin formulation admits the Cartesian type of meshes to avoid the mesh generation procedure. In the earlier 2D MIB Galerkin
method, the triangular Cartesian meshes are automatically generated by introducing diagonal lines to the rectangular Cartesian meshes. In the present 3D formulation, we consider Cartesian meshes encompassing either rectangular prism elements or tetrahedral elements generated from further triangulating the rectangular prism element. Note that the element shape is very important in the present Galerkin method as numerically investigated in Section 4. Since our partition is based on the Cartesian mesh, we can also directly employ the Cartesian mesh in the present MIB Galerkin formulation.

Another important issue of the MIB method is the systematical classification of grid nodes or elements into regular type and irregular type. In the original MIB method, we classify mesh nodes into regular and irregular ones. In the MIB Galerkin method, we classify elements into regular and irregular ones. Fig. 1 illustrates a cross section of a 3D interface problem. The interface \( \Gamma \) and the relation among domains \( \Omega, \Omega^+ \) and \( \Omega^- \) are depicted. Because of the use of the Cartesian type of meshes, a complex interface inevitably cuts through certain elements, as shown in Fig. 1. For simplicity, we define an element as irregular element if its vertices locate on more than one side of the interface. Let us denote domain \( E \) as an irregular domain that constitutes all the irregular elements. Obviously, irregular elements contain regions from both \( \Omega^+ \) and \( \Omega^- \), as shown in the right chart of Fig. 1. The interface divides the irregular domain \( E \) into two subdomains, labeled as \( E^+ \) and \( E^- \), where \( E^+ = \Omega^+ \cap E \) and \( E^- = \Omega^- \cap E \), as shown in Fig. 1. With irregular elements, we can define irregular nodes as the vertices of irregular elements. Note that unlike in the finite difference based MIB schemes, the definition of regular and irregular elements is the same for both second or higher order MIB Galerkin schemes.

The next issue in the MIB method is about domain extension. In the present 3D MIB Galerkin method, we extend domains \( \Omega^+ \) and \( \Omega^- \) across the interface \( \Gamma \) as shown in Fig. 2. The extended domain \( \Omega^+_e \) constitutes the original domain \( \Omega^+ \) and the irregular domain \( E^+ \), i.e., \( \Omega^+_e = \Omega^+ \cup E^+ \). Similarly, extended domain \( \Omega^-_e \) constitutes the original domain \( \Omega^- \) and the irregular domain \( E^- \), i.e., \( \Omega^-_e = \Omega^- \cup E^- \). As a result, we have two sets of overlapping elements, i.e., MIB elements, on the locations of irregular elements near the interface.

To properly define the elliptic interface problem on extended domains, we need to extend discontinuous coefficient \( \beta_e(x) \) over the extended domains

\[
\beta^+_e(x) = \begin{cases} 
\beta^+(x), & \forall x \in \Omega^+ \\
\beta^+_e(x), & \forall x \in E^+
\end{cases},
\]

and

\[
\beta^-_e(x) = \begin{cases} 
\beta^-(x), & \forall x \in \Omega^- \\
\beta^-_e(x), & \forall x \in E^-
\end{cases},
\]

where \( \beta^+_e(x) \) and \( \beta^-_e(x) \) are the smooth extensions of the coefficient \( \beta^+(x) \) and \( \beta^-(x) \) over domains \( E^+ \) and \( E^- \), respectively. Similarly, we also define extended singular source function \( g_e(x) \) over extended domains

\[
g^+_e(x) = \begin{cases} 
g^+(x), & \forall x \in \Omega^+ \\
g^+_e(x), & \forall x \in E^+
\end{cases},
\]

and

\[
g^-_e(x) = \begin{cases} 
g^-(x), & \forall x \in \Omega^- \\
g^-_e(x), & \forall x \in E^-
\end{cases},
\]

where \( g^+_e(x) \) and \( g^-_e(x) \) are the smooth extensions of the functions \( g^+(x) \) and \( g^-(x) \) over domains \( E^+(x) \) and \( E^-(x) \), respectively. With these extensions, we can define the original interface problems on MIB elements.

Fig. 1. A cross section showing the domain decomposition via interface \( \Gamma \) (the double circle) in a tetrahedral Cartesian mesh. Left chart: partition of the domain \( \Omega \) into \( \Omega^+ \) and \( \Omega^- \) by interface \( \Gamma \); Right chart: illustration of irregular domains \( E^+ \) and \( E^- \).
A common practice in the MIB method [34,45–48] and the earlier DSC algorithm [37,38] is the use of fictitious values defined on irregular nodes in the irregular domains. As the solution and the gradient of the solution may be discontinuous across the interface, the MIB method smoothly extends the solution across the interface to the nodes on extended domains. These extended values are called fictitious values, which are to be used in the discretization of the original PDE on the MIB elements near the interface. By means of fictitious values, derivatives across the interface are computed as if the solution was smooth.

The selection of basis functions is an important issue for FEMs in general. The quality and performance of an FEM solution to an elliptic interface problem often depend on its basis function. There are many different basis functions, such as those associated with continuous elements, non-conforming elements, mixed finite elements and discontinuous Galerkin FEM. Typically, by using more complicated FEM techniques, one gains capability and flexibility in dealing with complex boundary, interface, and/or ill-posed governing equations. In the present MIB Galerkin method, the use of MIB elements and the existence of fictitious values allow us to employ the continuous FEM basis to solve discontinuous problems. Therefore, the classical continuous FEM basis functions are employed in the present work, as described in detail in Section 3.

To solve an interface problem, one needs to rigorously enforce interface jump conditions. In the original MIB method, these conditions, or set of equations, are utilized to numerically determine fictitious values on extended domains. The same idea is utilized in the present MIB Galerkin method. The detailed implementation of this idea is described in Section 3. Note that in high order MIB schemes, the set of interface jump conditions is iteratively used so as to determine as many fictitious values as needed. This approach can also be used to create high order MIB Galerkin schemes.

Finally, it is noted that the situation illustrated in Fig. 1 is a special situation. In general, the interface \( \Gamma \) may pass through the domain boundary \( \partial \Omega \). Therefore the boundaries of both extended domains may also be part of the boundary of the computational domain, i.e., \( \partial \Omega^+_e \cap \partial \Omega \neq \emptyset \) and \( \partial \Omega^-_e \cap \partial \Omega \neq \emptyset \). This general setting does not affect our method. Additionally, the irregular elements shown in Fig. 1 are simple cases. Fig. 3 demonstrates a special situation where element edges cut through the interface while the element is still a regular element, because all of its vertices locate in the same subdomain.

### 2.2. MIB Galerkin formulation

Denote \( \mathcal{T}_h \) as a partition of the domain \( \Omega \) with mesh size \( h \). The partition is regrouped into two sets denoted by \( \mathcal{T}_h^+ = \mathcal{T}_h \cap \Omega^+_e \) and \( \mathcal{T}_h^- = \mathcal{T}_h \cap \Omega^-_e \), respectively. Obviously, \( \mathcal{T}_h^+ \) is finite element partitions for subdomains \( \Omega^+_e \). Denote \( K^\pm \in \mathcal{T}_h^\pm \) the MIB elements resulting from \( \mathcal{T}_h^\pm \). On these elements, \( P_j(K^+) \) and \( P_k(K^-) \) are two sets of polynomials with degrees no more than \( j \) and \( k \), respectively. The choice of \( j \) and \( k \) determines the order of the 3D MIB Galerkin FEMs. Let us define two trial MIB element spaces

\[
U_h^+ := \{ u_h^+ \in H^1(\Omega_e^+) : u_h^+|_{K^+} \in P_j(K^+), \forall K^+ \in \mathcal{T}_h^+ \}
\]

\[
U_h^- := \{ u_h^- \in H^1(\Omega_e^-) : u_h^-|_{K^-} \in P_k(K^-), \forall K^- \in \mathcal{T}_h^- \}
\]

For a given MIB element \( K^\pm \in \mathcal{T}_h^\pm \), let \( \phi_i^\pm \, : \, i = 1, \ldots, N^\pm \) be a set of basis functions for \( P_j(K^+) \) and \( P_k(K^-) \), respectively. A trial function \( u_h^\pm \) can be constructed by basis functions

\[
u_h^\pm(x) = \sum_{i=1}^{N^\pm} u_{h,i}^\pm \phi_i^\pm(x), \quad \forall x \in \Omega_e^\pm,
\]

where \( \{ u_{h,i}^\pm \} \) are expansion coefficients.
In general, one test space is required in a Galerkin formulation. In the present method, we need two test spaces. A simple choice is to construct these spaces via \( U_0^+ \) and \( U_0^- \)

\[
U_h^0 := \left\{ v^0 \in U_h^0 : v^0 = 0 \text{ on } \partial \Omega_e^0 \right\}.
\] (12)

To solve Eqs. (1)–(4) with a Galerkin procedure, we multiply the original equation with a test function \( v^\pm \in U_0^\pm \) and then carry out the integration over domain \( \Omega_e^\pm \)

\[
- \int_{\Omega_e^\pm} \nabla \cdot (\beta_e^\pm(x) \nabla u_h^\pm(x)) v^\pm dx + \int_{\Omega_e^\pm} g_e^\pm(x) v^\pm dx, \quad \forall x \in \Omega_e^\pm.
\] (13)

After integrating by parts, we have

\[
- \int_{\partial \Omega_e^\pm} \beta_e^\pm(x) \frac{\partial u_h^\pm(x)}{\partial n^\pm} v^\pm ds + \int_{\Omega_e^\pm} \beta_e^\pm(x) \nabla u_h^\pm(x) \cdot \nabla v^\pm dx = \int_{\Omega_e^\pm} g_e^\pm(x) v^\pm dx, \quad \forall x \in \Omega_e^\pm.
\] (14)

The above equation can be simplified according to the property of the test space (12),

\[
\int_{\Omega_e^\pm} \beta_e^\pm(x) \nabla u_h^\pm(x) \cdot \nabla v^\pm dx = \int_{\Omega_e^\pm} g_e^\pm(x) v^\pm dx, \quad \forall x \in \Omega_e^\pm, \quad \forall v^\pm \in U_h^0,\pm.
\] (15)

Due to the overlapping feature of the MIB elements, partitions \( \Omega_e^+ \) and \( \Omega_e^- \) are not admissible, and Eqs. (15) is not well posed in the usual sense. Specifically, the number of unknowns is greater than the number of equations. To resolve this problem, we define a set of normal solutions \( U_h \) as a restriction of \( \{ u_h^+ \} \) and \( \{ u_h^- \} \) to the domain \( \Omega_e^+ \) and \( \Omega_e^- \), respectively

\[
U_h := \left\{ u_h = u_h^\pm(x) : \forall x \in \Omega_e^\pm \right\}
\] (16)

where \( \{ u_h \} \) are to be determined by Eqs. (15). It is clear that the total number of unknowns in the set \( \{ u_h \} \) equals the total number of node points in the inner domain \( (\Omega \setminus \partial \Omega) \). However, the number of unknowns in Eqs. (15), which are defined on extended domains, is larger than the total number of nodes in the inner domain \( (\Omega \setminus \partial \Omega) \). To resolve this problem, we define two sets of fictitious values

\[
F_h^0 := \left\{ f_h^0(x) = u_h^\pm(x) : \forall x \in \Omega_e^\pm \right\}.
\] (17)

If these fictitious values, denoted as \( F_h = F_h^+ \cup F_h^- \), are determined by other means, then the solution to Eqs. (15) becomes unique. In the MIB Galerkin method, we use interface jump conditions to determine all fictitious values. In the original MIB method, the set of low order interface jump conditions is repeatedly used to construct high order schemes. The same approach is used for the MIB Galerkin method. The specific detail of determining \( F_h \) is described in Section 3.
3. Solution algorithms

3.1. Three types of elements

The above MIB Galerkin formulation is independent of elements. In this work, we employ a regular Cartesian mesh. Different elements can be chosen to furnish the Cartesian mesh on condition that all of their vertices coincide with the original Cartesian nodes. Consequently, no new node is introduced by elements. We discuss three simple choices of elements. First, each Cartesian grid naturally gives rise to a rectangular prism element, which is employed in the present work. Additionally, we consider tetrahedral elements generated from the Cartesian mesh. Essentially, there are two ways to subdivide a rectangular prism into simple tetrahedral elements without introducing new node as depicted in Fig. 4. One subdivision leads to a five-tetrahedron element, and the other produces a six-tetrahedron element. For the six-tetrahedron element, the subdivision method should be exactly the same for each Cartesian grid in the whole mesh, so that the edges of the tetrahedral elements in adjacent grids do not intersect with each other. However, for five-tetrahedron element, adjacent two Cartesian grids are discretized differently as demonstrated in Fig. 5.

For both five-tetrahedron elements and six-tetrahedron elements, the basis function \( \phi_j(\xi, \eta, \zeta) \) can be constructed from the traditional tetrahedral volume coordinates [86]. For a prism element, we first map its eight nodes coordinates \((x_j, y_j, z_j)\) to a reference coordinate \((\xi_j, \eta_j, \zeta_j)\). In such a coordinate, the basis function for a reference element can be expressed as,

\[
\phi_j(\xi, \eta, \zeta) = \frac{1}{8} (1 + \xi \xi_j)(1 + \eta \eta_j)(1 + \zeta \zeta_j),
\]

(18)

where \(\xi_j, \eta_j\) and \(\zeta_j\) are integer numbers with value either \(-1\) or \(1\).

3.2. Basic solution algorithm

This section concerns the solution of discretization equations (15) using basis functions described above. To simplify the notation, we introduce the following bilinear form

\[
a(u_h, v_h) = (\beta \nabla u_h, \nabla v_h),
\]

(19)

where the inner product \((a, b)\) represents the integration of the product of \(ab\) over the region where the functions are defined. Therefore, we can recast Eqs. (15) into simplified representations

\[
a(u_h^+, v_h^+) = (g_e^+, v_h^+),
\]

(20)

\[
a(u_h^-, v_h^-) = (g_e^-, v_h^-).
\]

(21)

3.2.1. Matrix equations for rectangular prism elements

In the mesh of rectangular prism elements, for a regular node (or vertex) \(x_i \in \Omega^+ \setminus E\), we also need to consider all 26 adjacent nodes (or vertices). A total of 27 nodes is denoted as \(i_1, i_2, \ldots, i_{27}\). We use the approximation in Eq. (11) to discretize Eq. (20)

\[
(a(\phi_{i_1}^+, \phi_i^+), a(\phi_{i_2}^+, \phi_i^+), \ldots, a(\phi_{i_{27}}^+, \phi_i^+)) \cdot \begin{pmatrix} u_{h,i_1}^+ \\ u_{h,i_2}^+ \\ \vdots \\ u_{h,i_{27}}^+ \end{pmatrix} = (g_e^+, \phi_i^+),
\]

(22)
where \( \{u^+_{h,i}, \; i = i_1, i_2, \ldots, i_{27} \} \) are coefficients on 27 related nodes. Similarly, for a regular node \( x_j \in \Omega_e^+ \setminus E \),

\[
(a(\phi^+_j, \phi^-_j), a(\phi^+_j, \phi^-_j), \ldots, a(\phi^+_j, \phi^-_j)) \cdot \begin{pmatrix}
u^+_{h,j_1} \\
v^+_{h,j_2} \\
\vdots \\
v^+_{h,j_{27}} 
\end{pmatrix} = (g^+_e, \phi^-_j),
\]

(23)

where \( \{u^+_{h,j}, \; j = j_1, j_2, \ldots, j_{27} \} \) are coefficients on 27 related nodes. However, Eqs. (22) and (23) cannot be solved directly because of the lack of boundary condition on \( \partial E \).

For an irregular node \( x_j \in E^- \) near the interface, a similar Galerkin approximation can be obtained. However, fictitious values are now involved in the discretization scheme

\[
(a(\phi^+_j, \phi^-_j), a(\phi^+_j, \phi^-_j), \ldots, a(\phi^+_j, \phi^-_j)) \cdot \begin{pmatrix}
u^+_{h,j_1} \\
u^+_{h,j_2} \\
\vdots \\
u^+_{h,j_{27}} 
\end{pmatrix} = (g^+_e, \phi^-_j),
\]

(24)

where \( f^+_{h,j_{27}} \) is a fictitious value. Here we give a general form of the function values and fictitious values. The number of fictitious values in each discretization scheme of the irregular node depends on the local geometry, i.e., the relation between the interface and the mesh. So does the number of function values in the scheme. However, the sum of these two numbers equals 27. Similarly, for an irregular node \( x_j \in E^+ \), we have matrix elements

\[
(a(\phi^+_j, \phi^-_j), a(\phi^+_j, \phi^-_j), \ldots, a(\phi^+_j, \phi^-_j)) \cdot \begin{pmatrix}
u^-_{h,j_1} \\
u^-_{h,j_2} \\
\vdots \\
u^-_{h,j_{27}} 
\end{pmatrix} = (g^-_e, \phi^-_j).
\]

(25)

As the same reason we have described above, here the number of fictitious values also varies according to the local geometry. Eqs. (22)–(25) describe all of the matrix elements in the present MIB Galerkin method with rectangular prism elements. The treatment of fictitious values is discussed in Section 3.3.

### 3.2.2. Matrix equations for five-tetrahedron elements

For a five-tetrahedron element mesh, two types of vertices have different numbers of related vertices. A Type 1 vertex is related to 6 nearest adjacent vertices. Therefore the discretization form of Eq. (20) for a Type 1 vertex can be expressed as

\[
(a(\phi^+_{i_1}, \phi^-_{i_1}), a(\phi^+_{i_2}, \phi^-_{i_2}), \ldots, a(\phi^+_{i_5}, \phi^-_{i_5})) \cdot \begin{pmatrix}
u^+_{h,i_1} \\
u^+_{h,i_2} \\
\vdots \\
u^+_{h,i_{15}} 
\end{pmatrix} = (g^+_e, \phi^-_{i_1}).
\]

(26)

A Type 2 vertex shares its edges with 18 nearest adjacent vertices. The detailed geometry of these 18 nearest adjacent vertices is demonstrated in Fig. 6. Therefore the discretization form of Eq. (20) for a Type 2 vertex is

\[
(a(\phi^+_{i_1}, \phi^-_{i_1}), a(\phi^+_{i_2}, \phi^-_{i_2}), \ldots, a(\phi^+_{i_{18}}, \phi^-_{i_{18}})) \cdot \begin{pmatrix}
u^+_{h,i_1} \\
u^+_{h,i_2} \\
\vdots \\
u^+_{h,i_{18}} 
\end{pmatrix} = (g^+_e, \phi^-_{i_1}).
\]

(27)
Similarly, for a regular vertex $x_j \in \Omega_e^+ \setminus E$, two discretization forms can be attained for two types of vertices

$$
(a(\phi_i^+, \phi_i^-), \ldots, a(\phi_i^+, \phi_i^-)) \cdot \begin{pmatrix}
  u_{h,i_1}^+ \\
  u_{h,i_2}^+ \\
  \vdots \\
  u_{h,i_{15}}^+
\end{pmatrix} = (g_e^+, \phi_i^+),
$$

and

$$
(a(\phi_j^+, \phi_j^-), \ldots, a(\phi_j^+, \phi_j^-)) \cdot \begin{pmatrix}
  u_{h,j_1}^- \\
  u_{h,j_2}^- \\
  \vdots \\
  u_{h,j_{15}}^-
\end{pmatrix} = (g_e^-, \phi_j^-),
$$

### 3.2.3. Matrix equations for six-tetrahedron elements

Matrix equations for the six-tetrahedron element are constructed as follows. For a regular vertex $x_i \in \Omega_e^+ \setminus E$, Eq. (11) is employed to discretize Eq. (20). For a six-tetrahedron element mesh, a regular vertex is related to 14 adjacent vertices and a total of 15 vertices is denoted as $i_1, i_2, \ldots, i_{15}$. The discretization formulation is given by

$$
(a(\phi_i^+, \phi_i^-), \ldots, a(\phi_{i_{15}}^+, \phi_{i_{15}}^-)) \cdot \begin{pmatrix}
  u_{h,i_1}^+ \\
  u_{h,i_2}^+ \\
  \vdots \\
  u_{h,i_{15}}^+
\end{pmatrix} = (g_e^+, \phi_i^+),
$$

where $\{u_{h,i_i}, i = i_1, i_2, \ldots, i_{15}\}$ are coefficients of 15 related vertices. Similarly, for a regular vertex $x_j \in \Omega_e^- \setminus E$, one has

$$
(a(\phi_j^+, \phi_j^-), \ldots, a(\phi_{j_{15}}^+, \phi_{j_{15}}^-)) \cdot \begin{pmatrix}
  u_{h,j_1}^- \\
  u_{h,j_2}^- \\
  \vdots \\
  u_{h,j_{15}}^-
\end{pmatrix} = (g_e^-, \phi_j^-),
$$

where $\{u_{h,j_j}, j = j_1, j_2, \ldots, j_{15}\}$ are coefficients of 15 related vertices. However, Eqs. (30) and (31) cannot be solved directly because of the lack of boundary conditions on $\partial E$.

### 3.2.4. Matrix equations for irregular tetrahedral vertices

From above discussions, it is easy to find out that the discretization form for a given vertex is determined by adjacent vertices which all share edges with the particular vertex. There are three types of tetrahedral vertices, namely, Type 1 vertices of five-tetrahedron elements, Type 2 vertices of five-tetrahedron elements, and six-tetrahedron element vertices. Let us denote the number of adjacent vertices as $n - 1$ for these three cases. Then a uniform representation for Eq. (20) can be expressed as

$$
(a(\phi_i^+, \phi_i^-), \ldots, a(\phi_{i_n}^+, \phi_{i_n}^-)) \cdot \begin{pmatrix}
  u_{h,i_1}^+ \\
  u_{h,i_2}^+ \\
  \vdots \\
  u_{h,i_n}^+
\end{pmatrix} = (g_e^+, \phi_i^+),
$$

**Fig. 6.** An illustration of 18 nearest adjacent vertices of a Type 2 vertex in a five-tetrahedron element. The vertex of interest is labeled with a star. Its nearest adjacent vertices in three cross sections are denoted by either solid dots or circles. Here, solid dots are to be counted while circles have already been counted in other cross sections. (a) Cross section at $y = y_6$; (b) Cross section at $z = z_6$; (c) Cross section at $x = x_6$. 
where \( n = 16, 7 \) and 19 are respectively for Type 1 vertices of five-tetrahedron elements, Type 2 vertices of five-tetrahedron elements, and six-tetrahedron element vertices.

For an irregular vertex \( x_i \in E^- \), a similar discretization can be obtained. However, fictitious values are now involved in the discretization scheme

\[
(a(\phi^+_i, \phi^-_i), a(\phi^+_j, \phi^-_j), \ldots, a(\phi^+_n, \phi^-_n)) \cdot \begin{pmatrix} u^+_{h,i} \\ u^+_{h,j} \\ \vdots \\ u^+_{h,n} \end{pmatrix} = (g^+_i, \phi^-_i),
\]

where \( f^+_{h,i} \) is a fictitious value. The number of fictitious values depends on the local geometry, i.e., the relation between the interface and the mesh. Similarly, for an irregular vertex \( x_j \in E^+ \), we have matrix elements

\[
(a(\phi^-_j, \phi^-_j), a(\phi^-_j, \phi^-_j), \ldots, a(\phi^-_n, \phi^-_n)) \cdot \begin{pmatrix} u^-_{h,i} \\ u^-_{h,j} \\ \vdots \\ u^-_{h,n} \end{pmatrix} = (g^-_j, \phi^-_j).
\]

Combined with the regular vertex discretization formulation, all of the matrix elements in the present MIB Galerkin are attained for tetrahedral elements.

### 3.3. Algorithms for determining fictitious values

Fictitious values in the above matrix equations are to be resolved before the FEM solution can be obtained. This issue is discussed in the present section. We first describe the interface jump conditions, which is needed at each intersecting point between element edges and the interface.

#### 3.3.1. 3D interface jump conditions

In the MIB method, a local coordinate system is needed on an interface point where interface jump conditions are enforced. The relation between the local coordinate system and the Cartesian mesh is described below. Denote \((\xi, \eta, \zeta)\) a local coordinate system on an interface point. Here \(\xi\) is along the normal direction and \(\eta\) is in the \(x-y\) plane. The transformation from coordinate \((x, y, z)\) to \((\xi, \eta, \zeta)\) can be given as

\[
\begin{pmatrix} \xi \\ \eta \\ \zeta \end{pmatrix} = P \cdot \begin{pmatrix} x \\ y \\ z \end{pmatrix}
\]

where the transformation matrix \(P\) has the form

\[
P = \begin{pmatrix} \sin \phi \cos \theta & \sin \phi \sin \theta & \cos \phi \\ -\sin \theta & \cos \theta & 0 \\ -\cos \phi \cos \theta & -\cos \phi \sin \theta & \sin \phi \end{pmatrix}
\]

where \(\theta\) and \(\phi\) are the azimuth and zenith angles with respect to the normal direction \(n\), respectively. To increase the number of interface conditions, we usually differentiate Eq. (3) along the tangential directions of the interface to obtain two additional interface conditions, \([u_n] = u^-_n - u^-_n\), and \([u_k] = u^+_k - u^-_k\). In the local coordinate system, these two jump conditions can be expressed as

\[
[u_n] = (-\sin \theta u^+_k + \cos \theta u^+_\gamma) - (-\sin \theta u^-_k + \cos \theta u^-_\gamma)
\]

\[
[u_k] = (-\cos \phi \cos \theta u^+_k - \cos \phi \sin \theta u^+_\gamma + \sin \phi u^+_\gamma) - (-\cos \phi \cos \theta u^-_k - \cos \phi \sin \theta u^-_\gamma + \sin \phi u^-_\gamma)
\]

and the jump condition with respect to the normal direction can be given as

\[
[\beta u_k] = \beta^+(\sin \phi \cos \theta u^+_k + \sin \phi \sin \theta u^+_\gamma + \cos \phi u^+_\gamma) - \beta^-(\sin \phi \cos \theta u^-_k + \sin \phi \sin \theta u^-_\gamma + \cos \phi u^-_\gamma).
\]

These three jump conditions, together with the original jump condition (3), constitute a set of lowest order jump conditions that is usually enforced in the MIB method. The enforcement of jump conditions determines fictitious values to be used in the discretization of differentiation operators in a given PDE.

#### 3.3.2. Basic algorithms

In this section we utilize a smooth interface as shown in Fig. 7 to demonstrate the MIB Galerkin treatment of fictitious values. A rectangular prism element mesh and a five-tetrahedron element mesh are discussed. For the rectangular prism
element mesh, the basis function at each vertex involves seven other vertices. Therefore, if one or more of the rest seven vertices locate in the other subdomain, the discretization of matrix equation (21) at this vertex involves fictitious values. For example, in the left chart of Fig. 7, the yellow region and the green region represent subdomain $\Omega^+$ and subdomain $\Omega^-$ respectively. The basis function for vertex $A$ involves nodes $C$ and $D$, which are in a different subdomain. Therefore, fictitious values are used for vertices $C$ and $D$ when we construct discretization matrix equation (21) for vertex $A$. For the same reason, the discretization matrix at vertex $C$ include fictitious values for vertices $A$ and $B$. Therefore, for this special rectangular prism element, we need to determine the fictitious value for all four vertices in this cross section.

For the tetrahedral mesh shown in the right chart of Fig. 7, the situation is quite similar to that in the right chart. Vertices $A$, $B$ and $C$ are all irregular vertices and corresponding fictitious values are needed in constructing the matrix equation. To determine these fictitious values, we construct two 3D second order polynomial functions, one in domain $\Omega^+_e$ and the other one in domain $\Omega^-_e$

\[
u^+_h(x, y, z) = a_0 + a_1x + a_2y + a_3z + a_4x^2 + a_5y^2 + a_6z^2 + a_7xy + a_8xz + a_9yz, \quad (x, y, z) \in \Omega^+_e \tag{40}
\]

\[
u^-_h(x, y, z) = b_0 + b_1x + b_2y + b_3z + b_4x^2 + b_5y^2 + b_6z^2 + b_7xy + b_8xz + b_9yz, \quad (x, y, z) \in \Omega^-_e \tag{41}
\]

where $\{a_i\}_{i=0,1,\ldots,9}$ and $\{b_i\}_{i=0,1,\ldots,9}$ are a set of 20 coefficients. It is noted that both $u^+_h(x, y, z)$ and $u^-_h(x, y, z)$ are defined near the interface. In fact, $u^+_h(x, y, z)$ is a normal solution (i.e., $u^+_h(x, y, z) \in U_h$) when $(x, y, z) \in \Omega^+$. However, $u^-_h(x, y, z) = f^+_h(x, y, z)$ is a fictitious value when $(x, y, z) \in E^+$. Similarly, we have $u^-_h(x, y, z) = u^+_h(x, y, z)$ when $(x, y, z) \in \Omega^-$, and $u^-_h(x, y, z) = f^-_h(x, y, z)$ when $(x, y, z) \in E^-$. Once the coefficients are determined in Eqs. (40) and (41), six derivatives, i.e., $u^+_x$, $u^+_y$, $u^+_z$, $u^-_x$, $u^-_y$, and $u^-_z$, in the interface jump conditions can be easily calculated. Additionally, all fictitious values can be evaluated by using either Eq. (40) or Eq. (41). To determine 20 coefficients in Eqs. (40) and (41), one needs to construct at least 20 linear equations. These equations are obtained in two ways. For example, by evaluating $u^+_h(x)$ or $u^-_h(x)$ at node $x_k$ near the irregular element of interest in domain $\Omega^+_e$ (or domain $\Omega^-_e$), we have $u^+_h(x_k)$ (or $u^-_h(x_k)$), which gives rise to one linear equation. By selecting appropriate number of such nodes near the interface, we can determine many coefficients in Eqs. (40) and (41).

The other way to determine the coefficients is to enforce interface jump conditions. As discussed in Section 3.3.1, at each interface point, we have a set of four interface jump conditions, which determines four coefficients in principle. At least one set of interface jump conditions is enforced so that solution of the elliptic interface problem satisfies the interface jump conditions.

Question arises as how many nearby nodes and how many interface conditions are to be employed for the determination of 20 coefficients for each pair of interpolation functions $u^+_h(x)$ and $u^-_h(x)$. In fact, there is no unique way to select them. The proper choice depends on the local interface geometry. Due to the use of Cartesian mesh, topological relations among elements are straightforward, and such relations between an element and the interface are clear, which gives us the flexibility to select suitable regular nodes and interface points. Knowing these topological relations is advantageous when dealing with geometric singularities.

We illustrate in detail the algorithm of computing fictitious values in the rest of this section. Let us denote coefficients in Eqs. (40) and (41) as a vector $C$

\[
C = (a_0, a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8, b_0, b_1, b_2, b_3, b_4, b_5, b_6, b_7, b_8, b_9)^T \tag{42}
\]
For node \((i, j, k)\), we can have two linear equations

\[
\begin{align*}
    u_h^n(x_i, y_j, z_k) &= (1, x_i, y_j, z_k, x_i^2, y_j^2, z_k^2, x_i y_j, x_i z_k, y_j z_k, 0, 0, 0, 0, 0, 0, 0, 0) \cdot \mathbf{C}, \\
    u_h^n(x_i, y_j, z_k) &= (0, 0, 0, 0, 0, 0, 0, 0, 1, x_i, y_j, z_k, x_i^2, y_j^2, z_k^2, x_i y_j, x_i z_k, y_j z_k) \cdot \mathbf{C},
\end{align*}
\]

(43) (44)

It is possible to uniquely determine all 20 coefficients \(\mathbf{C}\) by nodes selected from appropriate domains, which, however, lead to a solution in which the original interface jump conditions are not implemented. Therefore one needs to enforce at least one set of interface jump conditions.

At intersecting point \(o_1\) between the interface and an element edge, we denote the local coordinate as \((x_{o_1}, y_{o_1}, z_{o_1})\). The derivatives at such a point can be expressed as

\[
\begin{align*}
    u_x &= (a_1 + 2a_4x + a_7y + a_8z) \\
    u_y &= (b_1 + 2b_4y + b_7y + b_8z) \\
    u_z &= (a_2 + 2a_5y + a_6y + a_9z) \\
    u_y &= (b_2 + 2b_5y + b_6y + b_9z) \\
    u_z &= (b_3 + 2b_6y + b_7y + b_9y).
\end{align*}
\]

(45) (46) (47) (48) (49) (50)

We have four interface jump conditions at node \(o_1\)

\[
\begin{align*}
    [u]_{o_1} &= (1, x_{o_1}, y_{o_1}, z_{o_1}, x_{o_1}^2, y_{o_1}^2, z_{o_1}^2, x_{o_1} y_{o_1}, x_{o_1} z_{o_1}, y_{o_1} z_{o_1}, \\
    &\quad -1, -x_{o_1}, -y_{o_1}, -z_{o_1}, -x_{o_1}^2, -y_{o_1}^2, -z_{o_1}^2, -x_{o_1} y_{o_1}, -x_{o_1} z_{o_1}, -y_{o_1} z_{o_1}) \cdot \mathbf{C},
\end{align*}
\]

(51)

\[
\begin{align*}
    [\beta u_x]_{o_1} &= (0, \beta^+ \sin \phi \cos \theta, \beta^+ \sin \phi \sin \theta, \beta^+ \cos \phi, 2\beta^+ \sin \phi \cos \theta x_{o_1}, 2\beta^+ \sin \phi \sin \theta y_{o_1}, 2\beta^+ \cos \phi z_{o_1}, \\
    &\quad \beta^+ \sin \phi \cos \theta x_{o_1} + \beta^+ \sin \phi \sin \theta y_{o_1}, \beta^+ \sin \phi \cos \theta z_{o_1} + \beta^+ \cos \phi x_{o_1}, \\
    &\quad \beta^+ \sin \phi \sin \theta y_{o_1} + \beta^+ \cos \phi y_{o_1}, 0, \beta^- \sin \phi \cos \theta, \beta^- \sin \phi \sin \theta, \beta^- \cos \phi, \\
    &\quad -2\beta^- \sin \phi \cos \theta x_{o_1}, -2\beta^- \sin \phi \sin \theta y_{o_1}, -2\beta^- \cos \phi z_{o_1}, \\
    &\quad -\beta^- \sin \phi \cos \theta y_{o_1} - \beta^- \sin \phi \sin \theta x_{o_1}, -\beta^- \sin \phi \cos \theta z_{o_1} - \beta^- \cos \phi x_{o_1}, \\
    &\quad -\beta^- \sin \phi \sin \theta z_{o_1} - \beta^- \cos \phi y_{o_1}) \cdot \mathbf{C},
\end{align*}
\]

(52)

As demonstrated in Fig. 7, the interface intersecting points are chosen at the place where element edges intersect the interface surface. For different types of elements, the set of intersecting points is different too, see Fig. 7. Normally, two interface intersecting points are employed in our scheme, which results in eight jump conditions. Consequently, it appears that one just needs to choose 12 nodes in appropriate domains near the interface to determine 20 coefficients. In fact, such a choice may not work well because the resulting matrix may not be invertible for complex interface geometries. One way to resolve this problem is to select more than 12 nodes. Furthermore, to reduce the matrix condition number, it is important to select the nearest local nodes in a most symmetric manner [33]. To avoid confusion, the final matrix derived from our MIB Galerkin method is not a positive definite matrix as that obtained from the traditional finite element method. Therefore, to construct stable and accurate approximations, the number of nodes selected from \(\Omega^+\) should be similar to that from \(\Omega^-\) when it is possible. In a normal case, nine nodes from each domain are chosen, which leads to eighteen additional linear equations. A linear matrix equation is constructed with eight interface jump conditions and eighteen node values,

\[
\mathbf{A} \cdot \mathbf{C} = \mathbf{B},
\]

(53)

Matrix \(\mathbf{B}\) can be decomposed into two vectors \(\mathbf{B}_1\) and \(\mathbf{B}_2\), where vector \(\mathbf{B}_1\) has eighteen components, i.e., function values at nodes. For the situation illustrated in Fig. 7, vector \(\mathbf{B}_1\) contains function values at red node points. Here, vector \(\mathbf{B}_2\) consists
of interface jump conditions at two interface-mesh intersecting points. For the situation illustrated in Fig. 7, vector $B_2$ has components of interface jump conditions at point $o_1$ and $o_2$. Let us denote matrix $G$ as

$$ G = (A'A)^{-1}A' , $$

(54)

we can divide $G$ into two matrices $G_1$ and $G_2$. Therefore, vector coefficient $C$ can be expressed as

$$ [C]_{20 \times 1} = ([G_1]_{20 \times 18}, [G_2]_{20 \times 8}) \cdot \left( [B_1]_{18 \times 1} \right) $$

(55)

and

$$ [C]_{20 \times 1} = [G_1]_{20 \times 18} [B_1]_{18 \times 1} + [G_2]_{20 \times 8} [B_2]_{8 \times 1} . $$

(56)

After the determination of vector $C$, fictitious values are evaluated at their locations. In Fig. 7, for the irregular element marked by vertices $A$, $B$, $C$ and $D$, fictitious values can be represented as

$$ f_h^i (x_A , y_A , z_A) = (1 , x_A , y_A , z_A , x_A^2, y_A^2, z_A^2, x_A y_A , y_A z_A , x_A z_A , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0) \cdot C $$

(57)

$$ f_h^i (x_B , y_B , z_B) = (1 , x_B , y_B , z_B , x_B^2, y_B^2, z_B^2, x_B y_B , y_B z_B , x_B z_B , 0 , 0 , 0 , 0 , 0 , 0 , 0) \cdot C $$

(58)

$$ f_h^i (x_C , y_C , z_C) = (0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , x_C , y_C , z_C , x_C^2, y_C^2, z_C^2, x_C y_C, y_C z_C , x_C z_C , x_C y_C, y_C z_C , x_C z_C) \cdot C $$

(59)

$$ f_h^i (x_D , y_D , z_D) = (0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , x_D , y_D , z_D , x_D^2, y_D^2, z_D^2, x_D y_D, y_D z_D , x_D z_D) \cdot C . $$

(60)

Denote $T$ as a local coefficient vector. One can write a fictitious value as $f_h = T \cdot C$. By using Eqs. (55) and (56), one obtains a general expression for a fictitious value

$$ f_h = [T]_{1 \times 20} \cdot ([G_1]_{20 \times 18} [B_1]_{18 \times 1} + [G_2]_{20 \times 8} [B_2]_{8 \times 1} ) $$

(61)

Once the mesh is set up for a given interface, the local information for each node and each interface intersecting point is known. As a result, vectors $B$ and $T$ are also known. Matrices $G_1$ and $G_2$ are evaluated from Eq. (54). Vector $B_i$ contains approximation function values at mesh nodes. When the expression of the fictitious values is obtained, it is inserted into the discretization matrix of the governing equation, Eq. (24) or Eq. (25), to solve the linear matrix equation, which results in the solution at all the nodes.

We also consider the weighted least square method in solving the Eq. (52). By using a diagonal weight matrix $W$, which is $26 \times 26$ in dimension, the vector $C$ can be represented as

$$ C = (A'WA)^{-1}A'WB . $$

(62)

It is seen that if we set the corresponding diagonal element $W_{ii}$ as zero for the two tangential direction jump conditions, then we only consider the traditional jump conditions in our schemes. We can also assign a given node a weight according to its distance from the interface to adjust its importance in the scheme.

For the situation of a geometric singularity, it may not be easy to find an enough number of nodes in a symmetric manner from both subdomains. So in each subdomain, we always choose nodes within nearest distance to the element of interest. A major concern is still the reversibility of the matrix $A'A$. As far as we know, there is no straightforward algorithm for nodes selection with the guaranteed matrix reversibility. Therefore, computationally, we systematically add a pair of nodes from two regions until the matrix is reversible. This procedure is found to work well.

### 3.3.3. Scheme for the derivative of the solution

Since the present MIB Galerkin method using the Cartesian mesh, the derivative of the solution on mesh nodes can be approximated by central difference schemes. For a regular node $(x_i, y_j, z_k)$, the derivative of the solution can be written as

$$ (u_h^+)_{x} (x_i, y_j, z_k) = \frac{u_h^+ (x_{i+1}, y_j, z_k) - u_h^+ (x_{i-1}, y_j, z_k)}{2dx} , $$

(63)

$$ (u_h^+)_{y} (x_i, y_j, z_k) = \frac{u_h^+ (x_i, y_{j+1}, z_k) - u_h^+ (x_i, y_{j-1}, z_k)}{2dy} , $$

(64)

$$ (u_h^+)_{z} (x_i, y_j, z_k) = \frac{u_h^+ (x_i, y_j, z_{k+1}) - u_h^+ (x_i, y_j, z_{k-1})}{2dz} , $$

(65)

where $dx$, $dy$ and $dz$ are the grid sizes of the mesh at $x$, $y$ and $z$ directions, respectively. If node $(x_i, y_j, z_k)$ is an irregular one and adjacent nodes $(x_{i+1}, y_j, z_k)$, $(x_i, y_{j+1}, z_k)$ and $(x_i, y_j, z_{k+1})$ locate on the other side of the interface. Fictitious values are used and central difference schemes are

$$ (u_h^+)_{x} (x_i, y_j, z_k) = \frac{u_h^+ (x_{i+1}, y_j, z_k) - f_h^+ (x_{i-1}, y_j, z_k)}{2dx} , $$

(66)
This relation can be used to estimate the approximation order of the derivative scheme at an irregular node

\[ (u_i^m)_j(x_i, y_j, z_k) = \frac{f_h^+(x_i, y_{j+1}, z_k) - u_h^+(x_i, y_{j-1}, z_k)}{2dy}, \]  

\[ (u_i^m)_k(x_i, y_j, z_k) = \frac{f_h^+(x_i, y_j, z_{k+1}) - u_h^+(x_i, y_j, z_{k-1})}{2dz}. \]  

It is seen that if we calculate solutions \( u_h^m \) and \( u_h \), fictitious values can be attained through Eq. (61).

For convenience, let us denote \( h = dx = dy = dz \). As we employ the second order polynomial to approximate the fictitious values in Eq. (40), we have the relation

\[ u_h^m(x_i, y_j, z_k) = u(x_i, y_j, z_k) + O(h^2). \]  

This relation can be used to estimate the approximation order of the derivative scheme at an irregular node

\[ (u_i^m)_k(x_i, y_j, z_k) = \frac{f_h^+(x_{i+1}, y_j, z_k) - u_h^+(x_{i-1}, y_j, z_k)}{2h} \leq \frac{|u_h^+(x_{i+1}, y_j, z_k) - u(x_{i+1}, y_j, z_k)| + |u(x_{i-1}, y_j, z_k) - f_h^+(x_{i-1}, y_j, z_k)|}{2h} \]

\[ = u_i(x_i, y_j, z_k) + O(h^2), \]  

where \( u(x_{i+1}, y_j, z_k) \) and \( u(x_{i-1}, y_j, z_k) \) are exact values and \( u_i(x_i, y_j, z_k) \) is the exact derivative. We have taken the advantage of an error cancellation due to the symmetry of the central scheme. Similar estimations can be obtained for \( (u_i^m)_j(x_i, y_j, z_k) \), \( (u_i^m)_k(x_i, y_j, z_k) \), \( (u_i^m)_j(x_j, y_j, z_k) \), \( (u_i^m)_k(x_j, y_j, z_k) \), \( (u_i^m)_j(x_i, y_j, z_k) \), \( (u_i^m)_k(x_i, y_j, z_k) \). Therefore, we can attain the second order accuracy for the derivatives even at irregular nodes.

### 4. Numerical studies

In this section, we examine validity and test the performance of the proposed MIB Galerkin FEM for solving the 3D Poisson equation with discontinuous coefficients. To avoid misunderstanding, the \( L_\infty \) error of the derivative of the solution is defined as:

\[ L_\infty = \max_{(x_i, y_j) \in \Omega \setminus \Omega_D} \{|u_x(x_i, y_j, z_k) - (u_h)_x(x_i, y_j, z_k)|, |u_y(x_i, y_j, z_k) - (u_h)_y(x_i, y_j, z_k)|, |u_z(x_i, y_j, z_k) - (u_h)_z(x_i, y_j, z_k)|\}, \]

where \( u_x(x_i, y_j, z_k) \), \( u_y(x_i, y_j, z_k) \) and \( u_z(x_i, y_j, z_k) \) are exact derivative values.

To still efficiently implement the present 3D MIB Galerkin method, we have made use of a FORTRAN90 library, FELIPPA (http://people.sc.fsu.edu/~jburkardt/f_src/felippa/felippa.html), for finite element integrations. Among our three elements, the five-tetrahedron element and six-tetrahedron element share the same form of integration. The KEAST subroutine in the library is used for the element integration. For the rectangular prism element, the hexahedral integration form in the library is utilized.

Due to the introduction of fictitious values, the discretization matrix is not positive definite, nor is it symmetric. For an irregular node, we need to make use of 9 nodes from each subdomain, which leads to 18 nodes for every irregular node. However, we always select the nearest nodes in a symmetric manner in our scheme to make the discretization matrix as symmetric as possible. Additionally, since the interface is inherently a 2D surface in a 3D problem, the major portion of the discretization matrix remains symmetric. Therefore, the condition number of the final sparse matrix does not increase much because of our implementation of interface conditions. As a result, the final linear equation can be iteratively solved by many Krylov subspace based linear solvers. One of solvers that is often used is the biconjugate gradient (BICG) method. Many other matrix solvers in PETSc (http://www.mcs.anl.gov/petsc/) or SLATEC (http://sdphca.ucsd.edu/slatec_source/TOC.htm) can also be employed as well.

We carry out many numerical experiments with complex interfaces, geometric singularities and solution singularities. In Case 1, a spherical interface is employed to compare the performances of three different elements, i.e., rectangular prism element, five-tetrahedron element and six-tetrahedron element. As the former two give stable results, we further compare these two elements for more complex interfaces and geometric singularities in Case 2 and Case 3. Cases 4 and 5 are designed to demonstrate the performance of the present method for protein interfaces, which are arbitrarily complex. In Cases 6 and 7, complex interface geometries for protein complexes obtained from Electron Microscopy Data Bank (http://www.ebi.ac.uk/pdbe/emdb/) are utilized to further test the proposed MIB Galerkin method for potential applications in molecular biology. Different solutions and beta functions are tested. Finally, Case 8 is employed to examine the present method for the low regularity solution associated with geometric singularities. The present 3D MIB Galerkin method, equipped with the rectangular prism element, gives the second order convergence in these test problems.
The discontinuous coefficients are given by $L$ accurately than six-tetrahedron element, although in the coarse grid the five-tetrahedron method may have a larger error. The five-tetrahedron element is generally more accurate than the tetrahedral elements. The five-tetrahedron element is more accurate than the rectangular element at the finest mesh. Second order convergence is found.

Table 1
Numerical errors and convergence orders for rectangular prism element results (Case 1a).

<table>
<thead>
<tr>
<th>$n_x \times n_y \times n_z$</th>
<th>$L_\infty(u)$</th>
<th>Order $L_2(u)$</th>
<th>Order $L_\infty(\nabla u)$</th>
<th>Order $L_2(\nabla u)$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 $\times$ 20 $\times$ 20</td>
<td>1.347e$-$2</td>
<td>7.860e$-$3</td>
<td>1.600</td>
<td>2.690e$-$1</td>
<td></td>
</tr>
<tr>
<td>40 $\times$ 40 $\times$ 40</td>
<td>3.797e$-$3</td>
<td>1.83</td>
<td>2.141e$-$3</td>
<td>5.740e$-$1</td>
<td>1.48</td>
</tr>
<tr>
<td>80 $\times$ 80 $\times$ 80</td>
<td>1.112e$-$3</td>
<td>1.77</td>
<td>5.605e$-$4</td>
<td>1.729e$-$1</td>
<td>1.73</td>
</tr>
<tr>
<td>160 $\times$ 160 $\times$ 160</td>
<td>2.760e$-$4</td>
<td>2.01</td>
<td>1.282e$-$4</td>
<td>4.753e$-$2</td>
<td>1.86</td>
</tr>
</tbody>
</table>

Table 2
Numerical errors and convergence orders for five-tetrahedron element results (Case 1a).

<table>
<thead>
<tr>
<th>$n_x \times n_y \times n_z$</th>
<th>$L_\infty(u)$</th>
<th>Order $L_2(u)$</th>
<th>Order $L_\infty(\nabla u)$</th>
<th>Order $L_2(\nabla u)$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 $\times$ 20 $\times$ 20</td>
<td>0.6117</td>
<td>8.549e$-$2</td>
<td>3.003</td>
<td>0.3737</td>
<td></td>
</tr>
<tr>
<td>40 $\times$ 40 $\times$ 40</td>
<td>0.2147</td>
<td>2.255e$-$2</td>
<td>1.92</td>
<td>0.951</td>
<td>1.55</td>
</tr>
<tr>
<td>80 $\times$ 80 $\times$ 80</td>
<td>6.378e$-$2</td>
<td>1.75</td>
<td>6.409e$-$3</td>
<td>0.96</td>
<td>1.54</td>
</tr>
<tr>
<td>160 $\times$ 160 $\times$ 160</td>
<td>1.739e$-$2</td>
<td>1.87</td>
<td>1.644e$-$3</td>
<td>0.63</td>
<td>1.56</td>
</tr>
</tbody>
</table>

**Case 1.** We first investigate a classical spherical interface problem. The 3D Poisson equation (1)–(4) is solved in domain $([-1, 1] \times [-1, 1] \times [-1, 1])$. To specify the spherical interface, we design level set function $\phi(x, y, z) = r_0^2 - (x^2 + y^2 + z^2)$, where the radius $r_0 = 1/3$. The interface is given as $\Gamma = \{(x, y, z) | \phi = 0, \forall (x, y, z) \in \Omega\}$. Two subdomains are $\Omega^+ = \{(x, y, z) | \phi \geq 0, \forall (x, y, z) \in \Omega\}$ and $\Omega^- = \{(x, y, z) | \phi < 0, \forall (x, y, z) \in \Omega\}$. The solution in two different subdomains is chosen as

$$u^+(x, y, z) = 10(x+y+z), \quad \text{and} \quad u^-(x, y, z) = 5e^{(x^2+y^2+z^2)} + 20.$$  

The discontinuous coefficients are given by

- **Case 1(a):**
  $$\beta^+(x, y, z) = 4, \quad \text{and} \quad \beta^-(x, y, z) = 1.$$  

- **Case 1(b):**
  $$\beta^+(x, y, z) = 1 + \cos(x+y+z), \quad \text{and} \quad \beta^-(x, y, z) = 1 + 3 \sin(x+y+z).$$

Here Case 1(b) is designed to study the ability of the present method for handling varying coefficients. The source term $g(x, y, z)$ and boundary value $g_\alpha(x, y, z)$ can be given accordingly.

In this case, we examine the performance of three MLB Galerkin finite elements. **Table 1** lists numerical results for the rectangular prism element. The geometry and error are depicted in **Fig. 8**. It is seen that errors are very small from the rectangular prism element at the finest mesh. The second order convergence is found.

**Tables 2 and 3** show the results for five-tetrahedron element and six-tetrahedron element, respectively. It can be seen that the rectangular prism element and the five-tetrahedron element basically demonstrate the near second order accuracy. For the six-tetrahedron element, its order of convergence is just slightly better than one. In terms of accuracy, the rectangular prism element is much more accurate than the tetrahedral elements. The five-tetrahedron element is generally more accurate than six-tetrahedron element, although in the coarse grid the five-tetrahedron element method may have a larger $L_\infty$ error.
shown in Fig. 9. The interface can be characterized by a level set function \( \phi \) (points may be too close to each other and cause the loss of accuracy in calculating the coefficients in Eq. (55). We drop the on a set of special points where the interface intersects element edges. For the six-tetrahedron element, these intersecting edges are generally not as good as that of five-tetrahedron element. It can be seen from Fig. 4 that many angles of the six-tetrahedron element are smaller than 45°. It is well known that equal-angled elements have the best mesh quality. Additionally, in the present interface method, interface jump conditions are enforced on a set of special points where the interface intersects element edges. For the six-tetrahedron element, these intersecting points may be too close to each other and cause the loss of accuracy in calculating the coefficients in Eq. (55). We drop the six-tetrahedron element in the rest of our numerical study.

Case 2. We next consider the surface of four spheres that are packed in domain \( \Omega : [-5, 5] \times [-5, 5] \times [-5, 5] \), as shown in Fig. 9. The interface can be characterized by a level set function \( \phi(x, y, z) \)

\[
\phi(x, y, z) = - (r_0 - \sqrt{(x - r_0)^2 + (y - r_0)^2 + z^2})(r_0 - \sqrt{(x - r_0)^2 + (y + r_0)^2 + z^2}) \\
\times (r_0 - \sqrt{(x + r_0)^2 + (y - r_0)^2 + z^2})(r_0 - \sqrt{(x + r_0)^2 + (y + r_0)^2 + z^2}),
\]

where the radius \( r_0 = 5/3 \). The interface is given as \( \Gamma = \{ (x, y, z) | \phi = 0, \forall (x, y, z) \in \Omega \} \). Two subdomains of the box are \( \Omega^+ = \{ (x, y, z) | \phi \geq 0, \forall (x, y, z) \in \Omega \} \), and \( \Omega^- = \{ (x, y, z) | \phi < 0; \forall (x, y, z) \in \Omega \} \). The 3D Poisson equation (1)–(4) is solved on domain \( \Omega \). The discontinuous coefficients are given by

\[
\beta^+(x, y, z) = 4, \quad \text{and} \quad \beta^-(x, y, z) = 1.
\]

The solution in two different subdomains is chosen as

\[
u^+(x, y, z) = 10(x + y + z), \quad \text{and} \quad u^-(x, y, z) = \cos(x) \cos(y) \cos(z) + 20.
\]

The source term \( g(x, y, z) \) and boundary value \( g_0(x, y, z) \) can be given accordingly.

In this case, we further test the performance of rectangular prism element and five-tetrahedron element. A major challenge in this case is geometric singularities around the touching points of spheres. These geometry singularities are
If we define the azimuth angle $\theta$ and zenith angle $\phi$ in the body diagonal direction of the Cartesian mesh. If we define the azimuth angle $\theta$ and zenith angle $\phi$, four cylinders as a whole will tilt around the original point $(0, 0, 0)$ with $\cos \theta = 0.3$ and $\cos \phi = 1.0$. In our study, we further explore the performance of the rectangular prism element. Fig. 10 depicts the numerical solution and error on an $80 \times 80 \times 80$ mesh.

**Fig. 9.** The computed solution on an $80 \times 80 \times 80$ mesh (left chart) and the $L_\infty$ error (right chart) for Case 2.

Table 7

<table>
<thead>
<tr>
<th>$n_x \times n_y \times n_z$</th>
<th>$L_\infty (u)$</th>
<th>Order</th>
<th>$L_2 (u)$</th>
<th>Order</th>
<th>$L_\infty (V_u)$</th>
<th>Order</th>
<th>$L_2 (V_u)$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$20 \times 20 \times 20$</td>
<td>7.106e−2</td>
<td></td>
<td>9.685e−3</td>
<td></td>
<td>2.039e−1</td>
<td></td>
<td>1.226e−2</td>
<td></td>
</tr>
<tr>
<td>$40 \times 40 \times 40$</td>
<td>1.627e−2</td>
<td>2.13</td>
<td>1.378e−3</td>
<td>2.81</td>
<td>8.952e−2</td>
<td>1.19</td>
<td>2.951e−3</td>
<td>2.05</td>
</tr>
<tr>
<td>$80 \times 80 \times 80$</td>
<td>6.433e−3</td>
<td>1.34</td>
<td>4.475e−4</td>
<td>1.62</td>
<td>3.627e−2</td>
<td>1.30</td>
<td>7.963e−4</td>
<td>1.89</td>
</tr>
<tr>
<td>$160 \times 160 \times 160$</td>
<td>2.058e−3</td>
<td>1.64</td>
<td>1.172e−4</td>
<td>1.93</td>
<td>2.443e−2</td>
<td>0.57</td>
<td>2.273e−4</td>
<td>1.81</td>
</tr>
</tbody>
</table>

Table 8

<table>
<thead>
<tr>
<th>$n_x \times n_y \times n_z$</th>
<th>$L_\infty (u)$</th>
<th>Order</th>
<th>$L_2 (u)$</th>
<th>Order</th>
<th>$L_\infty (V_u)$</th>
<th>Order</th>
<th>$L_2 (V_u)$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$20 \times 20 \times 20$</td>
<td>0.2010</td>
<td></td>
<td>3.249e−2</td>
<td></td>
<td>5.256e−1</td>
<td></td>
<td>8.373e−2</td>
<td></td>
</tr>
<tr>
<td>$40 \times 40 \times 40$</td>
<td>4.391e−2</td>
<td>2.04</td>
<td>6.075e−3</td>
<td>2.42</td>
<td>8.238e−1</td>
<td>0.89</td>
<td>1.118e−3</td>
<td>3.81</td>
</tr>
<tr>
<td>$80 \times 80 \times 80$</td>
<td>1.449e−2</td>
<td>1.76</td>
<td>1.897e−3</td>
<td>1.68</td>
<td>1.319e−1</td>
<td>1.11</td>
<td>2.370e−3</td>
<td>1.78</td>
</tr>
<tr>
<td>$160 \times 160 \times 160$</td>
<td>5.669e−3</td>
<td>1.35</td>
<td>7.085e−4</td>
<td>1.42</td>
<td>5.334e−2</td>
<td>1.30</td>
<td>7.739e−4</td>
<td>1.61</td>
</tr>
</tbody>
</table>

Table 7: Numerical errors and convergence orders for rectangular prism element results (Case 2).

Table 8: Numerical errors and convergence orders for five-tetrahedron element results (Case 2).

The solution in two different subdomains is given by

$$\phi(x, y, z) = \begin{cases} 
-\left[ r_0 - \sqrt{(x-r_0)^2 + (y-r_0)^2} \right] & |z| \leq z_0 \\
\times \left[ r_0 - \sqrt{(x+r_0)^2 + (y-r_0)^2} \right] & |z| > z_0 
\end{cases}$$  \hspace{1cm} (79)$$

where the radius $r_0 = 1/3, z_0 = 2/3$. Discontinuous coefficients are two constants

$$\beta^+(x, y, z) = 4, \quad \text{and} \quad \beta^-(x, y, z) = 10.$$  \hspace{1cm} (80)$$

The solution in two different subdomains is given by

$$u^+(x, y, z) = 10, \quad \text{and} \quad u^-(x, y, z) = \cos(x) \cos(y) \cos(z).$$  \hspace{1cm} (81)$$

Based on this information, the source term $g(x, y, z)$ and boundary value $g_b(x, y, z)$ can be derived.

Similar to the last case, this problem involves geometric singularities. Additionally, parallel cylinders may lead to a singular matrix which does not have an inverse. In order to avoid singular matrix, parallel cylinders are tilted towards the body diagonal direction of the Cartesian mesh. If we define the azimuth angle $\theta$ and zenith angle $\phi$, four cylinders as a whole will tilt around the original point $(0, 0, 0)$ with $\cos \theta = 0.3$ and $\cos \phi = 1.0$. In our study, we further explore the performance of the rectangular prism element. Fig. 10 depicts the numerical solution and error on an $80 \times 80 \times 80$ mesh.
Fig. 10. The computed solution on an $80 \times 80 \times 80$ mesh (left chart) and the $L_\infty$ error (right chart) for Case 3.

Fig. 11. $L_\infty$ errors for solution (left chart), $L_2$ errors for solution (middle chart) and $L_2$ errors for derivative (right chart) for Case 3 ($n = n_x = n_y = n_z$).

Table 9

<table>
<thead>
<tr>
<th>$n_x \times n_y \times n_z$</th>
<th>$L_\infty(u)$</th>
<th>Order</th>
<th>$L_2(u)$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$20 \times 20 \times 20$</td>
<td>4.702e$-2$</td>
<td></td>
<td>1.849e$-2$</td>
<td></td>
</tr>
<tr>
<td>$40 \times 40 \times 40$</td>
<td>1.169e$-2$</td>
<td>2.01</td>
<td>4.523e$-3$</td>
<td>2.03</td>
</tr>
<tr>
<td>$80 \times 80 \times 80$</td>
<td>4.665e$-3$</td>
<td>1.33</td>
<td>1.215e$-3$</td>
<td>1.90</td>
</tr>
<tr>
<td>$160 \times 160 \times 160$</td>
<td>1.115e$-3$</td>
<td>2.06</td>
<td>3.330e$-4$</td>
<td>1.87</td>
</tr>
</tbody>
</table>

Fig. 11 shows errors of the rectangular prism element. The $L_\infty$ convergence order for the solution is 1.80, the $L_2$ convergence for the solution is 1.91 and the $L_2$ convergence for the derivative is 1.62.

**Case 4.** In this case, we consider a truly arbitrarily complex interface geometry—the surface of a low-density lipoprotein receptor (LDLR) which is responsible for the uptake of cholesterol-containing lipoprotein particles into cells. The surface of LDLR is immersed in domain $[-1, 1] \times [-1, 1] \times [-1, 1]$, in which the 3D Poisson equation (1)–(4), with discontinuous coefficients given by

$$
\beta^+(x, y, z) = 3 + x + y + z, \quad \text{and} \quad \beta^-(x, y, z) = 2(x^2 + y^2 + z^2).
$$

The analytical solution in two different subdomains is set to

$$
u^+(x, y, z) = 10(x^2 + y^2 + z^2), \quad \text{and} \quad u^-(x, y, z) = 5 \cos(x^2 + y^2 + z^2).$$

The source term $g(x, y, z)$ and boundary value $g_b(x, y, z)$ can be derived accordingly.

The original information of the LDLR is obtained from the Protein Data Bank (http://www.rcsb.org, PDB ID:1ajj). We generate the protein surface by the minimal molecular surface (MMS) [87]. The 3D volumetric data used for generating the final MMS was cosmetically polished by 3 time steps. As it can be seen from Table 9, the second order accuracy is attained in both $L_\infty$ and $L_2$ norms. Fig. 12 depicts the numerical solution and error on an $80 \times 80 \times 80$ mesh.

Many FEMs have been constructed for solving the Poisson equation for electrostatic analysis of proteins in the literature. Although many FEMs were tested against the spherical interface to validate their second order accuracy, their performance for realistic protein surfaces has not been directly validated, to our knowledge. Therefore, the proposed MIB Galerkin method
is the first FEM that has been validated against a realistic protein surface. The only other numerical method that has been confirmed its second order accuracy for protein surfaces in the literature is the original MIB method [46–48].

**Case 5.** We next consider a more complex protein surface, the BK channel protein (emd5114), to further study the proposed MIB Galerkin method. BK channels are essential for the regulation of many important physiological processes including neuronal excitation, muscle contraction, and the electrical tuning of hair cells. The surface of emd5114 is very complex as illustrated in Fig. 13. In this test, the emd5114 surface is immersed in domain $[-1, 1] \times [-1, 1] \times [-1, 1]$, on which the 3D Poisson equation (1)–(4) is solved. The discontinuous coefficients are given by two functions

$$
\beta^+(x, y, z) = 3 + x + y + z,
$$

and

$$
\beta^-(x, y, z) = 2(x^2 + y^2 + z^2).
$$

(84)

We design the solution in two different subdomains as

$$
u^+(x, y, z) = 10(x^2 + y^2 + z^2), \quad \text{and} \quad u^-(x, y, z) = 5\cos(x^2 + y^2 + z^2) + 100.
$$

(85)

The source term $g(x, y, z)$ and boundary value $g_b(x, y, z)$ can be derived accordingly.

The original data of the BK channel protein is downloaded from the Electron Microscopy Data Bank (http://emdbank.org/index.html, EMDB ID: emd5114). The recommended contour value of 0.229 is used to generate the surface. However, due to the noise, we remove the noise in the original 3D data by 2 time steps with the mean curvature flow [87] before taking the isosurface. The numerical solution and error are depicted on an $80 \times 80 \times 80$ mesh in Fig. 14. More quantitative results are given in Table 10. Obviously, the second order accuracy is attained for this case.

**Case 6.** Having validated the second order accuracy for protein surfaces, we further examine the accuracy of the present MIB Galerkin method for a molecular motor—vacuolar ATPase complex, which is a key regulator of the acidification of endosomes, lysosomes, and the luminal compartments of several cell types, tissues, and organs. Original data are obtained from the Electron Microscopy Data Bank (http://emdbank.org/index.html, ID:emd1590). The recommended isovalue of 0.05 is used to generate surface as shown in Fig. 15. The 3D Poisson equation (1)–(4) is solved in domain
Fig. 14. The computed solution on an $80 \times 80 \times 80$ mesh (left chart) and the $L_{\infty}$ error (right chart) for Case 5.

Fig. 15. The computed solution on an $80 \times 80 \times 80$ mesh (left chart) and the $L_{\infty}$ error (right chart) for Case 6.

<table>
<thead>
<tr>
<th>$n_x \times n_y \times n_z$</th>
<th>$L_{\infty}(u)$</th>
<th>Order</th>
<th>$L_2(u)$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$20 \times 20 \times 20$</td>
<td>2.612e$-2$</td>
<td></td>
<td>5.375e$-3$</td>
<td></td>
</tr>
<tr>
<td>$40 \times 40 \times 40$</td>
<td>7.214e$-3$</td>
<td>1.86</td>
<td>1.544e$-3$</td>
<td>1.80</td>
</tr>
<tr>
<td>$80 \times 80 \times 80$</td>
<td>1.901e$-3$</td>
<td>1.92</td>
<td>4.224e$-4$</td>
<td>1.87</td>
</tr>
<tr>
<td>$160 \times 160 \times 160$</td>
<td>5.801e$-4$</td>
<td>1.71</td>
<td>1.077e$-4$</td>
<td>1.97</td>
</tr>
</tbody>
</table>

Table 10
Numerical errors and convergence orders of MIB Galerkin method for BK channel protein (Case 5).

$[-1, 1] \times [-1, 1] \times [-1, 1]$ including the surface of the vacuolar ATPase complex. The discontinuous coefficients are given by

$$\beta^+(x, y, z) = 5 + x + y + z,$$

and

$$\beta^-(x, y, z) = 10(x^2 + y^2 + z^2).$$

The solution in two different subdomains is given as

$$u^+(x, y, z) = \sin(x) \sin(y) \sin(z), \quad \text{and} \quad u^-(x, y, z) = 5 \cos(x^2 + y^2 + z^2) + 100.$$

The source term $g(x, y, z)$ and boundary value $g_b(x, y, z)$ can be given accordingly.

Our results for the solution are listed in Fig. 16. Demonstrated by the least square fitting, the convergence order for $L_{\infty}$ is 2.08 and that for $L_2$ is 2.06. This test result indicates that the proposed MIB Galerkin performs well for multiprotein complexes.

**Case 7.** We next employ a Type III secretion system (T3SS), emd1617, to further validate the present MIB Galerkin method for multiprotein complexes. T3SSs are protein transport devices used by many Gram-negative bacteria to inject "effector" proteins into the plasma membrane of host cells so as to manipulate many important cell processes. The surface of emd1617 has a $C_{12}$ symmetry as shown in Fig. 17 and is immersed in domain $[-1, 1] \times [-1, 1] \times [-1, 1]$. The 3D Poisson equation...
Fig. 16. $L_{\infty}$ errors (left chart) and $L_2$ errors (right chart) for Case 6 ($n = n_x = n_y = n_z$).

Fig. 17. Illustration of a Type III secretion system surface (left chart) and its cross section (right chart) used in Case 7.

(1)–(4) is solved on this domain with the discontinuous coefficients being given by

$$\beta^+(x, y, z) = 4, \quad \text{and} \quad \beta^-(x, y, z) = 1.$$  \hfill (88)

We set the solution in two different subdomains as

$$u^+(x, y, z) = \sin(x) \sin(y) \sin(z), \quad \text{and} \quad u^-(x, y, z) = 5 \cos(x^2 + y^2 + z^2).$$  \hfill (89)

Accordingly, one can derive source term $g(x, y, z)$ and boundary value $g_b(x, y, z)$.

The original data from the Electron Microscopy Data Bank are corrupted with much noise. We use our mean curvature flow method [87] to remove the noise in the Cryo-EM data with 50 time steps before extraction of the surface at the recommended contour value of 1.0. The numerical solution and error are depicted in Fig. 18 with an 80 × 80 × 80 resolution. Quantitative error analysis is displayed in Fig. 19. With the least square method employed for data fitting, the convergence order of $L_{\infty}$ is 1.72 and that of $L_2$ is 1.77. The results from this case and the last three examples indicate that the present method has a great potential to be used in the biomolecular modeling and computation of macromolecules.

**Case 8.** Having established the second order accuracy for arbitrarily complex interfaces from proteins and protein complexes, we are interested in examining the present method for low solution regularities associated with geometric singularities. Recently, the Wang–Ye Galerkin FEM [22] has established the first known second order convergence for this class of problems in 2D setting [23]. However, no second order accurate result has been reported in 3D setting, to our knowledge. In the present work, we design level set function $\phi(x, y, z)$

$$\phi(x, y, z) = \begin{cases} -1, & x > 0 \\ \frac{x + y}{x - y}, & x \leq 0, \end{cases}$$  \hfill (90)

to characterize the interface of Lipschitz continuous, on which the 3D Poisson equation (1)–(4) is solved in domain $[-1, 1] \times [-1, 1] \times [-1, 1]$. We set the discontinuous coefficients to

$$\beta^+(x, y, z) = 4, \quad \text{and} \quad \beta^-(x, y, z) = 1.$$  \hfill (91)

We consider two solutions in our test study.
Fig. 18. The computed solution on an 80 × 80 × 80 mesh (left chart) and the $L_\infty$ error (right chart) for Case 7.

Fig. 19. $L_\infty$ errors (left chart) and $L_2$ errors (right chart) for Case 7 ($n = n_x = n_y = n_z$).

- Case 8(a):
  \[
  u^+(x, y, z) = 8, \\
  u^-(x, y) = \begin{cases} 
  x + y + z + 1 & x + y + z > 0 \\
  \sin(x + y + z) + \cos(x + y + z) & x + y + z \leq 0.
  \end{cases}
  \]
  This solution is of $C^1$ continuous.

- Case 8(b):
  \[
  u^+(x, y, z) = 8, \\
  u^-(x, y, z) = (x + y + z)^{-5/6} + \sin(x + y + z).
  \]
  This solution is of $H^2$ continuous.

The source term $g(x, y, z)$ and boundary value $g_b(x, y, z)$ can be given accordingly.

The final interface geometry used in our computation is obtained by tilting the subject around the origin $(0, 0, 0)$ with $\theta = \arccos(0.7)$ and $\phi = \arccos(0.4)$, where $\theta$ is the azimuth angle and $\phi$ is the zenith angle defined in Section 3.3.1. In Case 8a, the solution $u^-$ is only $C^1$ continuous because the second order derivative is not continuous in plane $x + y + z = 0$. With Lipschitz continuous interface, this problem is difficult for collocation based methods. In Case 8b, the solution is $H^2$ continuous in $\Omega^-$ and at the original point, the second order derivative diverges. The present MIB Galerkin method works very well for these problems as shown in Tables 11 and 12. As in previous test cases, the second order accuracy is essentially obtained. Fig. 20 depicts the numerical solution and error on an 80 × 80 × 80 mesh. Errors are very small for these test cases.

5. Conclusion

We present a three dimensional (3D) Galerkin formulation of the matched interface and boundary (MIB) method for the solution of elliptic partial differential equations (PDEs) with discontinuous coefficients, arising from modeling material interfaces in practical applications. This class of problems is also called elliptic interface problems. Much progress has been
The good performance of the 2D MIB Galerkin method indicates this method may be useful for practical applications involving 3D realistic interface geometries. The present work constructs a 3D MIB Galerkin method for arbitrarily complex interface geometries and problems with low regularity solutions. In the present 3D Galerkin MIB method, we combine the advantages of the Galerkin formulation with the flexibility of the MIB method to build up a robust approach for handling geometric singularities and complex interfaces. We utilize the Cartesian mesh based elements to avoid the time consuming mesh generation and mesh refinement. We employ two sets of overlapping elements, i.e., MIB elements, on extended domains to deal with material interfaces. Confirming elements with piecewise polynomial basis functions are used in both extended domains. Fictitious solutions are defined on the overlapping elements so that differentiation operators can be evaluated near the interface as if there were no discontinuous coefficients. The full set of interface jump conditions is rigorously enforced on the interface, which in turn determines the fictitious solutions. To demonstrate the robustness of the proposed MIB Galerkin strategy, we realize it with three different elements, namely, rectangular prism element,
five-tetrahedron element and six-tetrahedron element. The performance of these elements is examined and compared. It is found that the simplest element, i.e., the rectangular prism element, has the best performance. A possible reason for this behavior is that the interface jump conditions are more efficiently used in the prism element, as the intersection points are only found on mesh lines. Further work can be done to improve the accuracy of tetrahedron element schemes by a better design of the interface scheme. It is also found that although our final matrix is not symmetric or positive definite, the symmetric selection of the nodes in fictitious schemes maintains certain regularity. Thus common Krylov subspace based linear solvers can be directly employed.

To explore its accuracy order and demonstrate its ability of handling geometric singularities, the present 3D method is extensively tested on three classes of complex interface geometries. One class of geometries is generated by analytically expressed level set functions, including a sphere, four spheres, and four cylinders. Another class of geometries is the surfaces of proteins, which are arbitrarily complex. The other class of geometries is multiprotein complexes, such as molecular motors. The proposed MIB Galerkin method, particularly when realized with the rectangular prism element, achieves near second order accuracy in the $L_\infty$ norm for all of these problems.

Finally, we have noted that the present work advances the field of elliptic interface problems in two aspects. First, it is the first time that an FEM has essentially established its near second order accuracy for elliptic interface problems defined on complex protein surfaces, to our best knowledge. Previously, many other FEMs have been developed for solving the Poisson equation for the electrostatic potential of proteins, in the framework of implicit solvent models. However, it appears that no FEM has been directly tested for its accuracy on protein surfaces. The only other numerical method that has been validated and confirmed the second order accuracy for truly complex proteins surfaces was the MIB method in its collocation formulation [46,47]. Additionally, the present work delivers the first known second order accuracy for low regularity solutions induced by or associated with geometric singularities in 3D settings. We demonstrate that the proposed MIB Galerkin method essentially achieves the second order convergence in solving problems with $C^1$ and $H^2$ continuous solutions, associated with a 3D Lipschitz continuous interface.
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