Complete synchronization and generalized synchronization of one-way coupled time-delay systems
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The complete synchronization and generalized synchronization (GS) of one-way coupled time-delay systems are studied. We find that GS can be achieved by a single scalar signal, and its synchronization threshold for different delay times shows the parameter resonance effect, i.e., we can obtain stable synchronization at a smaller coupling if the delay time of the driven system is chosen such that it is in resonance with the driving system. Near chaos synchronization, the desynchronization dynamics displays periodic bursts with the period equal to the delay time of the driven system. These features can be easily applied to the recovery of time-delay systems.
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Chaos synchronization has aroused great interests in the study of nonlinear dynamics [1] due to the potential application in engineering, and the understanding of complicated phenomena in nature. Different kinds of synchronization have been found: complete synchronization (CS) [2,3], generalized synchronization (GS) [4], phase synchronization [5], and lag synchronization [6,7]. CS means that the coupled systems remain in step with each other in the course of time. It is obvious that CS is the simplest and strongest form among the diverse synchronization behaviors. Only in coupled systems with identical elements (i.e., each component having the same dynamics and parameter set) can we observe CS. In the study of nonidentical coupled systems, particularly in the drive-response systems [using X(p,t) to drive Y(p′,t)], p and p′ being different parameters], GS is observed under sufficiently strong driving: the response system is a function of the driving system, Y(t) = Φ(X(t)). Clearly Φ=1 for CS, and CS is only a subset of GS. With GS, Y(t) is totally “slaved,” and loses its intrinsic chaoticity in the absence of coupling, or in other words, the exponential sensitivity with initial condition. Therefore, all driven systems with different initial conditions under the same driving can be following the same trajectories under GS if there is no other attractor in the phase space.

It is known that chaos synchronization is extensively exploited in secure communication. The initial motivation is very straightforward: one can use the essential characteristics of chaos (temporal complexity and apparent randomness) and hide the information to be transmitted in a chaotic signal, and retrieve it by using the technique of chaos synchronization at the receiver end. Nevertheless, many researchers have found that secure communication based on low-dimensional system is not as secure as we commonly believe, since the low-dimensional chaotic system can be reconstructed easily by the embedding method, and can then be separated from the secure information [8]. Because of this, researchers started to look into chaos synchronization in high-dimensional systems, and have found coupled map lattices (CML) [9] and coupled time-delay systems [10] to be reasonable candidates. Very recently Ref. [11] has proposed a new method based on the CML with supposedly high security. Analytical studies and numerical simulation of CS of coupled time-delay systems have also been extensively investigated [12–14]. In this paper, we mainly study both CS and GS of one-way coupled time-delay systems. In particular, we focus on the relationship between these two modes of synchronization, the critical coupling strengths for synchronization at different delay times, and the desynchronization dynamics.

To be specific, we consider the case of one-way coupled time-delay systems:

\[ \dot{x} = f(x, x_{\tau}), \]
\[ \dot{y} = f(y, y_{\tau}) + \varepsilon(x - y), \]

where \( \dot{x} = f(x, x_{\tau}) = ax_{\tau}/(1 + x_{\tau}^b) - cx \) is the Mackey-Glass (MG) equation [10], \( a > 0, b = 10, \) and \( c = 1, x_{\tau} = x(t - \tau) \) denotes the time-delayed variable, and \( \varepsilon \) is the “coupling constant.” In this case, \( \tau_1 \) can be different from \( \tau_2, \) and GS in the parameter space of \( \tau_1 \) and \( \tau_2 \) is the principal focus of study in this paper.

We would like to first highlight some of the properties of a single MG system at the above parameters [10,12]. At \( \tau < 0.471 \), there is a stable fixed point attractor; for \( 0.471 < \tau < 1.33, \) a stable limit cycle attractor emerges; at \( \tau = 1.33, \) the system starts on a period doubling bifurcation sequence until the accumulation point at \( \tau = 1.68. \) Beyond that \( (\tau > 1.68), \) we find a chaotic attractor at most parameter values of \( \tau, \) with the number of positive Lyapunov exponents and the information dimension increasing linearly with \( \tau, \) whereas the metric entropy remaining roughly constant. In other words, at large enough \( \tau, \) the system has a high-dimensional chaotic attractor.

As a start, let us study CS when the driving and driven systems have the same delay time, \( \tau_1 = \tau_2 = \tau \) at Eqs. (1). A linear stability analysis is performed with a small deviation \( \Delta(t) = y(t) - x(t) \) from the synchronization manifold, whose stability is governed by

\[ \Delta = \left[ \partial_x f(x, x_{\tau}) - \varepsilon \right] \Delta + \partial_y f(x, x_{\tau}) \Delta_{\tau}, \]
where $\vartheta_1$ and $\vartheta_2$ are the partial differentials of $f(x, x_t)$ with respect to the first and second variables, respectively, and $\Delta f = \Delta(t - \tau)$. As in the treatment of systems described by ordinary differential equations, we can define the largest conditional Lyapunov exponent of CS as [12]

$$
\lambda_1(\varepsilon) = \lim_{t \to \infty} \frac{1}{t} \ln \left( \frac{\int_{-\tau}^{0} \Delta^2(\tau + \varphi) d\varphi}{\int_{-\tau}^{0} \Delta^2(\varphi) d\varphi} \right)^{1/2}.
$$

Clearly $\lambda_1(\varepsilon)$ controls the stability of the complete synchronous state $y(t) = x(t)$. In particular, if $\lambda_1(\varepsilon) < 0$, we will be able to observe stable CS.

In Ref. [12], Pyragas has studied CS in Eqs. (1) and found that with increasing $\tau$, the synchronization threshold in the coupling parameter first increases and then saturates to a finite value of 0.70 (see Fig. 1). (For all the numerical computations in this paper, the fourth-order Runge-Kutta algorithm with a fixed step size of $h = 0.01$ is used, and the main numerical results have also been verified by the program DDE23 in MATLAB [15].) As a result, even by transmitting a single scalar variable $[x$ in Eqs. (1)], CS is possible for these systems which, when uncoupled, possess an arbitrarily large number of positive Lyapunov exponents. This is obviously contrary to the intuitive idea that a large number of transmitted signals would be required to suppress the unstable directions of the synchronous state with many positive Lyapunov exponents.

We then ask ourselves the question of what happens if $\tau_1$ is not equal to $\tau_2$. In this case, we know that CS cannot be achieved, but then is stable GS possible? If it is, we would then want to know the relationship between the synchronization threshold for different $\tau_1$ and $\tau_2$. Experimentally, we usually use the auxiliary system method to detect GS: that is, given another identical driven auxiliary system $Z(t)$, GS between $X(t)$ and $Y(t)$ is established with the achievement of CS between $Y(t)$ and $Z(t)$. The coupled systems can be expressed as

$$
\dot{x} = f(x, x_{\tau_1}),
\dot{y} = f(y, y_{\tau_2}) + \varepsilon(x - y),
\dot{z} = f(z, z_{\tau_2}) + \varepsilon(x - z).
$$

In fact, the auxiliary system method detects the local stability of the generalized synchronous state of $Y(t) = \Phi(X(t))$. With $\Lambda(t) = z(t) - y(t)$, we then obtain the linearization stability equation of GS,

$$
\dot{\Lambda} = \left[ \vartheta_1 f(y, y_{\tau_2}) - \varepsilon \right] \Lambda + \vartheta_2 f(y, y_{\tau_2}) \Delta f.
$$

Similarly, we define the largest conditional Lyapunov exponent as

$$
\lambda_2(\varepsilon) = \lim_{t \to \infty} \frac{1}{t} \ln \left( \frac{\int_{-\tau_2}^{0} \Lambda^2(\tau + \varphi) d\varphi}{\int_{-\tau_2}^{0} \Lambda^2(\varphi) d\varphi} \right)^{1/2}.
$$

Figure 2 shows the relation between $\varepsilon_{c2}$ and $\tau_2$ with a fixed delay time for the driving system, $\tau_1 = 100$. Similar to CS in Fig. 1, with increasing $\tau_2$, the synchronization threshold $\varepsilon_{c2}$ increases and then saturates to a finite value of 0.84 approximately. Thus even GS, just as CS, can be achieved by a single scalar signal. Apart from this similarity, however, we also observe sharp dips located at the (resonance) parameter values: near $\tau_2 = 100 = \tau_1$ and $\tau_2 = 201 \approx 2 \tau_1$ (see the two magnified figures in Fig. 2), and those near $\tau_2 = 49 \approx \tau_1/2$ and $\tau_2 = 305 \approx 3 \tau_1$, with some apparent fluctuations. This parameter resonance effect in GS certainly reveals how the nonlinear dynamics of coupled systems changes with the matching of two delay time scales. Moreover, its universality has been confirmed for different $\tau_1$ in Fig. 3, plotted with the solid points denoting the local minima of the resonance peaks. Nearly all of these minima are located near the resonance values: $\tau_2 = \tau_1/2, \tau_1, 2 \tau_1, 3 \tau_1$. Note that $\tau_1$ varies over a very
FIG. 3. The universality of the parameter resonance effect. We find nearly all of resonance positions stay at or around \( t_2 = t_1/2, 2t_1, 3t_1 \), and \( 5t_1 \) wide parameter region from 5 to 100. The higher-order resonance peaks (for example, \( t_2 = t_1/3 \) or \( t_2 = 4t_1 \)) do not seem to show up well, perhaps because of the coarse scanning we carried out.

To try to understand this resonance phenomenon better, we plot in Fig. 4 \( \lambda_1 \) (solid circles) and \( \lambda_2 \) (hollow circles) vs coupling \( \varepsilon \) for \( t_1 = t_2 = \tau = 100 \). Note that we can discuss the stabilities of both CS and GS only for identical coupled systems. After the transition to CS at \( \lambda_1(\varepsilon) \), the manifold of GS with \( \lambda_2(\varepsilon) = X(\tau) \) degenerates to that of CS with \( \lambda_2(\varepsilon) = X(\tau) \), so, \( \lambda_2(\varepsilon) \) is equal to \( \lambda_1(\varepsilon) \) for \( \varepsilon > e_c \). An important observation from Fig. 4 is that the coupled systems transit to generalized synchronous chaos directly, and the synchronization thresholds of CS and GS are identical \([16] \), \( e_c \rightarrow e_c' \). (It should be emphasized that the pattern in Fig. 4 is independent of the chosen value of \( \tau \).) This feature closely connects with the parameter resonance effect in Fig. 2, and we can at least understand in an intuitive way the resonance (dip) to the common threshold of value of \( \approx 0.70 \) for GS and CS at \( t_2 = 100 \).

FIG. 4. The largest conditional Lyapunov exponent of CS, \( \lambda_1 \) (solid circles), and that of GS, \( \lambda_2 \) (hollow circles), as a function of the coupling \( \varepsilon \) for \( t_1 = t_2 = \tau = 100 \).

FIG. 5. The dynamics in the vicinity of the synchronization threshold for (a), (b) \( \varepsilon = 0.71 \) (above \( \varepsilon_c \)) and (c), (d) \( \varepsilon = 0.69 \) (below \( \varepsilon_c \)). \( t_1 = t_2 = \tau = 100 \). \( \varepsilon_c = \varepsilon_c' \approx 0.702 \).

In order to understand the synchronization mechanism, it will be important to follow the dynamics in the vicinity of the synchronization threshold. Figure 5 shows the relation between \( x, y \), and \( z \) in Eqs. (4), with \( t_1 = t_2 = 100 \), for \( \varepsilon = 0.71 \) [Figs. 5(a,b)] and \( \varepsilon = 0.69 \) [Figs. 5(c,d)], respectively. Above the synchronization threshold, \( \varepsilon_c = \varepsilon_c' \approx 0.702 \), both perfect CS [Fig. 5(a)] and GS [Fig. 5(b)] are observed; below it, CS [Fig. 5(c)] and GS [Fig. 5(d)] lose stability simultaneously, and the desynchronization behavior shows bursts out of the diagonal occasionally with rough synchronization at most time. The time traces of the difference \( x - y \) are displayed in Figs. 6(a) and 6(b). In Fig. 6(a), the total observation time is \( 4 \times 10^5 \) after discarding the long transient data, with one out of every 20 points plotted. The intermittent behavior is reminiscent of the usual desynchronous chaotic
behavior of on-off intermittency, in which the system dynamics typically stays most of the time in the vicinity of the synchronization manifold with occasional bursts out of it. A remarkable finding in this investigation is the more detailed structures [in Fig. 6(b)]; periodic bursts with a period that is equal to the delay time. Now the observed part is the first 500 time units in Fig. 6(a) in 0.1 intervals. Figure 6(c) presents the histogram distribution of laminar phases with the sampling number being $5 \times 10^5$ and the critical value $d$ to demarcate the “off” state being 0.1. For $T>100$, because of the periodicity of the trajectory, it also displays periodic bursts at $n \pi, n=1,2,3, \ldots$. There is strong suggestion of a power-law distribution, $P(t) \propto T^{-\alpha}$, with $\alpha \approx 1.25$. For different $d$, say $d=0.01$, similar distribution with the same scaling is obtained. The possible reason for $\alpha$ deviating from the normal exponent $\alpha=1.5$ for simple on-off intermittency is probably because the dynamics is high dimensional [13].

The characteristics of the desynchronization dynamics with on-off intermittency and periodic bursts appear to be general. Similar to Fig. 5, but now with $\tau_1=100$ and $\tau_2=90$, the behaviors of $y$ vs $x$ and $z$ vs $x$ are plotted for $\varepsilon=0.85$ [Figs. 7(a) and 7(b)] and $\varepsilon=0.82$ [Figs. 7(c) and 7(d)], respectively. (Recall that $\varepsilon_{c2} \approx 0.834$.) In Figs. 7(a) and 7(b), GS without CS [$y(t) \equiv z(t) \neq x(t)$] is observed. From Figs. 7(a) and 7(c), we cannot tell the difference between the driving and response systems, while the transition to the identity of two driven systems $y$ and $z$ [from Figs. 7(d) to 7(b)] indicates the establishment of GS. Similar to Fig. 6, on-off intermittency at large time scale [Fig. 8(a)], periodic bursts with the delay time of the driven system $\tau_2=90$ as the period at small time scale [Fig. 8(b)], and the distribution with similar pattern and same scaling [Fig. 8(c)], are again observed. We have verified that these results are not affected by the existence of small noise levels. Three independent noise sources with a strength of $10^{-3}$ and Gaussian distribution are added to the right-hand side of Eqs. (4). The periodic bursts persist even with the coupling larger than the critical value—hence the environmental noise smooths out the transition and enlarges the parameter region of the phenomenon. This robustness certainly is very useful for experimental application.

Chaos synchronization of coupled time-delay systems is exploited in secure communication for two important reasons: the system is of high dimensionality with multiple positive Lyapunov exponents, and it is easy to construct. On the other hand, a special embedding approach recently proposed in Ref. [17] seems to suggest that communication using chaos synchronization of time-delay systems is not as secure as one might expect. The essential idea of the approach is simple: in the three-dimensional space $(x, x_{\tau=0}, 0)$, the dynamics of the time-delay system is projected to a smooth manifold, $x-f(x, x_{\tau=0})=0$, in contrast to the high dimensionality of the original phase space. In a similar space $(x, x_{\tau=0}, x)$, however, with $\tau \neq \tau_0$, the trajectory is no longer restricted to a smooth hypersurface. Through a search in $\tau$ space, we can identify the delay time $\tau_0$, reconstruct the chaotic dynamics, and unmask the hidden message.

In fact, the findings in this paper can also be applied easily to recover time-delay systems. Taking advantage of the “parameter resonance” effect, we can search the threshold coupling strength for the driving at different $\tau_1$. The position of a drop in $\varepsilon_{c2}$ marks the approximate value of $\tau_2$. Another easier approach is based on the desynchronization dynamics in Fig. 8(b). We can use an arbitrary time-delay system to drive two secured systems (which we want to attack) with the same parameter set and different initial conditions. This time we tune the driving strength from above to below the critical value. Below the critical GS, the periodic bursts in the difference in the state variables will uncover the secret of their delay-time parameter. Because $\varepsilon_{c2}$ is not sensitive with the changing of $\tau_1$ and $\tau_2$, except in the parameter resonance region, and the coupled systems are not sensitive to the ambient noise, this method should be realizable under experimental conditions.

FIG. 7. Same as Fig. 5 but for a nonidentical coupled time-delay system. The parameters are $\tau_1=100$ and $\tau_2=90$, and now $\varepsilon_{c2} \approx 0.834$. (a) and (b)—$\varepsilon=0.85$ (above $\varepsilon_{c2}$). (c) and (d)—$\varepsilon=0.82$ (below $\varepsilon_{c2}$).

FIG. 8. The desynchronization dynamics near a stable GS state. $\tau_1=100$ and $\tau_2=90$. The interval of the grid lines in (b) is 90.
In conclusion, CS and GS of unidirectionally coupled time-delay systems have been investigated. First, similar to CS, GS can be achieved through only one driving signal, and the threshold coupling strength saturates at a finite value as the time-delay increases, except for the parameter resonance effect, which is induced by the matching of the delay times between the driving and response systems. The second significant observation, which can be applied directly in the breaking of chaos-based secure communication, is that the desynchronization dynamics of both CS and GS is identified with periodic bursts. Since an electronic analog of the MG system has been implemented [18], we believe our numerical results are generic and consequently observable in laboratory experiments.