ESTIMATES FOR DIRICHLET-TO-NEUMANN MAPS AS
INTEGRO-DIFFERENTIAL OPERATORS
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ABSTRACT. Some linear integro-differential operators have old and classical representations as
the Dirichlet-to-Neumann operators for linear elliptic equations, such as the 1/2-Laplacian or the
generator of the boundary process of a reflected diffusion. In this work, we make some extensions
of this theory to the case of a nonlinear Dirichlet-to-Neumann mapping that is constructed using
a solution to a fully monlinear elliptic equation in a given domain, mapping Dirichlet data to
its normal derivative of the resulting solution. Here we begin the process of giving detailed
information about the Lévy measures that will result from the integro-differential representation
of the Dirichlet-to-Neumann mapping. We provide new results about both linear and nonlinear
Dirichlet-to-Neumann mappings. Information about the Lévy measures is important if one hopes
to use recent advancements of the integro-differential theory to study problems involving Dirichlet-
to-Neumann mappings.

1. INTRODUCTION, ASSUMPTIONS, BACKGROUND

1.1. Introduction. In this work, we explore the precise connection between integro-differential
operators acting on functions in, e.g. C**(92), for  a nice domain in R"*!, and operators that
are the Dirichlet-to-Neumann mappings (from now on, “D-to-N") for various elliptic equations
in 2. We prove estimates on the Lévy measures (explained below) that appear in the integro-
differential representation of these D-to-N operators. Our motivating interest is the D-to-N for
fully nonlinear elliptic equations (itself, a nonlinear mapping), and the resulting integro-differential
theory. However, in the course of exploring the nonlinear setting, we noticed the linear theory
seems not to be recorded in any place, except for the case of the Laplacian, where Hsu [26, Section
4] gave a complete description for the boundary process of a reflected Brownian motion in a
smooth domain. In that sense, this paper can be considered an extension of [26] to the case of
more general linear and nonlinear equations.

The set-up for the D-to-N is as follows. Let © be a bounded domain (assumed throughout
for simplicity, but many adaptations to unbounded domains are possible), let ¢ € C1*(92), and
generically, we take Uy as the unique solution of

F(Up,z) =0 in Q

Up =10 on Of). (1)

Here F may be any one of the possible operators:
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F(U,x) =div(A(z)VU), with A € C*(Q2) and uniformly elliptic, (1.2)
F(U,z) = tr(A(z)D?*U), with A € C*(Q) and uniformly elliptic, (1.3)
F(U,z) = F(D*U,x), with F uniformly elliptic with (locally) Hélder coefficients. (1.4)

The precise assumptions appear in more detail below. The D-to-N, which we call Z, is defined as
¢ — 0,Uy, denoted as Z(¢, x) := 0,Uy(x), (1.5)

where v(z) is the inward normal vector to 92 at x. In each of these three situations, it is not hard
to check (which we do below) that the D-to-N, is not only well defined as a map from C1%(99) to
C*(09), but it also enjoys what we call the global comparison property (defined below, Definition
1.10). This is the simple fact that the operator, Z, preserves ordering between any two functions
that are globally ordered on 02 and agree at a point in their domain. The global comparison
property of these D-to-N operators is the driving feature behind our results.

In the first two of the cases listed in (1.2) and (1.3), F, and hence also Z are linear operators.
It was proved in the 1960’s, by Bony-Courrége-Priouret [5], through linearity and the global
comparison property, that Z must be an integro-differential operator of the form

T(6.2) = ba) - Vola) + pv. | (6(h) = ola)uta.dh), (16)
for some tangential vector field, b, and a Lévy measure, p(z,-). Recently, two of the authors,
in [23], obtained a min-max representation for nonlocal and nonlinear operators that results in a
formula similar to (1.6), and in one of our theorems below, we invoke this result to show that Z
in the nonlinear setting will be a min-max over a family of linear operators of the form (1.6). We
will record this result precisely in our main results, listed below. We note to the reader that we
have collected various notations in Section 1.2.

Our goal is not to re-derive (1.6), but rather to more precisely detail the properties of b and p.
In order to connect Z to the recent activity in the theory of linear and nonlinear integro-differential
equations and to exploit some recent results, further properties of the Lévy measures (p in (1.6))
are required to know which integro-differential results are applicable. This is the main goal of the
article, and our main results are as follows. We note that we have separated many of the assertions
for the sake of presentation and that they hold under different assumptions on the regularity of
0. Theorems 1.1 and 1.4 have somewhat standard assumptions on 92, and Theorem 1.2 requires
significantly more regularity of 0f2.

In the following results, 02 will be viewed as a Riemannian manifold whose Riemannian metric
is induced by the Euclidean inner product on R**1,

Theorem 1.1 (Linear D-to-N). Assume that F is as in one of (1.2) or (1.8). If Q c R s
bounded and O is of class C3 with an injectivity radius bounded from below by 2ro > 0, and T is

defined via (1.1), (1.5), then there exists a vector field, b, and a family of measures parametrized
by =, u(x,dh), such that for all ¢ € CH*(09Q)

Z(6,2) = (o), Vo(a))y + [ (6() = 6(0) = L,y (W)(Vo(0).exp; (), ) lavdh). (1.T)

o0
Furthermore, b and pu satisfy:
(i) For all x € 09, u(x,-) has a density, u(x,dh) = K(x,h)o(dh),
(ii) There exist universal ¢y > 0 and ca > c¢1 so that for all x € 9Q, h € 0, and v # h,
crd(z,h) " < K(x,h) < cod(z, h) ™7 L,
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(iii) b is bounded.
We note that c1, co, and the bound for b depend only on the CY* nature of 0S) in the case of F
in (1.2) and only on the C? nature of F for (1.3).

In addition, if we assume more regularity of 02, one can obtain more information about the
constituents of the representation in (1.7).

Theorem 1.2 (Hoélder Drift). If additionally for Q as above, it is assumed that OSY is of class C®,
then b as in (1.7) is Hélder continuous in x.

Remark 1.3. We note that for Theorem 1.2, we openly admit that assuming 0Q is C° is most
likely more than necessary. However, given that our eventual interest is the hope that some Krylov-
Safonov type theorems will be developed for the resulting integro-differential operators, the regularity
of b is a low priority. In the context of Krylov-Safonov results, it is the boundedness of b that is
more important, e.g. akin to the results in [47].

Our next result shows that the Lévy measures (away from the singularity) are Holder continuous
in the TV norm. Specifically, it shows that the Lévy measure in (1.7), restricted to the set outside
of a small ball at the singularity, when h = x, enjoys a control that depends on the size of the ball
as well as a Holder fashion in x.

We denote by M(912) the space of signed measures on 0f2, and by ||-||7y the total variation
norm of a signed measure on 0f2. Recall that (see [25, Section 29])

ey =suw {| [ omutan)| : o 2R, folixon <1} (18)

Theorem 1.4 (Holder in TV Norm). For a fized 6 > 0, define ps : 90 — M(0Q2) by
115(Z) = Xoa\Bs(z) (I p(T, ).
Then there exists an o € (0,1) such that for § > 0 sufficiently small,
ps € Ce (082 (M(9Q), ||-ll7v)) -

More specifically, for each & there exists a constant C' > 0 such that for any xo € 02 and x1,
w3 € Bs/a(x0) it holds that

C
s (1) — ps(z2)||l7v < ﬁd(wl,wz)a'

Here C' depends on universal parameters and the lower bound on the Ricci curvature of 02, «
arises from the C* and C? character of O for F respectively in (1.2) and (1.3), while the
smallness required of § depends only on 0L2.

Next, we have the result for the nonlinear version of the D-to-N mapping.

Theorem 1.5 (Nonlinear D-to-N). If 2 is bounded and OS2 is of class C* with an injectivity radius
bounded from below by ro > 0, and I is defined via (1.1), (1.5), using F as in (1.4), then T is a
min-maz over an appropriate family of operators given by b and u*,

Z(¢p,x) :miin mjax{f”(:v) + ¢ (x)p(x) + (b9 (x), Vo(x)),
[ (900 = 000) = 1 () (Vo). exps () o)) (19)

Furthermore,
(i) the Lévy measures satisfy, uniformly in i,j, for x,h € 0Q, x # h,
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(a) a ring estimate: there exist unwersal R, C1, Cg, all > 0, so that for all 0 < r < R
C1r~! < " (x, Bop(2) \ Br(x)) < Cor™!

(b) lower bound: there exists universal R > 0 and n > 0 so that for all h with d(z,h) < R

d(x,h)

do
and 0 <r < 10

@l(ﬂflfg;?”l < 1 (z, B,(h)).

(ii) b is bounded uniformly in i,j.

The constants depend on universal parameters and only on the C? nature of O5).

Remark 1.6. We want to point out to the reader that in both Theorems 1.1 and 1.5, the existence
and boundedness of the b and p (or f¥9, ¢, b, ¥ in the min-maz) are not new. In the linear
case, this is a result of Bony-Courrége-Priouret [5], and in the nonlinear case by two of the authors
[23]. The new part of these results are the properties (i)-(ii) in Theorem 1.1 and (i) in Theorem
1.5.

Remark 1.7. The ring estimate in Theorem 1.5 (i-a), although not sufficient for reqularity theory
yet, at least shows the the Lévy measures, u*, contain the same amount of mass on every ring,
By, (z) \ Br(z), as does the 1/2-Laplacian. The lower bound in (i-b) at least shows that the Lévy

measures, i are supported everywhere on 0X), but that possibly they have a scaling that is other
than the one for surface measure (scaling by the power n), and we note that one expects n in this
situation to be large (so balls may carry small mass), as opposed to the more reqular situation

where one has 1 =n.

Remark 1.8 (0Q € C3). In both Theorems 1.1 and 1.5, there is an assumption that OS2 should
be C3. This is a technical assumption arising from the way that the main result in [23] was
proved. There, it is a technical assumption made for simplicity, and so also here it plays the same
role. The more important assumptions arise from results about boundary reqularity of solutions of
elliptic equations, in which case, they depend on CY* or C? ingredients, depending upon the type
of equation.

Remark 1.9 (Boundedness of Q). In all of our results, we have assumed that  is bounded. This
assumption is made purely for simplicity and uniformity, and we note that in many contexts that
the outcomes of all of the theorems will remain true, provided the supporting results we invoke
have modifications to unbounded domains.

1.2. Some Notation. Here we collect a list of various notation used in this paper.

e We will use capitalized function names, e.g. U (and others), to denote functions defined in
the domain, Q, and we will use lower case function names, e.g. u (and others), to denote
functions on the boundary, 9. A function solving an equation with prescribed boundary
data would then appear as U,.

e (2is an open bounded domain in R"*!, that is connected, and with 9Q having an injectivity

radius, inj(99), bounded from below by ro > 0.

n is the dimension of 9Q, with Q c R**+1.

w(z,-) or pu¥(x,-) is a Lévy measure used in the integro-differential representation of Z.

d(z,y) is the geodesic distance between x and y when x,y € 0.

o is surface measure on OS2

v(z) is the inward normal vector to 9 at = € Jf).

B,.(z) C 95 is a geodesic ball in 9Q and B"*!(x) C R**! is a Euclidean ball in R"+1.
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e The word universal is used for constants that depend only on dimension, ellipticity, 052,
and the coefficients of F' in (1.2)—(1.4).
o G(xz,y) will be the Green’s function for 2 and a linear operator of the form (1.2) or (1.3).

1.3. Some Definitions.

Definition 1.10. The global comparison property for I : C1*(X) — C°(X) requires that for all
u,v € CHY(X) such that u(z) < v(x) for allx € X and such that for some xq, u(xg) = v(xg), then
the operator I satisfies I(u,xo) < I(v,z9). That is to say that I preserves ordering of functions
on X at any points where their graphs touch.

Definition 1.11. The second order (A, A)-Pucci extremal operators are defined as M~ and M,
for a function, U that is second differentiable at x, via

M- (U,z) = AldénBigAId (tr(BD*U(x))) and M*(U,z) = LD (tr(BD?*U(z))) .

When {v;}i=1, nt1 are the eigenvalues of D?U(x), an equivalent representation is
M- (U,z) = AZUHL)\ZUZ and MT(U,z) = )\ZUZ-I-AZUZ
;<0 ;>0 ;<0 ;>0
Definition 1.12. We say that F' is (A, A)-uniformly elliptic in the cases (1.2) and (1.3) if
Ad < A(z) < AId for all x € Q,
and in the case of (1.4) if for all U,V € C%(Q),
M~(U -V,z) < F(D*U,z) — F(D*V,z) < MY(U - V,z) forall zcQ.

We will also require the notion of harmonic measure associated to a linear equation; for details
see [7, Introduction] for the divergence case and [36, Definition 5.16] for the non-divergence case.

Definition 1.13. Given linear operators, F' (or sometimes L, below), as in (1.2) or (1.3), it is
well known that when ¢ € C(0Q) is prescribed, there exists a unique Us € C(S2) that solves (1.1).
Thus, for a fized x, the mapping x — Ug(x) is well defined, and thanks to the comparison principle
for these equations, is a non-negative linear functional on C(0N). We take, as a definition, that
for x fixed, the unique Borel measure that represents this functional to be called the F'-Harmonic
measure (or the L-Harmonic measure), and we denote this measure as w,. That is to say, w,, is
uniquely characterized by

¥ 6 € C(09), / S (y)wa(dy).

Definition 1.14. Given linear operators, F (or sometimes L, below), as in (1.2) or (1.3), the
Green’s function (see e.g. [36, Section 2] or [41]) is the unique function such that whenever f is
given (in an appropriate function space) and U is the unique solution of

FU)=f nQ
U=0 on 0N2,

then U is uniquely represented as

0= [ f)Ga
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It is a standard result that if 9§ is of class C¥, then the tangent bundle T'(0€2) is of class C*~1,
consequently so is the Riemannian metric induced on 92 by the canonical metric on R"*!. It can
then be seen that the Riemannian exponential mapping and the geodesic distance squared on 92
are respectively of class C¥~2 and C*~! (see [43, Footnotes, Chapter II, Section 2]).

In this paper, we will use the same characterization of a Holder continuous vector field on 92
which is used in [23]. We record it here for convenience.

Definition 1.15. If V : 0Q — T(0Q) is a vector field defined on 092, we say V € Cf: (0Q) if for

loc

any point xg € 0N, there exists an open neighborhood O of xg and a constant C > 0 such that
|V(IL’) - Py—>$v(y)|g S Cd(LU, y)aa vx??/ € Oa

where Py_,, tis the parallel transport of a vector in Ty(0Y) to T,,(0R2), along the unique geodesic
from y to x, defined by the Levi-Civita connection of the induced Riemannian metric on 0f).

1.4. Background. The simplest possible case of our map, Z, in (1.5) is when Q = ]Rff_+1 (the
upper half space), and F(U) = AU. This means that Uy is the harmonic extension of ¢, and
it is well known that Z(¢) = —(—A)/2¢. This corresponds to the generator of the boundary
process, after a time rescaling, of a reflected Brownian motion in R’ffl, recording the locations of
the process restricted to the plane R™ x {0}. This well known fact was generalized to bounded
domains, €, as above, by Hsu in [26], which characterizes the generator of this boundary process
as Z, and gives some properties, such as those in Theorem 1.1, above. This is in the context of
the well-known relationship between D-to-N mappings and generators for boundary processes of
general reflected diffusions (rescaled using their local time), and some good references are e.g. [44,
Sec. 8] and [29, Chp. IV, Sec. 7]. Thus, one can see Theorem 1.1 as a generalization of [26] to
more general diffusion processes with Holder diffusion coefficients.

There is, however, a different reason for our goals in this paper beyond simply to extend [26]
to more general linear and nonlinear settings. This is the desire to give a more precise link
between D-to-N mappings and integro-differential equations, with the hopes of leveraging new
results for integro-differential operators. Developments of approximately the last 20 years have
led to good understanding of the regularity for solutions of equations that involve linear and fully
nonlinear integro-differential operators similar to (1.6)— at least in the case that 92 = R™. Thus,
it seems reasonable to further pursue the link between the integro-differential theory and D-to-
N mappings, with the hope that recent results in the integro-differential theory could possibly
lead to new understanding or results involving Neumann problems. Two of the developments
in the integro-differential world that could be of use are, broadly speaking: regularity results
that use only the roughest bounds on coefficients and Lévy measures— we can call these Krylov-
Safonov type estimates (we mention some specific results in the next paragraphs); and the recent
result of two of the authors that shows that under certain conditions (established below) that the
D-to-N mapping for fully nonlinear equations can be represented as a min-max over linear integro-
differential operators [23]. In order to connect these two developments, one must, of course, gain
further information about the y (or p¥) that appear in Theorems 1.1 and 1.5.

In its simplest presentation, a Krylov-Safonov result basically says that for a linear operator
such as in (1.6), the solutions, say u, of

Lu=f in Bj
satisfy the Holder estimate, for a universal C',

[ulce (s, )5) < Cllulloe@ny + 1 f ]l (B1))- (1.10)
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This has been pursued under various lists of assumptions from many various authors, and we
list some explicitly below. This estimate may seem simple, but it’s importance as one of the
few compactness tools for non-divergence form equations cannot be overstated. This result was
a cornerstone of the local, second order, elliptic theory, dating back the the original work of
Krylov-Safonov [38].

In recent years, Krylov-Safonov type results have been obtained for nonlocal operators like (1.6)
by many authors, and here we mention some of the results in this direction, and we indicate that
this list is by no means complete. Bass-Levin [3] proved (1.10) for the class where (for a € (0,2))

< k(xz,h) < A

b=0, wp(x,dh)=k(x,h)dh, k(xz,—h)=Fk(z,h), and < |h|"+o"

Bass-Kassmann (2], Song-Vondracek [49], and subsequently Silvestre [46] (also including slightly
more general k) extended this to the same setting, except that variable exponents, a(x), could be
allowed:

A
— < < — - .
e k(x,h) < PGECE for a(z) € (0,2—c¢c), c>0
Finally, along this line of attack, with similar assumptions as in (1.11), Caffarelli-Silvestre [8]
obtained (1.10) for those kernels that satisfy

(2—a)A

2 —a)A
k(x,—h) = k(xz,h) and ( @) |h|”+a )

e S k(z,h) <
and furthermore, their proof obtained the result (1.10) in a way that is independent of « close
to 2 (the assumption that includes the factor (2 — «) is consistent with the «/2-Laplacian). This
made [8] the first integro-differential result to contain the original result of Krylov-Safonov as a
limiting case (as o — 2).

The five previously mentioned works ([2], [3], [8], [46], [49]) have been generalized in approx-
imately three overlapping directions: (i) relaxing the symmetry assumption, k(z, —h) = k(z, h)
in (1.11); (ii) relaxing the lower bounds, A|h|™*™® < k(x, k), in (1.11); and (iii) extending the
theory to include parabolic equations. Results that have relaxed requirements on the symmetry
of k include: Chang Lara [11], Chang Lara - Dévila [13] and [14], Schwab-Silvestre [45]. Results
that have relaxed requirements on the lower bounds on & include: Bjorland-Caffarelli-Figalli [4],
Guillen-Schwab [22], Kassmann-Mimica [33], Kassmann-Rang-Schwab [35], and [45]. Results that
have extended the above to the parabolic setting include: [12], [14], and [45]. Finally, we note
that there is an extension that is completely separate from all of the others listed here in that it
obtains Krylov-Safonov estimates in the situation that the exponent, «, in (1.11) is allowed to go
down to a = 0 as well as allows for scaling laws that are more general than (1.11); this is the work
of Kassmann-Mimica [34], followed up by the work of Kim-Kim-Lee [37] .

There are many uses for the D-to-N, and we would like to point out the work of Hu-Nicholls
[27], where they study the dependence of the D-to-N on changes to the domain,  (for a slightly
different family of equations). There are also many useful references for related issues in [27].

We conclude this section by mentioning that only in the simplest setting that Q) = Riﬂ and
F is given by (1.2) or (1.3) will some of the above mentioned results involving non-symmentric k
apply to the operator Z that results from Theorem 1.1. In the case that F' is nonlinear or in all
cases when 0f2 is not flat, none of the above mentioned results apply to Z. This suggests room for
more study on this issue, and we briefly elaborate on this in Section 7.
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2. SoME USErFUL TooLs FOrR BOUNDARY BEHAVIOR

In this section, we collect some various results that will be useful later on. The following
proposition is about the boundary behavior of the Green’s function for C'® domains. The upper
bound is a special case of the estimates for equations with Holder coefficients in nice domains that
can be found in Griiter-Widman [21]. The lower bound is a consequence of the Harnack inequality
and is outlined in the proof of the main result of Zhao [50].

Proposition 2.1 (Constant Coefficient). Assume that 9Q is a C1* boundary. For the constant
coefficient operator, i.e. Lu = AU, it holds that for the Green’s function, G(z,vy), for all x,y € Q

d(x)d d(x)d

Here we use d(x) = d(z,08). (d(z,09) = infyepq |z — y|, and recall, @ C R* 1)
After taking normal derivatives of the Green’s function, this gives in [50],

Proposition 2.2 (Poisson Kernel Constant Coefficients, [50]). Assume that 99 is a CY* bound-
ary. For the constant coefficient operator, i.e. LU = AU, it holds that for the Poisson kernel,
P(z,y), for all x € Q and z € 0N

(Recall, Q C R™"*1)

It turns out that the same behavior was extended to variable coefficients by respectively Cho
[15] and Hueber-Sieveking [28]. We record this here

Proposition 2.3 (Variable Coefficients). (a) (Hueber-Sieveking [28]) Assume that
LU = tr(A(z)D*U(x)) + B(z) - VU (z) + C(z)U (z),
with Hélder coefficients and that 0 is C1'. Then Proposition 2.1 remains true.
(b) (Cho [15]) Assume that
LU = div(A(z)VU (z)),
with Hélder coefficients, and that 02 is C1®. Then Proposition 2.1 remains true.

We note that Cho [15] proves the estimate for the Heat kernel, but the result for the elliptic
problem follows from the identity

G(z,y) = /0 pz,y,t)dt,

where p(x, y, t) is the heat kernel, or transition density function for the corresponding killed process
in Q (i.e. the fundamental solution of the heat equation with zero boundary data).

Finally, we state here a relationship between the F-Harmonic measure and the Green’s func-
tion for a linear equation. We note that the Green’s function for non-divergence equations are
well known not to be well behaved pointwise; however, in light of the fact that we are dealing
with equations with Holder coefficients, this is a situation where the Green’s function is defined
pointwise, furthermore we record the actual result we use in the next lemma.

Proposition 2.4 (Harmonic Measure - Green Function estimates). Let {w, }.cq be the F-harmonic
measure where F is defined by (1.2) or (1.3), and G be the Green’s function for F on Q.
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Then there are universal constants pg, C1, Cy > 0 and so > 1 such that for any p € (0, po),
z €09, andy € Q\ By ,(z), for the divergence equation (1.2) it holds

Ci1p" Gy, z + pr(z)) < wy (02N By(z)) < Cop™ Gy, x + pr(2)),
and for the non-divergence equation (1.3) it holds that
01 C’2
— Gy, 2)dz < wy, (00N B,(z S/ G(y,x)dz
Z s (, 2) y( p(2)) 2 S (y,x)
where B, = B"*!(x + 1v(z))

Proof. The divergence case (1.2) is an immediate consequence of [7, Lemma 2.2].
For the non-divergence case, both bounds appear in the proof of [36, Lemma 5.18]. We also
use the lower bound explicitly as a crucial step in Section 5, and so the proof of that inequality

appears in the proof of Lemma 5.6, below.
O

Lemma 2.5 (Comparison of intrinsic and extrinsic annuli). There exists an ¢y > 0 such that for
any r € (0,€9) and zo € 012,

(B (20) \ BEHh (20)) N 02 C (Bar(2o) \ Br(ao)) C (Biyhh (w0) \ Bk, (w0)) 1 99

Proof. By definition of geodesic distance, it is clear that for any h, xg € 012,
|zo — h| < d(xo, h).

Now since 92 is C?, for any x € O there exists €, > 0 and p, € C?(B? (z)) with (after a rotation
of coordinates)

B @) nQ={(/ .y e Bl (z) : pa(y)) <y},
pr( ):O> me( ) 0,

9
I Tl ) < 5

By compactness of 9€) we can see €1 := inf con e, > 0. Now let zg € 012, rotate coordinates
to identify R"™ with T, (0€). We claim that the projection mgn (B, (z9)) into R™ is contained in
B! (x0). Suppose this is not the case, so h = (K, k") € B, (z0) but &’ & BZ (xo). We can take a
length minimizing C* curve ~ : [0,1] — 9§ connecting o to h, which we assume constant speed,
and let to := inf{t € [0,1] | 7rn(v(t)) & BZ (x0)} > 0. Then we calculate

to to
o> dwo)> [Tl [ o) .

a contradiction.
Thus if h € Be, (x0), we can write h := (y/, pz, (y')) for some ¢ € Bl (), then

9

9
§| Y| < §|1'0—h|7

et < [ 107 o) 1]t = /4 ol oy 0T <

and the claimed inclusions immediately follow. O
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3. WELL-POSEDNESS AND LIPSCHITZ NATURE OF THE D-TO-N

Here we record the relatively straightforward facts that Z defined via (1.1) and (1.5) is in fact
well defined and a Lipschitz mapping C1® — C% in each of the three instances (1.2), (1.3), (1.4).

Lemma 3.1. If the equation (1.1) satisfies the assumptions
(i) p € CL(0N) = U, e Q) for some 0 < o/ < o (Regularity)
(i) ¢ < on 0 = Uy < Uy in Q (Comparison)
(1ii) ¢ € C(02) == Uy exists and is unique in the (weak, viscosity, strong, or classical sense),

then the D-to-N mapping, Z, defined in (1.1) and (1.5) is well defined and has the global comparison
property over C1(982).

Proof. First of all, the assumption of existence and uniqueness of Uy, combined with the assump-
tion (Regularity) at least show that Z is well defined as a map from C'1¢(9Q) to C*' (). The only
thing to check is the comparison property. However, Z inherits this directly from the assumption
(Comparison) that is made on F'. Indeed, let u, v, and x € 9 be given such that u < v on 9
and that u(x) = v(x). Let v(z) be the inward normal vector at = and let h > 0 be small enough.
Thus by (Comparison), we see that

Uun(z + hv(x)) — Uy(z) < Uy(x + hv(z)) — Uy(x),
and thus since 9,U, and 9,U, exist by (Regularity), we conclude
0 Uy(x) < 0,Uy(x).
O

Just for completeness, we include a list of results which establish the assumptions of comparison
and regularity made in Lemma 3.1 for each of the cases of F'in (1.2)—(1.4).

Lemma 3.2. If F is given as (1.2), (1.3), or (1.4), then the equation (1.1) satisfies the assump-
tions of (regularity), (comparison), (existence/uniqueness) listed in Lemma 3.1.

Proof of Lemma 3.2. In the case of (1.2), weak solutions are defined via the bilinear form,

(u,v) /Vu z)Vo(z)de,

and the establishment of uniqueness, comparison, and regularity under the assumption that A €
C*(€2) can be found in [20, Chp 8§].

In the case of (1.3), “weak” solutions can be understood as either strong solutions e.g. [20, Chp
9] or viscosity solutions e.g. [17] (both cases are equivalent for this equation and these assump-
tions). Note, in this case, Uy is actually Cfoca(ﬂ), but not in the whole of Q as we only assume
¢ € CH(0R). The assumptions that A € C%(Q) and is uniformly elliptic imply uniqueness,
comparison, and regularity, and can be found in [20, Chp 9], among other sources.

Finally, in the case of (1.4), the “locally Holder coefficients” assumption means that for all
symmetric matrices, P,

|F(P,z) — F(Py)| < Clz —y|* (1 + [P,

and for simplicity we can assume that F(0,z) = 0. The notion of weak solution is viscosity
solutions, e.g. [17]. We refer to [48, Theorem 1.4] for the validity of the Ch* estimates in
(regularity), and to [30, Theorem III.1] for the validity of the comparison result, which in this
context also gives the uniqueness of the viscosity solution. O
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Just as in the case of second order elliptic equations, it will be useful to understand which
operators govern the ellipticity class for the D-to-N, Z, in the context of F' in (1.4) (i.e. the
analogous objects to the Pucci operators for second order equations that appear in Definition
1.11). It turns out that a convenient choice of these extremal operators are the D-to-N operators
for the second order extremal operators. The following observation is copied from [24, Lemma
3.3]:

Lemma 3.3. In (1.1), take F to be respectively M~ and M™ which are in Definition (1.11),
and take respectively Udj and UJ to be the corresponding solutions of (1.1). Define the boundary
extremal operators as

M~ (¢,z) = 0,Uy () and M™*(¢,2) := QVUJ(JU). (3.1)
Then M™* are extremal operators for T in the sense that for all u,v € CH*(0Q) and for all x € O
M~ (u—v,2) <Z(u,x) — Z(v,2) < M T (u—v,z). (3.2)

Proof. Here F is a fixed uniformly elliptic operator from (1.4). For ease of presentation, we record
the two different equations that are being used here:

2 _ .
F(D*U,x)=0 in$ (3.3)
U=¢ on 0f2.
and
+ _ .
MT(U,z) =0 in Q (3.4)
U=2¢ on 0f2.

Let U, and U, be the unique solutions of (3.3) with respectively boundary data given by ¢ = u
and ¢ = v. We will just prove the upper bound, and the lower bound follows analogously.

We note that since U, and U, are respectively a viscosity sub and super solution of (3.4), then
it follows that U, — U, is a viscosity subsolution of

0< MU, —Uy,).

Hence, if U(Z_U) is the solution to (3.4) with ¢ = u — v, since U(J;_v) and U, — U, have the same

boundary data, the comparison of sub and super solutions for (3.4) shows that

Uu*Ungt_ on Of).

( U)inQandUu—Uv:u—U:U+

(u—v)
Hence

o,U, —0,U, < 8VU(1:71;) = M*(u—v),

which concludes the lemma. OJ

Lemma 3.4. In all cases of (1.2), (1.3), (1.4), there exists some choice of o with 0 < o/ < «,
so the D-to-N, I, is a Lipschitz mapping of CH*(0Q) — C¥(8Q). I also satisfies the extra
assumption in [23, Theorem 1.6 - (1.3)], which requires

Ve CHOR), Z() — T, < C (o= vlloraggm + () u = vlxon),  (3.5)

and w(r) = 0 as r — oo.
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Proof. First, we remark on the special assumption (1.3) in [23, Theorem 1.6], which we listed here
as (3.5). In this context, we simply require that the normal derivative of the solution, U, in B, is
controlled by [|u[|c1,a(p,,), which is a standard type of estimate for boundary regularity. We recall
that we are assuming for simplicity that € is bounded. Hence, (3.5) is trivial once the Lipschitz
character of Z is established, as we can just take w(r) = 0 once r > diam(2).

The Lipschitz nature of Z follows from the global (up to the boundary) Ch regularity theory
for (1.1). Let u,v € C¥(982). In the two linear cases, (1.2) and (1.3), we note that (with apologies
for the triviality)

Z(u) —Z(v) = Z(u — v),

and in the nonlinear case (1.4) that we will invoke the extremal inequalities (3.2), which means
we will be utilizing boundary regularity theory for

M (Uy_p,z) =0, and M (Uy_p,z) =0 in Q. (3.6)

For the divergence case, (1.2), one reference is [20, Theorem 8.33], and for the non-divergence
case, (1.3), the regularity is a straightforward consequence for the boundary oscillation reduction
of the quantity U(x)/d(x,0) that can be found in [20, Theorem 9.31]. For the nonlinear case
(1.4) one reference is [48, Theorem 1.1], applied to each of the equations in (3.6). All of these
results imply that for a universal C'

1l @ < € (10l @ + I6llcreom)) (3.7)
and when combined with the maximum principle, |Ug| < ||¢[| Lo (a0), We see that

IZ(6, )l ot oy < Cllllcrnony.

Hence, applying this in each of our cases to ¢ = u — v, we obtain the Lipschitz bound. O

4. LINEAR EQUATIONS WITH HOLDER COEFFICIENTS— PROOFS OF THEOREMS 1.1, 1.2, 1.4

In this section, we include the proofs of Theorems 1.1, 1.2, 1.4. We note that the existence of
b and p, the validity of (1.7), boundedness of b are all a direct result of [23, Theorem 1.6 and
Proposition 1.7].

4.1. Density and bounds for i (Proof of Theorem 1.1).

Proof of Theorem 1.1. Fix x € 02, we show that pu(z,-) is absolutely continuous with respect to
surface measure, o, on 92 on 92 \ {x}. This will be done by showing absolute continuity on the

set 9N\ {B,(x)} for any arbitrary r > 0, then we can exhaust 99\ {z} by a union of such sets.
Thus fix r > 0 and any set E C 92\ {B,(z)} with o(E) = 0.
Fix § > 0, then we find a countable cover { B(z;,7;)}32; of E by open geodesic balls such that

> o521 T} < 05 let us write B; := B(w;,7;) for brevity. Now let ¢ € C?(092) be any function such
that

0<¢<Ty=, g

If § is sufficiently small compared to 7, we will have ¢ = 0 on B, 5(z) thus Vé(z) = 0, so in (1.7)

we have
(¢, x) = / o(y)u(z, dy).
OO\B,./5(x)



D-to-N and Integro-Differential Operators 13

Let {w;}zeq be the F-harmonic measure for F' given by (1.2) (see Definition 1.13), then recall

Uy(z) = /6 olu)er(d)

for any = € Q. Now if s > 0 is sufficiently small, for each j by Proposition 2.4 we have

Cry'G(x + sv(x), xj +rjv(z;))  for (1.2)

Watsn(z) (02N Bj) < {522 anH(I)ﬁQ G(z + sv(x),z)dz  for (1.3).
J "y

where G is the Green’s function and C' depends only on 02 and the ellipticity of the equation.
Thus we have the estimate

U¢(x + su(x)) = 90 ¢(y)wx+su(x)<dy)

< Z Watsp(z) (02N Bj)

j=1

Ci r;?—lG(x + sv(z),xz; +rjv(z;)) for (1.2)
j=1 % fojﬂ(x)mQ G(x + sv(x),z)dz  for (1.3).

IN

n—1 ST
T |a:+su(:c)—(xj-t,irjy(xj))|n+1 for (1.2)

C Z ot (4.1)

1 .
=1 | 7 e T for (1.3)

IN

oo
< C’TSZT;” < Crsd
i=1

where we have used Proposition 2.3 to obtain the second to final inequality and C). is some constant
depending on n, r, ellipticity, and 9Q (but independent of § and ¢). Thus

/ ___dnle.dy) = ,Us(z) = lim Uy(z + sv(x)) — ¢(x)
8Q\Br/2(17) S—> S

< Cé.

Since {B;} covers E, we can take a sequence of C?(9Q) functions 1g < ¢y < Ly, B, decreasing

pointwise to 1g to obtain u(z, E) < C,d, and since § was arbitrary this yields u(x, F) = 0.

By the above, we can write u(z,dy) = K(z,y)o(dy) for some density K when restricted to
N\ {z}. Fix y # 2 in 00 and 0 < 2r < |z — y|, and this time let ¢ and ¢7, € C%(0Q) be such
that

0< ¢ <1,y < o
with

¢ =1in B, (y)

¢; =0in 0Q\ B, (z)

¢, =1lin BST/2(‘T)
¢ =01in 02\ By ().
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Following similar calculations as before, and invoking the same split argument for the divergence/non-
divergence setting in (4.1), we have

Ugp (x + sv(z)) = - 1 (2)watsu(x)(d2)

< Wx+su(x)(89 N Br(y))

< Chsr™

T et sv(z) = (y+rv(y)
Since again ¢] = 0 near x, we have Z(¢],z) = fanBgT(ac) ¢} (y)p(x, dy), hence taking the limit in
the difference quotient we have

N('r’aQﬂBQr(l‘)) 1 .
o (02N By, (1)) = o (09 N By, (z)) /Z%QQBQT(:E) o1 W)n(e,dy)
. 61,U¢lr ($)
N U(@Q N BQT(.T]))
Cy

< .
= o= (y+rv(y) Mt
a similar calculation utilizing ¢!, yields
w(x, 02 N By (z)) - Cy
o(002N Byr(x)) |z — (y+rv(y)™t
By the Lebesgue differentiation theorem, for o-a.e. y € 92 we have

1 . M(I,@QQBQT(CL‘)) Cy
< = < .
gt = ) = i e A B (@) = o=y

O

4.2. Holder continuity of the coefficients of Z (Proof of Theorem 1.2). Before embarking
on the proof of Theorem 1.1, we make some background observations. Recall 2rg > 0 will always
be a constant smaller than the injectivity radius of 9€2. For this portion we assume 02 to be a
C® surface, this means the tangent bundle T(99) is a C* manifold. Then the restriction of the
Euclidean metric from R**! to 99 is also C*, and the exponential mapping exp, based at any
point z € 9Q is C? (the same holds for its inverse in its domain of definition). In particular the
geodesic distance squared will be C* on By, (x0) X By, (z0), meaning that the second derivative
involving the mapping D(exp; ' )|, leading to the estimate (4.13) below is justified. Finally, recall
Definition 1.15 for the Holder continuity of a vector field on 0f2.

Proof of Theorem 1.2. Fix zg, yo € 0 which will be taken so d(zg,yo) is smaller than some
universal constant, that is yet to be determined. For ease of notation let us write
dO = d($07 yO)u
and we tacitly assume dy < min{1,79}. Also fix a unit length v € T}, (92), and let ¢ be a C?
function on 02 such that for h € By, (z¢) we have
$(h) = (v, expy, (h))g.

Computing using normal coordinates centered at zp we easily see Vo (xo) = v, and in particular

¢(h) = (Vé(x0), expy, (h))g on By (o). Also let n € C*°(R) be such that 0 < n < 1,7 =1 on

[0,70], and 7 = 0 on [rg+ dy*, 00) for some a; € (0,1) which will be determined later; we will also
assume that 79 + djy* is less than the injectivity radius of 02, and so dy' < ro will suffice. We
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also define 7., 7y, by n(d(xo,)) and n(d(yo, )) respectively, both of which can be seen to be C3.
Then

T(1ny b, o)

= (4a0). Vs ) 0Dy + | ((1208)(1) = (1200) 0) = L) () 1200 0} expi (1)) e )
= (400). V0(an))y + [ (1o (O0R) = L ) (1) (Vo) ex03) (1)) )

= (bao). ) + | UG expy (1) g0, dh).

Now for points z, y € 9Q such that y € B,,(z) let P,_,, denote parallel transport of a tangent
vector from x to y along the minimal geodesic connecting = to y. In a manner similar to the
construction of ¢, we take 1 to be a C? function on 9 such that

w(h) = (Pxoﬁyova equjol(h))

for h € By, (yo)-
Then a similar calculation as above yields

Z(Uyow, yO) = (b(yO)’ Pxoﬁyov)g + / nyo(h)(Pxoﬂyovv exp;ol(h))g,u(yo, dh)'
B, a1 (y0)\Brg (y0)
Thus, using the fact that parallel transport preserves inner product,
[(0(z0) — Pyo—aob(y0),v)gl = [(b(20),v)g — (b(y0), Pro—yov)gl -

Thus, using the triangle inequality, we can continue the previous as:

|(6(20) = Pyo—20b(40), 0)g| < [Z(120 9, 0) = L1109 90 (4.2)

+ [ O () — 1) (0 503 (R) g, )|
BTOHgl (%0)\Brg (z0)

+ (g0 () = 1) (Prgsygvs xpyg () ght(y0, dh))|
B 401 (50)\Bro (40)

=1+ 11+ 1Il. (4.3)
Now for the terms I and II1, we calculate using Theorem 1.1 part (ii),

11 <2 |exp;01(h)‘gu(xo, dh)

BTOMgl (0)\Brq (z0)
< 2Adiam, (09) / d(xg, h) " Lo (dh)
B, g1 (x0)\Brg (o)
< 2Adiamg (99Q)rg " (B, g1 (20) \ Bry(20)) < Odgy! (4.4)
for some universal C' > 0. We obtain the estimate for 111 in the same.

The remainder of the proof is to estimate the term I. Since 71;,¢ and n,,v are C? functions
on 0f), we can use the results mentioned in the discussion preceding and following (3.7). That is,



16 N. Guillen, J. Kitagawa, R. Schwab

there is some 3 € (0,1), 0 < 8/ < 3, and a universal C' > 0, so that

AU,y (x0) — 0uUn, 4 (10)

< |Z(May®, 70) — L(nyos, 20)| + C 20 — w0l (VU 0] 0o (0

< [Z(nag$, 70) — Z(myo, @0)| + Cg 0|5 a0 (4.5)

It is easy to see that [[1y,%|lc1.5(90) is bounded by a universal constant times dy 221 hence

I <\0,Up,,¢(x0) — &JUnyow(l‘O)‘ +

/ )

dg Ime¥llcrson) < Cdg > (4.6)

To deal with the first term, take p > 0 much smaller than ry also to be determined later, and let
i1 € C*(R) with 0 <7 < 1,7 =0 on [-p,p] and 7 = 1 on [2p,00), and define ¢ := 7j(d(wo, ")) €
C?8(0Q). Tt is easy to see that both 9llc200) and [|1 — ¢ c2(aq) are bounded by a universal

constant times p~2. We then apply [23, Lemma 4.15 (4.7)] and use Lemma 3.4 to see that (after
possibly making a smaller choice for ),

IZ (g ®, 20) — Z(1ye¥0, w0)| < C(I(L = ) (09 — M) 1.8 90 + [0l 1.5 00 1209 = Mo Yl oo i)

< C(I(1 =) (& —)llcrs@ay + 2 P Nee® = Nyotll Loe @9\ Bay (20)))- |
(4.7

Now note for any h € 012,

[z (R) D () = 1yo (R)P(R)| < [ (R)] [@(R) = P (B)] =+ [11o (R)1p(R) = 1y (R)3(R)]
< [nzo ()] |@(h) = ¢ (h)] + diam, (892) |n(d(xo, b)) — n(d(yo, 1))l
< [nzo ()] @ (h) = ¢ (h)| + Cllnllcr ) [d(wo, k) = d(yo, h)]
< [y (W) 16(R) — ()| + Cdy ™. (4.8)

The first term in the last line above is zero unless d(zg, h) < r9 + dg*. For such h we find

N2o () d(h) — nay (W)Y (R)] < |(v, expy, (h) = Pyymsaq €xDy, (h))g]
< \expzol(h) — Pyy—a expy_ol(h)‘

g
1
= 5 ‘ (de(l', h’)2’r=ro - Pyo—movwd(% h)2’x=y0) |g
1
<5 sup |HeSSI d('ah)Q‘gd(l‘o»yo) < Cdy,

2 2€00,he By (x)

where to obtain the third line above we have used [32, Theorem 5.6.1 (5.6.4)]. Thus if we take

p = dg‘3/(1+5) for a3 € (0,1) to be determined, (4.9)
by (4.8) we have

P P nag e — Myo Y1 Lo (900 Bayag)) < Cdy =17, (4.10)
Next we turn to the term ||(1 — @)(¢ — V)| c1.8(Byp(wo))- First,

[(1 = &) (@ — ) lcoBap(zo)) < 19— YllcoBay(o)) < Cdo

by the same argument as above.
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Next fix any h € Ba,(z9), w € Ty, (0Q) and define for t € [0,1] and s near zero,
Y(s,t) : = expy, (t(expy, (h) + s[D(expy,)[n(w)]),

0
J(0) = 5 le=0T(5,0),

then J is a Jacobi field along the geodesic from yg to h with J(0) = 0 and J = D(expy,')|n(w)
(see [42, Sec 6.1.4]). Then we calculate two different ways,

om0 705 1)) = ol Prasgots exby () + LD exp o))
= (Pl‘o—wovv D(exp;01)|h(w))g = (Uv Pyo—>500 [D(expy_ol)|h(w)])g7

%|s=0¢(7(5a 1) = (Vio(h), J(1))g = (Vi (h), D(exDyy)lexpt 1) (F(0)))g
= (Vi(h), w)y. (4.11)

Similarly,
(v, D(expz, )a(w))g = (Vo (h), w),.

Thus for any hy, ha € Ba,(rg) we have

(Vo(h1) = Vip(hi) = Physny (Vo(h2) — Vip(he)), w)g

= (v, D(expy )|y (w) = D(expyy)|ny (Phy—how)

+ (Pyosg [D(exDye )y (P o )] = Pyosarg [D(expyg) [y (w)]))g- (4.12)
Let (all parametrized over [0, 1]) v and h be the constant speed geodesics from yg to xg, and ha
to hy respectively, and V' and W the parallel fields along v and h respectively with V(1) = v and

W(l) =w.
Then the last expression in (4.12) above can be written

1 1 a a »
/0 /o agap” W) [D(ex,6)n@]W(4))gdadp
1 1
_/o /o qu(p)WpﬂD(eXp;é))h(qﬂW(q))gdqdp.

Fix any local coordinates near 7(p) and h(q), then we find (below, all expressions are evaluated

at (z,h) = (v(p), h(q)))
Vi) [D(exp ) ()] W (a) = _évﬁ(p) [DrVad(z, h)* W (q)
(7% ()02, 1, d° (x, h)W*(q)0s,)

= 5 (0)[05, (" ()03, &, 0)) + (97 (2)03, 1, d* (, 1) )T, (2)]W* () s,
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where here, F;k are the Christoffel symbols. In particular V) [D(exp;én))] h(g)]W (q) is linear in
W (q), hence we can continue calculating as

1 1
/ / (B(iz(v(p )’V* o [ D(exp )l W (0)) gdadp
/ / |7 7(17) [D(exp;éu)”h(q)])tv(p)’ W(Q))gdqdp
V h(q>

— d(zo,10) / / ]h i V s (D0 i)'V 9). W (0)) gy

P
< sup|[(V gy (V s [Dlexplg )Ih ! lld(ha, ha)dy < Cd(ha, ha)do

p,q [7(a)] [7(p)]

for some constant C' > 0 depending only on 0f2 and ||I-|| is the operator norm above (again
calculating in local coordinates shows (V +(») [D(exp )|h y])! is a linear operator). Thus recalling
I

(ol
(4.12) we have
V(¢ — ¢)}00,1(32p(x0)) < Cdp. (4.13)
Then for any h € Ba,(xg) (recall p from (4.9))
V(¢ =) (h)l, < V(¢ —¥)(x0)l, + Cd(xo, h)do
< [v = Vip(o)l, + Cpdo
= v — Vi (xo)|, + Cdy /), (4.14)
By (4.11) again we calculate for an arbitrary unit length w € T,,(99),
|(v = Vi (o), w)g| = |(v, 0 = Pyysay [D(expy ) |ao (w)])g
< Joly [w = Pyysao [D(expy ) oo (w)]]
< Cd07

g

for some universal C' > 0. In particular, this gives |v — Vi (xg)] s < Cdo, which combining with
(4.14) yields

IV (¢ = ¥)llco(Bay (o)) < Cdo. (4.15)
Thus combining the above with (4.14) we have

VA= )@=l < |V =a)| [6(h) —w(h)l, + V(6 — )R],
< C(dp +do + do W)) < Cdé*“%*).

Finally,

V(=@ @—v)| , <I1=dli= V&= ¥)os + 6 = ¢l VA=) |

+ IV = Dllz 6 = vles + V(6 = 9|z |1 - ]

pdo do do
<C(— + —

OB

< C(—= do Cdy~

) =
p1+6
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where here all of the norms are taken over Bo,(zg). Thus we have shown that

(1= @) (6 = )l 18 By (o)) < Celg™ 2

Now choose ag, 3, and as € (0,1] so that @ := min{ay, 8 — 21,1 — ag} > 0, combining the final
estimate above with (4.5), (4.6), (4.7), (4.10) yields

I<od.
Finally recalling (4.3), (4.4), we will have for some universal C' > 0 and « € (0, 1) the estimate
[(b(z0) = Pyosab(y0), v)g| < Cd(x0,y0)"

which in turn proves that b is locally Hoélder continuous. O

4.3. The proof of Theorem 1.4. Here we provide the proof of the control of the Holder conti-
nuity of the Lévy measure with respect to the TV norm.

Proof of Theorem 1.4. Fix § > 0, some zy € 9, and r = . We assume that 26 < min{1, inj(0%)}
where inj(9€) is the injectivity radius of 9. First we claim there exists a € (0,1) and C' > 0
such that if ¢ = 0 in Ba,(x0) N 0, then
C
IZ(, lcaBr@oy < - lI¢llean)- (4.16)
Indeed, the claim immediately follows by the comparison principle combined with [20, Corollary
8.36] in the divergence form case (1.2), and in the non-divergence form case (1.3), it follows from
[20, Theorem 9.31 and eq (9.71)]

Now by (1.8) and density of C1¥(92) in L>(91), it is sufficient to prove that for any ¢ €
CH(09) with ||| Lo a0y < 1,

‘/ D(Y)Xo0\Bs (1) (Y)11(1, dy) —/ D(Y) X0\ Bs (2) (V) 1(w2, dy) | < Cd(w1,22)" (4.17)
20 20

for some C' > 0 independent of a, whenever x1, zo € B,(x).
Let ng.z, € C?(0Q) be such that 0 < Mhzy < 1 on 09, with 7, = 0 on Bs(x1) and 75, = 1
on O\ Bsq/,(z1), and an analogous choice for 7y ;,. Then we find

2k o1 &5 1) = L,y @5 22)| < L (1 @5 21) = L0k 20 @ 22) |+ [Z(P(0k2y = Thh2) 5 T2)|

C [0
< ;H@ﬁHLw(aQ)d(?ﬂl,xﬁ (A Mhezy — Mhen)» T2)]

C
< (a1, 22) + | T(G(hyer — M, ), 22)] (4.18)

where to obtain the second line we have used (4.16) and that x1, o € B,(xg), along with the
choice of r; note that by the triangle inequality we have 1y, ,, = 0 on Ba, ().

To estimate the second term in (4.18), first we note by definition, 7y 4, — Mgz, =0—0=101in
Bs_d(a1,20)(72). Likewise, we have ng s, — Nk, = 1 — 1 = 0 outside of Bs gz, z0)+1/k(72). Then
by Theorem 1.1 (ii), we obtain

Z(@(Mk ey = Ma)> 22)] = P(h) (k21 (h) = Mk oy (h)) (2, dR)

/B§+d(ml,m2)+1/k(22)\B5—d(ml,12)(x2))

< 2A d(z2,h) " Lo (dh).

Bsid(eq,we)+1/k@2)\Bs_d(aq,xq)(T2))
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Now we can consider normal coordinates centered at x5, then writing s for the radial coordinate
and w for coordinates on the unit sphere S"~! we can write o = \(s,w)ds A volgn—1 for some real
valued function A where volgn—1 is the canonical volume form on S"~!. Since 9Q is compact, there
is a (possibly negative) lower bound K on the Ricci curvature, thus using standard volume form
comparison (see [42, Lemma 7.1.2]) we can calculate that

-1
A(s,w) <snlt(s) < st n < max ) ]s'h;d) s" =" 4 Cs",

2 [0,inj(892
Here
sin (sVK)
T K >0,
sng(s) =« s, K =0,
sinh (sv/—K)
vk K<0

and thus C' > 0 only depends on K, n, and the injectivity radius inj(92) of 9€2. Then we compute

/ d(z2,h) ™" Lo (dh)
Bsya(zy,29)+1/k(T2)\Bs_d(z1 ,25)(T2))

§+d(x1,12)+1/k
= / (/ s (s,w) VO]Snl(d(U)> ds
57d(11,$2) Sn—1

6+d(x1,x2)+1/k
< / volgn1(dw)/ (572 + Cs Yds
sn—1 5

—d(z1,x2)
d+d(z1,22)+1/k

1 1
<C s 2ds =C —
§—d(z1,22) (5 —d(z1,72) &+ d(x1,m2) + }ﬂ)

possibly taking § smaller. Combining this with (4.18), then taking ¥ — oo and using dominated
convergence yields

] [ o0 am ey @ntends) ~ [ ¢<y>x89\35(z2><ym<xz,dy>‘
o0 o0

1 1 1
=¢C <6d(a:1,a;2)°‘ 5z d(z1,13) 6+ d(m17x2)> ’
Finally,
1 B 1 _ 2d(x1, x2) < 8d(x1,x2)
§—d(x1,x2)  d+d(z1,22) 02 —d(z1,x0)?2 = 362
since d(x1,z2) < 2r = §/2, hence we obtain (4.17), finishing the proof. O

5. FULLY NONLINEAR EQUATIONS— PROOF OF THEOREM 1.5

In this section we treat fully nonlinear equations for (1.1) and (1.4), and we provide the proof
of Theorem 1.5. We will collect some notation from Section 1.1. Recall, Z is defined in (1.1) and
(1.5) under the nonlinear F in (1.4). Furthermore, Theorem 1.5 will show that for ¢ € C1*(9Q),

Z(¢, ) = min max {f”(a?) + LY (¢, :c)} ,
i
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where f¥ € C(9S2) and L% are the linear operators defined as
LY (p,x) = (2)¢(x) + (07 (x), Vo(x))
[ (900 = 000) = 1 (Vo). ex0z (1)) o). (1)

5.1. Proof of Theorem 1.5, equation (1.9). Thanks to the Lipschitz nature of Z : C1*(982) —
C*(002) that was established in Lemma 3.4, the min-max formula promised in Theorem 1.5 is a
consequence of [23, Theorem 1.6 and Prop 1.7] (see also [23, Theorem 1.8] which even establishes
that LY are linear operators mapping C1%(9€)) — C%(99)). Now we focus on the more specific
behavior of p* and b¥.

5.2. Reduction to the extremal operators. A very useful tool for obtaining the estimates
(i-a) and (i-b) in Theorem 1.5 is the reduction from a general F' in (1.4) to the particular instance
of the Pucci operator, FF = M™. This is a consequence of the representation of the extremal
operators of Z in terms of the D-to-N for M ™, which appeared in Lemma 3.3. Specifically, we
record the result of [23, Prop 4.35] as it pertains to Z in this work. As the proof of this proposition
is not particular to the D-to-N mapping, we refer to [23, Sec 4.6] for its proof.

Proposition 5.1 (see Proposition 4.35, Sec 4.6 of [23]). If LY is any one of the collection of
linear operators appearing in Theorem 1.5, defined in (5.1), then for all ¢ € C3(09Q), the following
estimate holds:

M~ (¢,2) < LY(¢,2) < MT(¢,2).
Here, M* are the extremal operators defined in Lemma 3.3.

Proposition 5.1 means that in order to establish the estimates in Theorem 1.5, we can focus on
obtaining, e.g. lower bounds for M*(¢,z). This is a welcome simplification to the problem, for
example because M* (for equation (1.1)) are convex/concave as well as rotation and translation
invariant, and they enjoy good regularity theory (C>® boundary data produces ce! solutions).

5.3. The ring estimate, Theorem 1.5 (i-a). Here we provide the proof of the ring estimate
that appears in Theorem 1.5 (i-a).

Proof of Theorem 1.5 part (i-a). First, we note that € 9Q is just a parameter, and a translation
of the equation (1.1) so that = 0 does not change any of the assumptions on F. Thus, without
loss of generality, we take z = 0 € 0€2. We will obtain the desired ring estimate by rescaling
the domain in (1.1) from Q to a larger set, (1/7)2, and representing Uy in Q as a rescaling of an
appropriate function, Uz, in (1/7)Q. The advantage here is to utilize the fact that 0 ((1/r)Q) is

becoming flat in a C? fashion under this scaling, and so we can use solutions in one fixed domain
to build appropriate sub and super solutions for equations in (1/7)2. We now proceed with the
construction.

Thanks to Lemma 2.5, we will work with functions and sets in R"*! and actually show a related
estimate (which is no harm when r is small). When B?*! C R"*! is the usual ball in R**! we
will prove:

Crr™t < u(x, (B, \ Bi5hh,) N 09) (5.2)
and
19 (@, (Blyha, \ Blshay,) N09Q) < Cor™, (5.3)



22 N. Guillen, J. Kitagawa, R. Schwab

Thus, for ease of presentation let us introduce the notation for respectively the small and big rings:

S n+1 n+1 B n+1 n+1
RS := (BESL \BEHL )N 0Q and RE = (Bl \ Byih ) nos.

The reason for this simplification is to be able to work with ¢ that are actually defined in all of
R™*! and use their restrictions to various submanifolds as Dirichlet data. To this end, let ¢; and
#" be C?(R™"1) lower and upper barrier functions such that

0<¢; <1ps <1ps <y, (5.4)

and furthermore, just for concreteness, we assume ¢., ¢ satisfy

r n+1 n+1
{¢l =11in By, \ B 1—’1—/8 (5.5)
r n+1 n+1 :
¢; =0 outside B(14/8)r \ B 1J6/8
and
¢’ =1in RP
r n+1 n+1 (56)
{(bu = 0 outside B(l—g/S) \ B(;;S)T
Thus we see that
[ et < [ (e dy) (5.7)
O\{x} OO\{x}
and
<[ Apwied) < [ i@ (edy), (5.8)
o0\ {z} o0\ {z}

Furthermore, since
91 (z) = ¢y (z) = 0 and V¢ (2) = V(z) =0
we see that the operators in (5.1) simplify to

L (¢f, 2) / & () (z,dy) and LY / o ()1 (x, dy). (5.9)

Thus, to conclude (5.2) and (5.3), it suffices, via Proposition 5.1 combined with (5.9), (5.7), and
(5.8) to show the same bounds for the normal derivatives of the functions Uy and Uy that solve
(1.1) with respectively F = M~ and F = M™.

Now, we record our target to achieve (5.2) and (5.3). Assume that Uy and Ugu are respectively
the solutions of (1.1) for F = M~ and F = M™ with Dirichlet data given respectively by ¢;|sq
and ¢, |an. We will show

goal: there are universal constants so that Cyr—! < 9yUgp(0) and 9,Uyr (0) < Cor~t. (5.10)

We will give the details for the bound on 8VU¢;, and the upper bound for 9,Uy: will follow
analogously. R
We will represent Uy as a rescaling of a particular function, U, in a larger domain, by defining

= (1/m)Q
M=(U)=0in Q, and maQT:‘bll‘a(zrﬁ
and
7Y
U =U(=) fi Q.
) =0(Y) for y €
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This means that
M~ (¢ loa,y) = 0Ug (y) = 18,0 (y).
Thus, our new goal will be to show that
unscaled goal: C; < 9,U(0). (5.11)
In order to get a lower estimate on 8, U that is truly independent of r, we will use an auxiliary

function that is independent of » and defined in a fixed domain, independent of r. Let us call the
“half” ball,

Bl (0) == {y e R"™ : y.v(0) >0} n B
Then we can define the function V as the unique solution of
— T A + v _ ol
M (V) =0in BlO? and V‘anLo = Qﬁl‘aBﬁ)‘
The advantage of V is that it is independent of 7, and so as long as we can show that U — V is

small enough in the C1® sense, then we will be able to conclude the auxiliary goal in (5.11).

In order to get the estimate between (2 and V, we must introduce two more auxiliary functions.
The first is W,., defined in the domain B,

B:=Q,nN Bf[),
and
M-(W;) =0 in B, and W,|,5 = ¢\|,5-
Thus, since U > 0 inside QT, we see that W, is a subsolution (including ordering of boundary

data) to the equation for U (or vice-versa, U is a supersolution for the equation for W, ), hence
by the comparison principle,

U>W,in B, and 8,U(0) > 9,W,(0).

Now, to conclude, we will show a lower bound for 9, W;.(0).

We note that the distance between the half space determined by the tangent to 9, in
{y e R*™1 = y.p(0) >0} N B, and to 09, N BiL! is vanishing as r — 0 (in particular, it is of
order Cr). Furthermore, by the boundary estimates in [48, Theorem 1.1], we know that

g !
10Ul g1, nmp1) < Cllilag, llere <O,

n+1
By s

(note, by the Evans-Krylov Theorem, U is actually C%7, but we only invoke estimates for U and
VU). Hence, by the flattening of 92, as r — 0, we see that on the “lower” boundary of Bfo, we
can make U and gbll close:
; !
||U - ¢1||Cl,a({y€Rn+l . y‘V(O):O}ﬂB?J_l) — 0 as r — O
This means that if we define the function
Z=W,-V,
then in the common domain of their equations, we have, by the properties of viscosity solutions
M™(Z) <0 and M*(Z)>0 in Q.NBf,
and thanks to the boundary values for V

‘|Z’a(§27,031+0)H01,a —0asr—0.
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Furthermore, since V is independent of r, and since V attains a minimum at y = 0 € 8Bl+0 by the
Hopf principle, we know that for a C' that depends only on universal parameters and the choice

of qbll,
d,V(0)=C>0.

Hence, taking R small enough (recall R from Theorem 1.5 (i-a)), so that for » < R, we have

= C
HZ‘a(QmB;B)”CLa <5

we can then conclude for these r < R that

A, W, (0) >

9

and also, by the above comparison of W, and U,
d,U(0) >

where C| is a universal constant. As noted earlier, rescaling U, gives the lower bound.
_ The proof of the upper bound follows analogously. Instead of using M~ to define the functions
U, Wy, V, Z, we will use the operator M™T. Also, at the stage of using comparison to switch

from U to W, it will be useful to use boundary data that is identically 1 outside of Bg/zl so that

W, can serve as a supersolution for U. Thus, this same function will be used to determine the
boundary values of V, instead of ¢}, which would have been the direct analog of the argument.
Everything else follows similarly. O

5.4. A lower bound for ;%(z,-) in Theorem 1.5 part (i)(b). Next, we prove the lower bound
for 1% in Theorem 1.5 (i-b). Our approach will be to work in the context of linear equations with
smooth coefficients, and invoke some techniques and results about the related Green’s functions
from e.g. [36]. In order to transfer results between fully nonlinear equations and equations with
smooth coefficients, we will collect various facts and observations from the literature. This first
fact is a technique for approximating solutions of fully nonlinear equations by those of linear
equations with smooth coefficients. It is more or less well known to specialists, but there does not
seem to be any standard reference. Here we present the technique as used by Feldman [19, Proof
of Prop. 2.2], where it is proved in complete detail. Since this is nearly exactly as implemented
in [19], we simply list a sketch of the steps without detailed justification/explanation.

Lemma 5.2 (Smooth Linear Approximation). Any solution of Pucci’s equation can be approxi-
mated by solutions of linear equations with smooth coefficients and the same ellipticity bounds.

Given ¢ € C(9Q) and Uy solving (1.1) and (1.4) with F(D?*U,z) = M~ (D?U), there exists
a family of coefficients, A’(x), depending on Uy, which are uniformly elliptic all with the same
constants (A, A) and smooth in x, such that for U(g solving

tr(A°(z)D?UY) =0, in Q
Ul=¢ on 0,
we recover
1US — Upll ey — 0 as & — 0.
Proof of Lemma 5.2. Again, as mentioned above, we present only a sketch of the proof that comes

from [19, Prop. 2.2].
Here are the steps:
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(1) Approximate M~ by smooth concave functions, M~ giving w* that solve the smoothed
equation. For eventual limiting operations via the stability of viscosity solutions, this
requires that M~ — M~ uniformly on compact subsets of S((n + 1) x (n + 1))

(2) Linearize M~* over w*, and use the fact that w* are C2%(Q) (see e.g. [9]), which can be
done explicitly as

1 aM—,k
o 0P
(3) Extend af;j to all of R as simply aﬁj (x) = 05 for all x ¢ Q (note § is the Kronecker

delta symbol).
(4) Mollify aﬁ ; to be smooth, denoting them as af,’]m.

(5) Taking the matrix AF™ = (a?&m), solve the equation

k
ai,j(w) =

(sD*w"(x))ds.

tr(APm D2k ™) =0 in Q
wh™m = ¢ on 0f).

(6) Confirm that there exists a subsequence wk — Uy uniformly in Q as k — oo, as well as a
subsequence w*™ — w* uniformly in Q for k fixed and m — oco. In both cases, one can
invoke, for example C estimates, as all of these functions are uniformly bounded with a
common bound. The first convergence and stability result uses regular viscosity solutions
theory, and the second convergence uses the the LP viscosity solutions theory in e.g. [6].
We note that the limit in both cases uses the fact that viscosity solutions are stable and
that the limit equations have unique solutions.

We briefly remark that the reason for invoking the LP theory is that it is not known how good
are the coefficients aﬁ ; in the vicinity of 0f). Tt seems reasonable in this lemma to want to keep
the same boundary values throughout the whole process. We note that if it so happens that
¢ € C2%(09), then one can use regular viscosity solutions for both convergence arguments, as
this would produce w* € C*%(€)), and hence aﬁj € CYQ). O

This next lemma is a simple exercise for constructing a sequence of balls linking points in €2,
each of whose radius is a (fixed) multiple of the previous. For C? domains, it is a simpler property
than the Harnack chains that are used in [31], but we keep the same name nonetheless. We omit
the proof.

Lemma 5.3 (The Harnack chain distance). If 99 is bounded and C?, then there is a universal
Ry so that if r > 0 is fized, and y € Q and x € QN Br,(y), with d(y,0Q) > 2r and d(x,00Q) > 2r
then x and y can be linked by a Harnack chain based on balls of multiples of radius, r, so that
N = #{balls in the chain} < C; log(w). Here, the constants C1 and Ca are independent
from r, and they depend only on n, A, A.

(We note that by Harnack chain based on balls of radius r, we mean a sequence of balls that
successively overlap, twice each is contained in €2, the first contains y and the last contains x, and
all of their radii are multiples of r.)

In the next couple of results, in investigating the Harmonic measure of B2T1(h) N Q, it will be
useful to use an auxiliary ball that is actually inside €2, and has both a size and distance to 92
that are comparable to . We call this ball, B,., and we record its definition here:

Definition 5.4. Given h € 9Q and B (k) N Q, the auziliary ball is B, = B* (h + 4r - v(h))
(recall v(h) is the inward normal vector at h). We will call h = h + 4r - v(h)
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The next two results apply to any operator of the form Lu(x) = tr(A(x)D?u(z)) such that A
is smooth and uniformly A, A-elliptic. The resulting bounds depend only on dimension and A, A.
However, we only use them for the A% produced by Lemma 5.2, and so that is how we will present

their results. The next two lemmas are a blending of ideas from [36, Section 5] and [10, Appendix
BJ.

Lemma 5.5. Let A% be as in Lemma 5.2 and G be the Green’s function for A% in Q. Ifx e,
h € 0Q, |z — h| =1, r is small enough, d(z,0Q) > 2r, and B, is the ball B*(h + 4rv(h)) C Q,
then there exists a universal m > n and C so that

1

r
)< = J :
C’(l) <3/ G’(x, z)dz

T

Lemma 5.6. Let A° be as in Lemma 5.2, GO the Green’s function for A% in Q, and w° be the
harmonic measure for A% in Q. If x ¢ B*t(h + 4v(h)), and r is small enough,

1
we (B (R) N OQY) > > /B GO (z, 2)dy,

where as above we are using B, = BM(h + 4v(h)).

Remark 5.7. We believe it may be worth noting that although the result claimed in Lemma 5.5,
especially if x approaches 052, seems strange, there is mo contradiction in the inequality. Even
though one expects fér G(x,2)dz < cr?d(xz,0) (as will be apparent from the subsequent proofs,
combined with boundary behavior), there is a restriction for the Harnack chain that d(xz,0Q) > 2r.
Thus, in the worst case, if we take d(x,00Q) = 2r, we see that Lemma 5.5 will imply c(r/1)" <
d(z,08) = 2r, and this inequality does not cause a problem. The usefulness of the inequality will
be when d(z,08) is of order I, which is much larger than r.

First, we will prove Lemma 5.5.

Proof of Lemma 5.5. Let x, h, and r be fixed as in the statement of the lemma. Let us define the
function

wy) = [ G‘S(y,z)dz:/ ]lBT(z)G‘S(y,z)dz. (5.12)
B, Q

That is to say, that by definition, w is the unique function that solves

{LAMU =1z inQ

5.13
w=20 on 0f). ( )

First, using a comparison argument, we will get a lower bound on w in B,. Then we will iterate
it using a Harnack chain until we reach z.
Let us recall h = h + 4r - v(h). We note that for an appropriate choice of 6 (depending only on

<12
n, A, A), the function p(y) = 6(r? — ‘y — h‘ ) satisfies

Lysp>—1g in B, and p =0 on dB,.
Thus, by comparison, we have obtained that

7 3 2 15 n+l/7
w(h) > 167" , in =B, = Br/g (h).

|
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~ ~

Now, using a barrier for L,su = 0 in By (h) \ B:f;gl(h), we can conclude that

2 - n+17,
w > cpfr® in B3T/2h.

By iterating Harnack’s inequality in a Harnack chain of balls proportional to B,., we see that if N
is the number of such balls required to link h to z, then there is a universal C' > 1 (arising from

the Harnack inequality) so that
1\
w(z) > <C> or2.

Thus, invoking the Harnack chain bound in Lemma 5.3, we see that

1 Cq log(%)
> 0r2.

w(z) > (C
n = —log <<é>01> ;
()

Hence, we see that for another, universal, C,

w(z) > C (%)nr?

Dividing by 2, relabeling C, and recalling (5.12) conclude the lemma. O

By setting 7 as,

we see then that

Before we give a proof of Lemma 5.6, we will need a result about a barrier function. We will
use the fact that because {2 has the uniform exterior ball condition, given a point, h € 02, we can

choose an annulus, for constants ¢y and R that depend only on €2, so that for an appropriate g,
Q C BE M (yo) \ B (yo) and B2 (yo) is tangent to 9 at h € 0N

Lemma 5.8. Assume that cg > 0 and r > 0 are given, with r < cg. There exists a function, 1,
that solves in the viscosity sense,

M () < =1 for co—r < |z| < co+ 5,
MF () <0 for co—r < |,
with

¥ >0 i R and sup (¢) < er’.
Rn+1

The proof of Lemma 5.8 is an explicit calculation, and we defer its proof until after the proof
of Lemma 5.6.

Proof of Lemma 5.6. This proof appears, for example, in the proof of [36, Lemma 5.18]. We give
slightly more detail here. We recall that

B, = B™™(h 4 4v(h)).

Let z, h, and r be fixed as in the statement of the lemma. Let us recall the function, w, as
described in (5.12) and (5.13).
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For simplicity, for y € Q let us just call v(y) = wy(B*T1(h) NON). We know from the definition
of harmonic measure that v satisfies

LA6U =0 in Q
vV = ]].B:jkl—l(h)mﬂ on 89

We wish to establish the lemma by the following two claims, followed by the maximum principle
in Q\ B,, as v and w satisfy the ordering

v|ag > 0 = w|sq.

Claim 1: for some universal ¢ > 0, w satisfies the estimate sup B, W= cr?.

Claim 2: for some universal ¢ > 0, infz v > c.

First, we address claim 1. We use the exterior ball condition for {2 with balls of radius, co.
Thus, there is some h ¢ €2 so that B?OH(h) C Q€ and is tangent to O at h. After an appropriate
translation, we see that the function, 1, from Lemma 5.8 can be made to be a super solution in
the set, |y| > co —r (as M1 > L 459, by definition of M ™), which contains 2. Furthermore, by
construction, after a translation, we will have Mty < —1 in B,. Hence, this translation of 1 is a
super solution for the same equation as w, and that by construction, ¥ > 0 on 9€2. Hence claim
1 follows from the comparison theorem for L 45 in © and the estimate that sup(¢)) < er?.

To see why claim 2 is true, we invoke [36, Lemma 5.3] (which also comes from [18]), for the
function (1 —v), first in B, 5(h) N Q. That is to say that since supp o(1 —v) < 1, we see that
for some universal &

for 21 = h+ (L), (1—v(m)) < @)&

In other words, v(z1) > 1 — (1/2)%. Now, for example, with

5 7
x2:h+§u and x3:h+§y,

using a ball of radius 3r/16, we see that Harnack’s inequality applies so that

1. -
1—(5)"<wv(@1) < sup v<C inf < Co(zs)
2 Bs,16(z2) Bar/16(22)

Repeating this process three more times (with slightly larger radii) gives that if y € B,, inf BV
1

ok
Now, to conclude the theorem, we see that after multiplying by an appropriate universal con-

stant,
C _
v(y) > Zw(y) for all y € B,.
r
Hence, by the above observation that v and w solve the same equation (with zero right hand side)
in @\ By, we conclude that

C ~
v(y) > T—Qw(y) for all y € Q,

and this implies them lemma, taking y = x. O

Finally, we are in a position put the steps together to prove Theorem 1.5 part (i)(b).
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Proof of Theorem 1.5 part (i)(b). We first assume that z € 9Q, h € 9Q, r > 0 are fixed, that
x # h, and r < (d(x,h))/10. For this part of the proof, it is easiest to assume that d(z,h) is
small enough so that if [z — h| = [, then x + lv(z) € Q and By (z + lv(x)) € Q. This is not
a restriction, as we have already assumed that €2 is bounded and 99 is C2. (We also note an
intentional switch to using |z — h| in this section as we can assume this is comparable to d(z, h).)
We note that just as above, we shall assume that ¢ is smooth and
¢ 2 Lpntigyne-

The result will follow by taking a sequence of such ¢, decreasing to 1p (3), but we suppress the
sequence for now to keep the notation to a minimum. The key properties of ¢ that we assume are

¢(x) =0, and Vo¢(z) =0.

We now remind the reader that for this part of the theorem, if p% are as in (5.1) (which is given
by the first part of the theorem), we must show that

S cr'
~ d(z, b))t
According to our choice of ¢, combined with the formula in (5.1), and that Vo(x) = ¢(z) =0,
LY (g,2) = | ()" (x,dz).
o0

Thus, in other words, our goal can be recast as showing

L (¢, )

u (B (h) N Q)

S cr’

~d(x, byt

and hence since the lower bound uses only that ¢ > 1 BI L (r)nQ the claim will follow by letting ¢
decrease pointwise to 1 B (ne Again, as above, this lower bound can be obtained by finding

a lower bound for the extremal operators, per Proposition 5.1. Thus, Proposition 5.1 shows the
following estimate will suffice:

M= (6,20) > — (5.14)
S A |
where we recall the D-to-N extremal operator, M ~, defined in 3.1.
Now, assume that Uy is the unique solution of
M~=(Us,y) =0 in Q
Us,9) N (5.15)
Uy =09 on 0f).

We will focus on the values of Uy(), where Z is chosen so that
T =x+lv(x) recall (I = |z — hl).
Invoking barriers, such as those of the form C(d(y,99Q) + cd(y, 9Q)?), which are subsolutions to
(5.15), we see that if we can show that
Ug(2) > C (%)” (5.16)
then it follows, with linearly growing barriers, that

d(y, 00) (%)77

Up(y) > C z
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Hence, as soon as we obtain (5.16), it follows that

> o
which is exactly what is needed, via M~ (¢, x) to obtain (5.14).

Given that the goal in (5.14) is a pointwise bound, and given that we can approximate Uy and
(5.15) via solutions to linear equations to smooth coefficients using Lemma 5.2, it suffices to show
that the Ug in Lemma 5.2 also enjoys

9, Ug ()

Ul(#) > C (;)"

However, this last equation follows immediately from Lemmas 5.5 and 5.6, combined with the
fact that ¢ > 1 B (h)nQ and using the comparison principle for the functions Ug(y) and v(y) =

wy (BI+(h) N 09). 0

Remark 5.9. The reader should see, through the details of the proof, that in the nice case of
linear equations with Hélder coefficients, we will recover n = n. Indeed, in Lemma 5.5, this result
follows immediately from the estimates on Green’s functions invoked in Section 4. However, in the
absence of these estimates, the seemingly only available tool was Harnack’s inequality, at which
point multiple invocations of it will lead to some n that is expected to be significantly larger than n
(this is in Lemma 5.5). This means that in the nonlinear setting, the Lévy measures may assign
a much smaller mass to balls than in the linear case with Hélder coefficients.

To conclude this section, we will give the calculation that leads to the barrier in Lemma 5.8.

Proposition 5.10. Given any b > 0, there exists e > 0 and ag < 1/2 that are independent from
b and depend only on A\, A, n, such that there exists a function, f, that solves in the wviscosity
sense:

f>0 in R
MT(f) <0 for |x| > agh

and

MT(f) < —eo for apb < |z| < g

proof of Proposition 5.1. We first begin with the function, g, defined as

f—tt—b) ifteo,d)
g(t)_{’f if ¢ [, 00).

We will construct f as

f(z) = g(|z]).
Thus, computing derivatives, we see that
T 2 e .
o g"(2) 5 + g2l (- ) ifi=
Oz0z; )
’ J g”(|§C|) ‘x|3] - g/(|$’) ‘:)3|3] lf 1 # VE

Furthermore, since f is a radial function and M™ is a rotationally invariant operator, it suffices
to check the equation only for M (f, te;). First, we do this for the case of t € (0, %)
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Plugging in = te; to the second derivatives of f shows
J't)  ifi=j=1
———(ter) =gt fi=j#1
0 otherwise.

0% f
0x;0x;

Thus, computing M*(f,te1) (recall z € R"*1) we get
MF(f,ter) = nAg (8)t ™" + Ag" (1)
b
=nA(-2+ ;) — 2\,
where we note we have used that ¢’(t) > 0 when ¢ € (0, %) We now see that

71 _ . Jr _
t_l}l(g%) g ()t =0, and hence t_l}l(gr}Q) MT(f, ter) = =2,
Thus, to be concrete, we may choose €9 = A, from which the existence of ag < % follows from the
fact that M™T(f, teq) is strictly decreasing for ¢t < % and sufficiently close to g.

The previous calculation verifies the claimed inequality for M*(f,z) for |z| € (agb, 3). In order
to confirm the remaining cases of x, we simply note that at all x with |z| > aob, we have that f
is either twice differentiable at x, or any test function, ¢, must satisfy D2¢(x) < 0 at any points
where f — ¢ attains a minimum. Hence we obtain the the equation for |z| € (agb, 00). (We note to
the reader that avoiding a neighborhood of z = 0 is intentional, as f can be touched from below
by functions with a positive Hessian there.) This concludes our proof. ([l

Now that we have the basic function, f, the proof of Lemma 5.8 follows as a simple corollary.

Proof of Lemma 5.8. Starting with the function, f, and b = 12r, from Proposition 5.10, the
function ¥ can be constructed using suitable choices of a dilation, a shift, and a multiplication
by a constant. Furthermore, all of these operations depend upon and change f by only factors
that are universal in the sense of depending on the exterior ball radius, c¢o, and A, A, n. Since, by
construction, f enjoys the bound, sup f < b?/4, we see that after these transformations, we will
retain ¢ < er? for some universal c. ]

6. COMMENTS ON MORE GENERAL BOUNDARY CONDITIONS

For elliptic equations, such as (1.1) with F as in (1.2)—(1.4), two of the most natural boundary
conditions (depending upon whom is asked) would be U|sq = ¢ and 9,U = g. This paper, of course
gives a description of the link between the two. However, the Neumann condition, 0, U = g, is just
the prototype of this family, and there are many other possibilities, such as oblique, capillarity,
geometric, and Robin:

B(x)
Ulz) = g(z)y/1+ VU (2)]*
(x

) = 9(x) VU ()]
9, U(x) = g(x)U ().

In all cases, these types of boundary conditions can be written generically as

G(z,U,VU) =0,

-VU(z) = g(x), with B(z) -v(z) > A >0
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where G is increasing with respect to 9,U. The requirement that G is increasing comes from the
fact that G is used in conjunction with an elliptic equation, for which the comparison principle is
essential, and hence the relevant G all also enjoy this monotonicity property with respect to 9,U.
This means the standard assumption is that

G(x,r,p+ cv(z)) — G(x,r,p) > Ac¢ (or, more generally, > 0),

combined with natural growth restrictions jointly in the x,r,p variables. There are many works
on this topic, but we point to Barles [1], Lieberman-Trudinger [39], and [40] for a sample of results
and more references.

The key point about these more general Neumann-type operators, G, is that they all obey the
global comparison property, and under natural ellipticity assumptions, it is not hard to check that
they too, just as with Z, will be Lipschitz mappings of C1(9€) — C*(9€). What this means in
the context of our operator, Z, is that many, if not all of the results of Theorems 1.1 — 1.5 should
have direct analogs to the case of the operator, G, which is defined as

G(d,x) = Gz, (), VUy()),

where Uy is as in (1.1) and G is as above.

7. OPEN QUESTIONS

We believe there are at least a few natural open questions that arise as a result of Theorems
1.1-1.5. Here we briefly explain some of them.

Lack of symmetry. Even in the case of a flat domain, ) = Rfrl, one does not expect the
resulting integro-differential operators to have symmetric kernels in the sense that k(x,z — h) =
k(x,z+ h) (or in the nonlinear case u(z, By(x+h)) = pu(x, By(z —h))). In the linear case, one can
see this immediately from the fact that if you set = 0, then, except in special circumstances, one
will have Uy # Ug(—.) (or, more importantly, one would need equality with reflected data at all
x). This suggests that both a nonzero drift term, b, and the lack of symmetry of p is inevitable.
Thus, going forward, it will be important to characterize this lack of symmetry in a precise way.
Furthermore, we suggest that this drift and lack of symmetry will also be present in the case of
nonlinear equations, even for the D-to-N operators for the Pucci operators. Does it correspond to
any assumptions that are similar to those in [11], [13], or [45]7 Or is it a different type altogether?

Furthermore, there will be another source that destroys the symmetry of the Lévy measures
from the curvature of 02 when 92 is not flat. This effect also needs to be made precise.

Regularity theory on manifolds. As mentioned in the introduction, one of the attractive
features of viewing some operators from an integro-differential viewpoint is the possibility to invoke
regularity results that depend on minimal assumptions on the Lévy measure (these are referred to
as Krylov-Safonov type results in Section 1.4). As it currently stands, to the best of our knowledge,
there seem to be no such results when 2 is anything other than RTFI (meaning Z acts on functions
on R™). It should be useful in the future to have analogs of the results mentioned in Section 1.4,
appropriately modified to account for the correct assumptions that would be found by making the
lack of symmetry precise.

Regularity theory with different lower bounds on p. The property (i)-b of the integro-
differential operators resulting from Theorem 1.5 is new for the existing literature. Presumably
regularity results are obtainable for such situations, but at the moment, it is a completely open
question.
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