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Abstract. Our recent study of multi-physical modeling and multi-scale com-
putation of nano-optical responses is presented in this paper. The semi-
classical theory treats the evolution of the electromagnetic (EM) field and

the motion of the charged particles concurently by coupling Maxwell equa-
tions with Quantum Mechanics. A new efficient computational framework is
proposed in [1, 2] by integrating the Time Dependent Current Density Func-
tional Theory (TD-CDFT), which leads to the coupled Maxwell-Kohn-Sham

equations determining the EM field as well as the current and electron densities
simultaneously. In the regime of linear responses, a self-consistent multi-scale
method is proposed to deal with the well separated space scales. Related recent
research on developing adaptive Finite Element Methods for the Kohn-Sham
equation [3, 4] is also discussed.

1. Multi-Physical Modeling and Nano-Optics

The study of optical responses of nano structures has generated a lot of interest
in the development of modern physics. When the optical device is of nano scale, the
macroscopic theory for the electromagnetic (EM) field based on constitutive rela-
tions can not faithfully capture the microscopic and nonlocal characteristics of the
light-matter interaction. In this case, it is necessary to consider the quantum me-
chanical description of the current and charge densities. Quantum Electrodynamics
(QED) [5] is able to give a complete description of the interactions between pho-
tons and electrons. However, the high computational expense prohibits QED from
applications. The semi-classical theories [6, 7, 8] combine the classical treatment
of the EM field and the first principle approach for the charged particles. Different
from QED, in a semi-classical theory, the EM field is not quantized and its time
evolution is described classically by the Maxwell equations. In the meantime, the
motion of charged particles is determined quantum mechanically by Schrödinger
equations. To avoid solving the high dimensional many body Schrödinger equation
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involved in the semi-classical theory, in [1, 2], we adopted the Time Dependent
Current Density Functional Theory (TD-CDFT) [9, 10] to further simplify the
model and its computation.

1.1. The semi-classical theory for nano-optics. The semi-classical the-
ory for nano-optical responses combines classical treatment of the EM field and
quantum mechanical description of the charged particles. The evolution of the EM
field can be determined by Maxwell equations. In terms of the vector potential A
and scalar potential φ, under the Coulomb gauge ∇·A = 0, the Maxwell equations
have the form:

(1.1)

1

c2
∂2A

∂t2
−∇2A+

1

c

∂(∇φ)

∂t
=

4π

c
j,

−∇2φ = 4πρ,

where c is the speed of light in vacuum, and j and ρ are the current density and
charge density related by the continuity equation:

(1.2) ∇ · j+
∂ρ

∂t
= 0.

The electric and magnetic fields, E and B, can be evaluated by

(1.3) E = −∇φ−
1

c

∂A

∂t
, B = ∇×A.

Notice that in the Maxwell equations, ρ and j serve as input to compute the EM
field. In a classical macroscopic model, they would be determined by the so called
constitutive relations as local functions in terms of E and B. When the size of
the sample is of nano scale such that the spatial structure of the resonant states
is comparable to or even larger than the wavelength of the light, a microscopic
nonlocal treatment must be considered.

Quantum mechanically, the motion of the charged particles is governed by
the Schrödinger equation. For a system consisting of N electrons moving under the
influence of a given transverse EM field represented byA, the general nonrelativistic
Hamiltonian takes the form [5, 8]:

(1.4) HM =
1

2

∑

l

[

pl +
1

c
A(rl)

]2

+
∑

l

v(rl) + U,

where rl and pl are the coordinate and conjugate momentum of the lth elec-
tron, v(r) is the single particle external potential due to the nuclei, and U =
1
2

∑

l 6=l′
1

|rl−r
l′
| is the mutual Coulomb interaction among electrons. For simplicity,

we will assume the Born-Oppenheimer approximation to separate the electronic
motion and the nuclear motion for the molecular structures under consideration.

After the incident light is applied, the system will evolve according to the time
dependent Schrödinger equation

(1.5) i
∂ψ(r1, ..., rN , t)

∂t
= HMψ(r1, ..., rN , t).

The current density j(r, t) and electron density ρ(r, t) can be computed through
solutions of (1.5) using

(1.6) j(r, t) =< ψ|̂j|ψ > and ρ(r, t) =< ψ|ρ̂|ψ >,
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with the current density operator ĵ and electron density operator ρ̂ being given
respectively by

(1.7)

ĵ = −
1

2

∑

l

[

plδ(r− rl) + δ(r− rl)pl

]

−
1

c

∑

l

A(rl, t),

ρ̂ = −
∑

l

δ(r− rl).

Notice that in Schrödinger equation (1.5), A acts as parameters for computing
the wavefunction ψ, which will give all physical observables including current and
electron densities.

In the semi-classical model, the system is completely described by (A, φ) and ψ,
which affect each other through the coupled Maxwell equations (1.1) and Schrödinger
equation (1.5). Therefore they must be determined self-consistently so that equa-
tions (1.1) and (1.5) are solved concurrently, which will give rise to the evolution
of the EM field and the motion of electrons simultaneously.

1.2. Time dependent current density functional theory. Although the
semi-classical theory greatly simplifies the modeling of light-matter interactions at
the nano scale, it still poses a significant numerical challenge to solve the high
dimensional many body Schrödinger equation involved. Notice that solving the
Maxwell equations (1.1) only requires the input of much simpler quantities of the
current density j and electron density ρ. One efficient way to obtain numerical
approximations of (j, ρ) is the Time Dependent Current Density Functional Theory
(TD-CDFT). The advantage of TD-CDFT is that by restricting to the current and
electron densities that are functions of only 3D spatial variables, the computational
cost can be greatly reduced.

In TD-CDFT, a system of time dependent Kohn-Sham (KS) equations can be
derived in the following form:

(1.8) i
∂ϕl(t)

∂t
= HKS

M (t)ϕl(t),

with the following Hamiltonian:

(1.9) HKS
M (t) =

1

2

[

p+AKS(r, t)
]2

+ vKS(r, t).

The time dependent KS potential in the above Hamiltonian is given by

(1.10) vKS(r, t) = v(r, t) + vH(r, t) + vxc(r, t),

with vxc(r, t) representing the time dependent scalar xc-potential, and

(1.11) AKS(r, t) =
1

c
A(r, t) +Axc(r, t),

where A is the vector potential for the external EM field and Axc(r, t) is the vector
xc-potential. The electron density and the current density can be given by

(1.12) ρ(r) =
∑

l

fl|ϕl(r)|
2
,
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and

(1.13)

j(r, t) = −
i

2

∑

l

fl

[

ϕ∗
l (r, t)∇ϕl(r, t)− ϕl(r, t)∇ϕ

∗
l (r, t)

]

+
∑

l

fl|ϕl(r)|
2
AKS(r, t),

where fl is the occupation number.

1.3. The Maxwell-KS system. We can incorporate the TD-CDFT into the
semi-classical theory by replacing the current density and the electron density (1.6)
given by solutions of the Schrödinger equation with those obtained by TD-CDFT
using (1.12) and (1.13). Therefore the Maxwell equations (1.1) and the time de-
pendent Kohn-Sham equations (1.8) form a coupled system for the EM field (A, φ)
and the current and electron densities (j, ρ) as they are functionals of each other,
i.e.,

(1.14)

{

(A, φ) = M
[

j, ρ
]

;

(j, ρ) = T
[

A, φ
]

,

which suggests that they must be determined self-consistently. From now on, we
will refer the above equations as the Maxwell-Kohn-Sham (Maxwell-KS) equations
for nano-optics.

For most applications in nano-optics, the induced EM field is varying on a
much larger scale than the induced current and electron densities, when the wave-
length of the induced EM field is comparable to or larger than the size of the nano
structure. Numerically, the mesh size required for the accuracy and stability of
solving the Maxwell equations is much larger than the domain we need to handle
with TD-CDFT. As a consequence, the coupled Maxwell-KS system can be very
ill-conditioned after direct space discretization.

2. Linear Response Theory

The linear response of the Maxwell-KS system (1.14) will further facilitate the
computation. In the regime of linear responses, the self-consistent calculation of
(A, φ) and (j, ρ) results in a simple linear system of equations that will allow us to
work in the frequency domain.

2.1. Linearized Maxwell-KS system. Rewriting Maxwell equations in the
integral form through Green functions shows that the EM field is actually linear
functionals of the electron and current densities. On the other hand, the linear
response theory of TD-CDFT [11, 12, 13] describes the linear relation between
the input of the EM field and the output of the microscopic quantities. Combining
both theories will lead to the following linear system for the induced EM field (δA,
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δφ) and the induced electron and current densities (δj, δρ):

(2.1)















































































δA(r, ω) = −
1

c

∫

G(r− r′)δj(r′)dr′,

δφ(r, ω) = −

∫

δρ(r′)

|r− r′|
dr′,

δj(r, ω) =

∫

(

χjj(r, r
′, ω)− χjj(r, r

′, 0)
)

· δAKS(r
′, ω)dr′

+

∫

χjρ(r, r
′, ω)δvKS(r

′, ω)dr′,

δρ(r, ω) =

∫

χρj(r, r
′, ω) · δAKS(r

′, ω)dr′

+

∫

χρρ(r, r
′, ω)δvKS(r

′, ω)dr′,

where the vector and scalar potentials, δAKS and δvKS , are linear functionals in
terms of δA, δj and δρ such that

(2.2) δAKS(r, ω) =
1

c
(A0(r, ω) + δA(r, ω)) +

∫

fxc(r, r
′, ω)δj(r′, ω)dr′,

and

(2.3) δvKS(r, ω) =

∫

δρ(r′, ω)

|r− r′|
dr′ +

∫

fxc(r, r
′, ω)δρ(r′, ω)dr′,

with fxc = δAxc/δj and fxc = δvxc/δρ being the tensor and scalar xc-kernels
respectively. Note that (δj, δρ) in the above equation satisfy the the continuity
equation in the frequency domain such that

(2.4) δρ =
1

iω
∇ · δj .

The tensorial Green function G can be given as

(2.5) G(r− r′) =
eiq|r−r

′|

|r− r′|
I+

1

q2

(

eiq|r−r
′|

|r− r′|
−

1

|r− r′|

)

∇′∇′,

where q = ω/c is the wavenumber in vacuum. The linear response function is given
by

(2.6)

χαβ(r, r
′, ω)

=
∑

ia

fi

[(

ψi(r)αψa(r)ψa(r
′)βψi(r

′)

ǫi − ǫa + ω

)

−

(

ψi(r)αψa(r)ψa(r
′)βψi(r

′)

ǫa − ǫi + ω

)∗]

,

where i and a run over the occupied and unoccupied KS orbitals, respectively. The
electron density operator ρ = 1 and the following paramagnetic current density
operator should be substituted for α and β in (2.6):

(2.7) jp = −i(∇−∇†)/2,

with ∇† acting on all terms to the left.
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2.2. P -matrix formulation. To further simply the notations, we choose the
following spectral representations for the current and electron densities:

(2.8)



















δj(r, ω) =
∑

ia

fi
−ω

ǫi − ǫa
ψi(r)jpψa(r)

[

Pai(ω)− Pia(ω)
]

,

δρ(r, ω) =
∑

ia

fiψi(r)ψa(r)
[

Pai(ω)− Pia(ω)
]

,

with the P -matrix elements defined to be

(2.9)

Pml(ω)

=

−ω

ǫl − ǫm

∫

ψm(r)jpψl(r) · δAKS(r, ω)dr+

∫

ψm(r)ψl(r)δvKS(r, ω)dr

ǫl − ǫm + ω
,

for {m, l} = {i, a} or {a, i}. Substituting (2.8) into the first two equations in (2.1)
leads to

(2.10)



































δA(r, ω) =
∑

ia

fi
ω

c(ǫi − ǫa)

×

∫

G(r− r′)ψi(r
′)jpψa(r

′)r′
[

Pai(ω)− Pia(ω)
]

,

δφ(r, ω) =
∑

ia

fi

∫

ψi(r
′)ψa(r

′)

|r− r′|
dr′
[

Pai(ω)− Pia(ω)
]

.

By eliminating (AKS , vKS) and (δj, δρ) in (2.2)-(2.3), (2.8) and (2.9), we arrive at
a linear equation satisfied by the elements of the P -matrix such that for n and n′

running over occupied and unoccupied orbitals, we have

(2.11)



























































































Pnn′(ω) −
∑

ia

Knn′,ia(ω) +Mnn′,ai(ω)

ǫn′ − ǫn + ω
Pai(ω)

+
∑

ia

Knn′,ia(ω) +Mn′n,ia(ω)

ǫn′ − ǫn + ω
Pia(ω)

=
−q

(ǫn′ − ǫn + ω)(ǫn′ − ǫn)

∫

ψn(r)jpψn′(r)A0(r, ω)dr,

Pn′n(ω) −
∑

ia

Kn′n,ai(ω) +Mn′n,ia(ω)

ǫn − ǫn′ + ω
Pai(ω)

+
∑

ia

Kn′n,ai(ω) +Mnn′,ai(ω)

ǫn − ǫn′ + ω
Pia(ω).

=
−q

(ǫn − ǫn′ + ω)(ǫn − ǫn′)

∫

ψn′(r)jpψn(r)A0(r, ω)dr,

where the coupling matrix Knn′,ia is given as

(2.12)

Knn′,ia(ω)

=
ω2fi

(ǫn′ − ǫn)(ǫi − ǫa)

∫

ψn(r)jpψn′(r)fxc(r, r
′, ω)ψi(r

′)jpψa(r
′)drdr′

+ fi

∫

ψn(r)ψn′(r)

(

1

|r− r′|
+ fxc(r, r

′, ω)

)

ψi(r
′)ψa(r

′)drdr′,
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and the radiative correction Mnn′,ia has the form:

(2.13)

Mnn′,ia(ω)

=
−ω2fi

c2(ǫn − ǫn′)(ǫi − ǫa)

∫

ψn(r)jpψn′(r)G(r− r′)ψi(r
′)jpψa(r

′)drdr′.

The above formulations (2.11) can be put in a compact form for the P -matrix
elements:

(2.14)

[(

S T
T S

)

− ω

(

I 0
0 -I

)](

P
P’

)

=

(

F
-F

)

,

with

Pnn′ = Pnn′ , P’n′n = Pn′n,

Snn′,ia = δinδan′(ǫi − ǫa)−Knn′,ia −Mnn′,ia,

Tnn′,ia = Knn′,ia +Mnn′,ia,

Fnn′ =
q

ǫn′ − ǫn

∫

ψn(r)jpψn′(r)A0(r, ω)dr.

Furthermore, if we denote Pnn′ = Pnn′ − Pn′n, then from (2.14) by addition and
subtraction, we can get a linear system on Pnn′ such that

(2.15) (S − ω2I)P = F ,

with

(2.16)
Snn′,ia = δinδan′(ǫi − ǫa)

2 − 2(ǫn − ǫn′)(Knn′,ia +Mnn′,ia),

Fnn′ = 2(ǫn − ǫn′)Fnn′ .

The radiative correction Mnn′,ia is a consequence of the coupling of Maxwell
equations and the linear response theory of TD-CDFT. Without the first two equa-
tions in (2.1), there will be no Mnn′,ia in (2.14), which will be reduced to the
standard linear response within TD-CDFT [13].

2.3. Resonance conditions. Besides the self-consistent determination of the
induced EM field and current density, the linear system (2.14) (or equivalently
(2.15)) also enables us to determine the resonant eigenmodes of the nano-optical
structure. Resonant eigenmodes exist for particular frequencies such that the ma-
trix in (2.14) or (2.15) is degenerate, which are called self-sustaining (SS) modes
[8]. The resonant structure of optical spectra in general can be determined by the
SS modes. Therefore, we can solve

(2.17) det

((

S T
T S

)

− ω

(

I 0
0 -I

))

= 0, or det
(

S − ω2I
)

= 0,

to determine the eigenfrequencies ω. In particular, we can treat it as an eigenvalue
problem to determine the eigenfrequencies ω for the above matrix to have zero
eigenvalues.
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3. The Self-Consistent Multiscale Method

The Maxwell equations are solved on a much larger domain with a coarse grid
compared with the smaller domain and a finer grid for TD-CDFT. In order to
deal with the multiscale challenge, we propose a multiscale scheme which consists
of two solvers: TD-CDFT serving as a micro solver Tl for the current density
and the electron density and a macro solver Md for the Maxwell equations. A
self-consistent iteration is adopted to find the solution of the coupled system (2.1),
which will lead to the following procedure:

(1) Micro solver: at each step indexed by k, with inputs (δAk, δφk), update
the induced current and electron densities through the linear response of
TD-CDFT, i.e.,

(δjk+1, δρk+1) = Tl(δAk, δφk),

(2) Macro solver: with (δjk+1, δρk+1) as fixed parameters, solve the Maxwell
equations to update the EM field such that

(δAk+1, δφk+1) = Md(jk+1, ρk+1),

(3) Repeat until a self-consistent solution is reached.

The micro-solver Tl can be designed to first solve the equation for the P -matrix
(2.15) then obtain the current and electron densities through (2.8). The matrix-
vector product Sk · P can be obtained for any vector P as the following:
(3.1)

[Sk · P]nn′ =(ǫn − ǫn′)2Pnn′ + (ǫn − ǫn′)

∫

ψn′(r)ψn(r)δvKS(r)dr

+ 2ω
(

∫

ψn′(r)jpψn(r)δA(r)dr+

∫

ψn′(r)jpψn(r)δAxc(r)dr
)

,

where the right hand side is determined by δAk and δφk through (2.2)-(2.3). Due
to the self-consistent structure of the above algorithm, we do not have to pursue
an exact solution of (2.15). Instead, a Krylov subspace method will be used to
solve (2.15) approximately. For the macro-solver, we can choose a standard scheme
such as Finite Difference Method, Finite Element Method, Fast Multipole Method,
etc. At each iteration, linear interpolation is used to provide the missing data due
to the mismatch between the macro and micro meshes, which essentially allows
communications between the macro variable of the EM field and the micro variable
of the current and electron densities. The initial EM field (δA0, δφ0) can be chosen
to be the incident light.

4. Numerical Examples

We present a model calculation of resonant Scanning Near-Field Optical Mi-
croscopy (SNOM) as in Figure 1. A substrate supporting the samples is modeled by
a semi-infinite local dielectric which occupies the half-space z < 0. For our numer-
ical experiments, we choose both the samples and the probe as Copper(I) chloride
(CuCl). The Maxwell equations are solved with a locally adaptively refined trian-
gular mesh. The ground state occupied and unoccupied KS orbitals are computed
with the OCTOPUS package [14]. The local density approximation (LDA) and adi-
abatic local density approximation (ALDA) are used for vxc for ground state and
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Figure 1. SNOMmodel. (a) model; and (b) example of collection
mode: dashed arrows indicate the direction of incident light.

(i) (ii)

Figure 2. Tetrahedral meshes for solving Maxwell equations:
meshes are refined near samples (i) and near probe (ii).

time dependent cases respectively [15, 16]. For simplicity, the vector xc-potential
Axc is ignored here.

We first compute the resonant conditions for the model corresponding to differ-
ent positions of the probe, which is performed by solving the eigenvalue proble as
in last section. Table 1 shows the computed lowest eigenvalues. The results show
that the position of the probe have very small impact on the resonant conditions.
Next we verify our computation of the lowest eigenvalues corresponding to different
positions of the probe. The incident field is chosen to be

(4.1) A0(r, ω) = −icp exp (iω/cd · r)/ω,

with polarization p = (px, py, pz) and incident direction d = (dx, dy, dz) such that
||p|| = 1, ||d|| = 1 and p · d = 0. With this incident field and given frequencies, we
solve (2.15) to get the induced current density and the induced EM field. Then we
compute the induced dipole moment given as

(4.2) δµ(ω) =
i

ω

∫

δj(r, ω)dr.

The induced dipole moment and the EM field are related through the linear
polarizability ~α as

(4.3) δµ = ~αδE; ~α =





αxx αxy αxz

αyx αyy αyz

αzx αzy αzz



 .

Hence we can compute ~α = δµ
δE

. In particular, we compute aver(α) ≡ (αxx + αyy + αzz)/3
at the probe. Figure 3 shows the imaginary part of aver(α). We observe a peek at



10 GANG BAO, GUANGHUI HU, DI LIU, AND SONGTING LUO

(a)
3.32 3.34 3.36 3.38 3.4

0.2

0.4

0.6

0.8

1

1.2

Frequency (ev)

|Im
ag

in
ar

y 
p

ar
t 

o
f 

av
er

(α
)|

 

 

3nm
4nm
5nm
6nm
7nm
8nm

(b)
3.32 3.34 3.36 3.38 3.4

0.2

0.4

0.6

0.8

1

Frequency (ev)

|Im
ag

in
ar

y 
p

ar
t 

o
f 

av
er

(α
)|

 

 

3nm
4nm
5nm
6nm
7nm
8nm

Figure 3. Imaginary part of aver(α) corresponding to different
position of the probe: (a) sx = 0nm, sy = 2.6nm and (b) sx =
0nm, sy = 0nm. sz is indicated in the figure.

ω ≈ 3.368(ev) which confirms that it is a resonant mode, and the result coincides
with the calculation for the eigenvalue value problem (2.17).

5. Adaptive Methods for the Kohn-Sham Equation

A lot of work has been devoted to developing numerical methods for DFT
and TDDFT . So far, the plane-wave expansion method (PWE) [17] is the most
popular. Despite its successes, the PWE method still has limitations. For example,
it is nontrivial to deal with the problem with non-periodic boundary condition, or
to implement a parallel version because of the scaling problem. These limitations
motivate the development of the real-space methods for solving the Kohn-Sham
equation such as the finite difference method (FDM) [18, 19], the finite volume
method (FVM) [20], finite element method (FEM)[21], discontinuous Galerkin
method (DGM)[22], and mesh-free method (MFM)[23].

In [3, 24], the h-adaptive finite element method is introduced for solving the
Kohn-Sham equation. Different from other adaptive methods, the mesh topology
is changed after the refinement and/or coarsening. An efficient method is necessary
to manage the mesh data, which is done by using a specific data structure for the
mesh grid. For example, a hierarchical geometry tree (HGT) is utilized for this
purpose in [3]. With HGT, the mesh refinement and/or coarsening can be easily
organized, and an efficient interpolation mechanism between two different meshes
can also be obtained. A numerical example is presented in Figure 4, in which a
diborane molecule is simulated with the total energy successfully converging to the
reference data (-52.628 a.u.). In [25], an hp-adaptive method is proposed for solving

Table 1. Computed lowest eigenvalues corresponding to different
positions of the probe: sx = 0nm, sy = 0nm or sy = 2.6nm, and
sz = (2, 3, 4, 5, 6, 7)nm.

sz 3nm 4nm 5nm 6nm 7nm

sy = 2.6nm
ω(ev) 3.36761629 3.36759775 3.36761463 3.36757544 3.36761282

sy = 0nm
ω(ev) 3.36755793 3.36761002 3.36761394 3.36760513 3.36758880
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Figure 4. Left: The isosurface for a diborane molecule. Right:
The convergence curve. In this simulation, the h-adaptive finite
element method is used.

the Kohn-Sham equation, i.e., besides locally refining and/or coarsening the mesh,
the order of the approximate polynomial is also locally enriched.

The r-adaptive method for the Kohn-Sham equation can be found in [4]. Dif-
ferent from the h-adaptive method which changes the mesh topology, the r-adaptive
method optimizes the distribution of the grid points in the mesh, while keeping the
mesh topology unchanged. The general idea is to use a geometry transformation
which maps a regular mesh on a domain to a nonuniform mesh on a different do-
main. An early attempt of the r-adaptive method for the Kohn-Sham equation
can be found in [26] based on the curvilinear coordinate method. The strategy
proposed in [4] is to use a harmonic map to optimize the distribution of the mesh
grids in the vicinities of the atoms. Compared with the curvilinear coordinate
method, the scheme with the harmonic maps can totally separate solving PDEs
from redistributing the mesh grids, which makes the code reusable for the mesh
redistribution.

6. Concluding Remarks

To study the response of a system under the influence of a weak perturbation,
it has been shown that the linear response theory is a quite efficient computational
framework. However, this is not the situation when the perturbation of a system
is significantly large. In this case, the high order terms in the response function
must be taken into account, and a time propagation method should be adopted. A
remarkable challenge for the time propagation method is that it is very demanding
computationally. Preliminary results on adaptive methods for TDDFT [27] have
turned out to be promising. A even greater challenge is to overcome the time scale
separation between the EM field and the charged particles.
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