Paraxial geometrical optics for quasi-P waves: theories and numerical methods
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Abstract

The quasi-P wave in anisotropic solids is of practical importance in obtaining maximal imaging resolution in seismic exploration. The geometrical optics term in the asymptotic expansion for the wave characterizes the high frequency part of the quasi-P wave by using two functions: a phase (traveltime) function satisfying an eikonal equation and an amplitude function satisfying a transport equation. Based on a paraxial eikonal equation satisfied by the traveltime corresponding to the quasi-P downgoing waves, two new advection equations for take-off angles provide essential ingredients for computing amplitude functions on uniform Cartesian grids. However, the radiation problem of the eikonal equation has an upwind singularity at the point source which renders all finite-difference eikonal solvers to be first-order accurate near the source. Extending an isotropic adaptive eikonal solver to the paraxial quasi-P eikonal equations can treat this singularity efficiently and yield highly accurate traveltimes and amplitudes. Numerical experiments for quasi-P traveltimes and amplitudes in transversely isotropic media with vertical symmetry axes verify that the numerical methods are efficient and accurate. © 2002 Published by Elsevier Science B.V.

1. Introduction

In modern seismic exploration for hydrocarbon reservoirs, the quasi-P wave in anisotropic solids is of practical importance in both improving maximum imaging resolution and obtaining accurate estimates of elastic parameters [1, 6, 8, 10, 11, 29, 44, 45], because shales among many others rocks are anisotropic at different length scales in the subsurface structure.

In practice, one takes surface reflection surveys and then inverts these surface reflection data by solving appropriate inverse problems. To solve these inverse problems, the industry favors the direct linearized method which seeks direct, closed form solutions by utilizing inverse scattering techniques such as the Born (or Rytov) approximation and the asymptotic ray theory [3, 4, 6, 11, 42], because the computation cost of the direct linearized method is cheaper than other methods such as nonlinear optimization technique. With the help of Fourier integral operator theory [43], the closed form solutions for the inverse problem are then obtained by analytical mappings, such as generalized radon transform (GRT), which require further asymptotic approximations [10, 41].
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The asymptotic theory originated in the field of geometrical optics [5], and the progressing wave expansion for the asymptotic method involves a “phase function” and an infinite sequence of “amplitude functions”. The phase function satisfies a nonlinear partial differential equation of first-order called the eikonal equation; the amplitude functions satisfy a sequence of successive “transport equations” [9,20]. The leading term in the progressing wave expansion can be constructed in terms of quantities which occur in the geometrical optics; therefore, the leading term is called the geometrical optics term by Keller and Lewis [20]. The asymptotic method has been successfully used to construct the asymptotic solution for acoustic wave equations [20,41], deep-water wave equations [50], Maxwell’s equations [5,20] and linear elastodynamic wave equations [2,6,7,11,16,17,25], among others.

For the linear elastodynamic wave equation in general elastic anisotropic solids, three different waves, i.e., quasi-longitudinal (quasi-P) and two quasi-transverse waves, are coupled together [16,25] for media of symmetries lower than those of transversely isotropic media. Because the quasi-P wave is of practical importance in obtaining maximal imaging resolution in seismic exploration as aforementioned, we develop theories and numerical methods for constructing the geometrical optics term (the leading term) in the asymptotic expansions for quasi-P waves in anisotropic solids, where the phase function is the so-called traveltime. To obtain the traveltime and amplitude function, we solve the quasi-P eikonal equation and a variant of the transport equation by finite-difference methods.

The eikonal equation can be solved by the method of characteristics which constructs the characteristic curves called “rays.” The traveltime function and the amplitude function satisfy linear ordinary differential equations along the rays. The methods based on the characteristic equations are called “ray-tracing methods” [7,28,40], and they work for both isotropic and anisotropic solids. But ray-tracing methods have some drawbacks. The nonuniform distribution of traveltime data from ray-tracing methods gives rise to cumbersome, expensive and inaccurate interpolations for the application in seismic imaging. Wavefront construction methods have similar difficulties [24,49].

Finite-difference eikonal solvers compute the approximate first-arrival times directly on a prespecified grid, involve rather simple data structures, and are easy to code efficiently [15,22,34,36–39,46,47]. However, extension of these methods to anisotropic wave propagations is not entirely straightforward. Qin and Schuster [35] and Eaton [14] extended the expanding-wavefront scheme developed by Qin et al. [34] to the anisotropic medium, but their extensions work only for 2D cases and have first-order accuracy only. Kim [21] proposed a second-order expanding-box eikonal solver for transversely isotropic solids, but it is not clear how to extend the approach to general anisotropic solids.

The finite-difference eikonal solvers mentioned above depend on the fact that for isotropic media the ray velocity vector, i.e., the group velocity, has the same direction as the traveltime gradient, i.e., the phase velocity, so that we can use the traveltime gradient as a reliable indicator of energy flow in extrapolating the traveltime field. However, this is not true for anisotropic media [12]. Therefore, making use of the convexity of quasi-P slowness surface, Qian and Symes [33] established a reliable indicator of quasi-P ray velocity direction without computing the ray direction by formulating a relation between the group velocity direction and the phase velocity direction. The resultant eikonal equation is the so-called paraxial eikonal equation which has a built-in reliable indicator of the ray velocity direction. Furthermore, complete algorithm details and illustrative applications are presented in [31] for solving the heterogeneous quasi-P paraxial eikonal equation by using Newton methods and finite-difference methods (see also [30]).

Because the transport equation for the amplitude in the geometrical optics term involves second-order derivatives of the traveltime function, which in turn is obtained by numerical computations, it follows that to obtain first-order accurate amplitudes the computed traveltime function itself must have at least third-order accuracy. However, the eikonal equation with a point source has an upwind singularity at the source. To obtain highly accurate traveltime functions, we have to treat this singularity carefully. Zhang [51] and Vidale and Houston [48] reported the computation results for amplitudes in isotropic solids, but their computations were based on first-order eikonal solvers so that their results were inaccurate. Qian and Symes [32] proposed an adaptive gridding method to treat the upwind singularity, furthermore they used high-order finite-difference schemes for computing the traveltimes and amplitudes in isotropic solids; their results show that the adaptive gridding approach is efficient and highly accurate. Consequently, we extend this approach to compute the traveltimes and amplitudes in anisotropic solids.
In Section 2, we give some background on geometrical optics of quasi-P waves, including the eikonal equation for traveltimes and the transport equation for amplitudes. Section 3 presents the paraxial geometrical optics theories for quasi-P waves, including paraxial eikonal equations and two new advection equations for take-off angles needed in the computation of amplitudes. Section 4 introduces second- and third-order finite-difference schemes for paraxial eikonal equations, the schemes for solving the advection equations of take-off angles, and the adaptive gridding principle. To show the efficiency and accuracy of the adaptive gridding method, Section 5 presents some numerical examples for computing traveltimes, take-off angles and amplitudes in transversely isotropic solids with vertical symmetry axes (VTI). In the following presentation the Einstein summation convention is assumed [25].

2. Background on geometrical optics

Hooke’s law states that stress \( \sigma_{ij} \) is related to strain \( e_{kl} \) by a stiffness tensor \( C_{ijkl} \); \( \sigma_{ij} = C_{ijkl} e_{kl} \). Therefore, by the symmetry of the stiffness tensor, the wave equation without body force is

\[
\rho \frac{\partial^2 U_j}{\partial t^2} = \frac{\partial}{\partial x_i} \left( C_{ijkl} \frac{\partial U_k}{\partial x_l} \right),
\]

(1)

where \( U = (U_i) \) is the displacement vector.

The progressing wave expansion [6,7,9] assumes that the solution is of the form

\[
U(x,t) = \sum_{n=0}^{\infty} A(n)(x) f_n(t - \tau(x)), \quad f_{n+1}' = f_n,
\]

(2)

where the wavefront is \( t = \tau(x) \).

As can be seen, the individual terms in (2) become smoother as \( n \) increases, so the most singular part of the wave is captured by the leading terms \( n = 0 \) and \( n = 1 \). Substituting the ansatz (2) into the wave equation (1) and equating individual coefficients of \( f_{n-2} \) to zero successively, we have a recursive system for the phase \( \tau \) and amplitudes \( A(n) \). Because the geometrical optics term consisting of the phase and amplitude function is determined by the zeroth-order term (\( n = 0 \)) and the first-order term (\( n = 1 \)), we will mainly work with these two terms.

The zeroth-order term being zero gives rise to Christoffel’s equation,

\[
(f \delta_{jk} A^0_k) = 0,
\]

(4)

which leads to the eikonal equation for the phase function \( \tau \),

\[
\det(a_{ijkl} p_ip_j - \delta_{jk}) = 0,
\]

(5)

where \( p = (p_j) = \nabla \tau \) is the slowness vector normal to the wavefront (3); \( \tau \) is the travelt ime or phase of the wave mode; \( a_{ijkl} = C_{ijkl}/\rho \) are the density-normalized elastic parameters; \( f \delta_{jk} = a_{ijkl} p_j p_l \delta_{ik} \) is the Kronecker delta. Note that all of these quantities depend on the spatial coordinate vector \( x = (x_1, x_2, x_3) \), though in this and some of the following displays this dependence has been suppressed for the sake of clarity.

Next the first-order term being zero yields

\[
(a_{ijkl} p_ip_j - \delta_{jk}) A^1_k + \rho(a_{ijkl} A^1_{kl} + \rho^{-1} (\rho a_{ijkl} A^0_k)) = 0.
\]

(6)
By the symmetry of the stiffness tensor $a_{ijkl}$ and Eq. (4), Eq. (6) is reduced to a divergence form [6],

$$
\frac{\partial (a_{ijkl} A^{(0)}_{ijkl} p_l)}{\partial x_j} = 0.
$$

(7)

By Eq. (4), $A^{(0)}$ is a multiple of the normalized eigenvector $g$ of matrix $(\Gamma_{jk})$, hence the transport equation for the amplitude function is

$$
\nabla \cdot ((A^{(0)})^2 v) = 0,
$$

where the group (ray) velocity vector $v = (v_j)$ is used,

$$
\frac{dx_j}{dt} = v_j = a_{ijkl} g_i g_k p_l.
$$

(8)

Eq. (5) is a sextic polynomial equation in the slowness vector $p$; that is, the slowness vector $p$ lies on a sextic surface, which consists of three sheets, each surrounding the origin; see Fig. 1. By using $p_i = n_i / V$, where $n = (n_i)$ is the unit normal vector to the wavefront and $V$ is the normal or phase speed of the wavefront, Eq. (5) yields a cubic characteristic polynomial equation with respect to $V^2$, therefore it has three eigenvalues corresponding to a quasi-longitudinal (“quasi-P” or “qP”) and two quasi-transverse waves. Moreover, experiment shows that the velocity of the quasi-P wave is always greater than those of the quasi-transverse waves ([16, p. 95]). Theoretically, Helbig and Schoenberg [18] showed that, for a transversely isotropic medium with the $x_3$ axis the transverse axis, when $a_{1133} + a_{3232} < 0$, there exists a direction of slowness vector $p$ such that the first-arrival in that direction is a purely transverse wave; however, this kind of medium is unusual, “anomalous.” Therefore, the present work will consider only the usual cases and assume that no anomalous polarization exists in the wave propagation [18]. Hence, the largest eigenvalue of the characteristic equation corresponding to the quasi-P wave propagation is simple (uniquely defined), and the quasi-P slowness sheet is the innermost one detached from the other two sheets. Furthermore, the quasi-P slowness sheet is convex ([25, p. 92]). The convexity of quasi-P slowness sheet is essential in constructing the paraxial approximation for the quasi-P eikonal equation.
3. Paraxial geometrical optics for quasi-P waves: theories

The Christoffel matrix $\Gamma_{jk} = a_{ijkl} p_i p_l$ is positive definite and scales as $p^2 = \mathbf{p} \cdot \mathbf{p}$. Therefore, each eigenvalue takes the form $v^2(x, \mathbf{p}) p^2$, where $v$ is a homogeneous function of degree zero in $\mathbf{p}$. Because the largest eigenvalue, denoted $v_{qP}^2(x, \mathbf{p})$, is simple, it depends smoothly on the components of the Christoffel matrix, i.e., on $\mathbf{p}$ and the stiffness tensor. The slowness vector $\mathbf{p}$ for which

$$S(x, \mathbf{p}) = |\mathbf{p}| v_{qP}^2(x, \mathbf{p}) = 1$$

forms the $qP$ slowness surface, and $v_{qP}$ is the $qP$ phase velocity. Note that these vectors solve the Christoffel equation (5).

The $qP$ eikonal equation results from combining the slowness surface condition (9) with the slowness identity $\mathbf{p} = \nabla \tau$:

$$S(x, \nabla \tau) = 1.$$  

(10)

The method of characteristics relates its solution $\tau$ of the slowness surface equation (10) to the rays of geometrical optics, which are the solutions of the ordinary differential equations

$$\frac{dx}{dt} = \nabla_p S(x, \mathbf{p}),$$

(11)

$$\frac{dp}{dt} = -\nabla_x S(x, \mathbf{p}),$$

(12)

where the homogeneity of the eigenvalue $v_{qP}$ in $\mathbf{p}$ is used, so that $\tau = t$ has the dimension of time.

Downgoing rays correspond to the part of the slowness surface on which $\frac{dx}{dt} > 0$. In [33], the convexity of quasi-P slowness surface is used to introduce a function $H$ to pick out the part of a quasi-P slowness surface which corresponds to the downgoing rays; then the function $H$ is modified to obtain a paraxial Hamiltonian $H_\Delta$, which is defined in the whole horizontal slowness space. We summarize main results from [33] in the notation of this paper:

• for each $x$ and horizontal slowness vector $(p_1, p_2)$, there are at most two choices of $p_3$ for which $\mathbf{p} = (p_1, p_2, p_3)$ solves slowness surface equation (10) because of the convexity;

![Fig. 2. The $p_3$ components of outward normals at the two intersections on the convex slowness surface have opposite signs.](image)
when two distinct solutions exist, only one satisfies (Fig. 2)
\[
\frac{ds}{dt} = \frac{\partial S(x, p)}{\partial p}(x, p) > 0,
\]
which corresponds to the downgoing rays;
- the above choice defines \( p_3 \) as a function of \( x, p_1, p_2 \):
\[
p_3 = H(x, p_1, p_2),
\]
where \( H \) is a concave Hamiltonian;
- parametrize the horizontal variables \((p_1, p_2)\) by polar coordinates:
\[
(p_1, p_2) = (p'_\max(\phi) \cos \phi, p'_\max(\phi) \sin \phi)
\]
where \( p'_\max = \sqrt{p_1^2 + p_2^2} \). For each planar angle \( \phi \), the family of planes perpendicular to \((\cos \phi, \sin \phi, 0)\) is tangent to the slowness surface at exactly one point \((p'_\max(\phi) \cos \phi, p'_\max(\phi) \sin \phi, p_3(\phi))\) (see Fig. 2);
- choosing \( 0 < \Delta < 1 \), define function \( H_\Delta \):
\[
H_\Delta(p_1, p_2) = \begin{cases} 
H(p_1, p_2) & \text{if } p_3 \leq (1 - \Delta)p'_\max(\phi), \\
H((1 - \Delta)p'_\max(\phi) \cos \phi, (1 - \Delta)p'_\max(\phi) \sin \phi) & \text{else}
\end{cases}
\]
- the paraxial eikonal equation is
\[
\frac{\partial \tau}{\partial x_3} = H_\Delta \left( x, \frac{\partial x_1}{\partial q_1}, \frac{\partial x_2}{\partial q_2} \right).
\]

Next we consider how to compute quasi-P wave amplitudes in Cartesian coordinates. If rays start from the point source, i.e. the so-called radiation problem, the amplitude \( A \equiv A^{\text{R}} \) satisfies that \[6,10\]
\[
A(\tau) = \frac{1}{4\pi^2 \rho(s) \rho(x)^{1/2} M^{1/2}}
\]
with
\[
M = |v(s)V(x)dW(x, s)/dS(s)|_a
\]
Here \( V(s) \) is the \( q\phi \) phase velocity at \( s \); \( dS(s) \) and \( dW(x, s) \) are surface area elements of the slowness surface \( \Omega \) at \( s \) and the wavefront \( W \) at \( x \), respectively; see \[6\] for explanation of this mapping.
To expedite the numerical implementation, we introduce the so-called ray coordinates \( \tau, q_1, q_2 \) where \( q_1 \) and \( q_2 \) are the ray parameters of the ray. In the case of a point source, \( q_1 \) and \( q_2 \) can be taken as take-off angles of the ray at the source. \( q_1 \) and \( q_2 \) characterize the given ray, and \( \tau \) characterizes the position of the point on the ray. \( \tau, q_1 \) and \( q_2 \) can be considered to be the curvilinear coordinates on the wavefront; that is,
\[
x_i = x_i(\tau, q_1, q_2).
\]
Also, \( q_1 \) and \( q_2 \) parametrize the slowness surface \( \Omega(s) \),
\[
p_i = p_i(q_1, q_2), \quad i = 1, 2, 3,
\]
for \( p = (p_1, p_2, p_3) \) on \( \Omega(s) \).
By ray coordinates, the surface area elements on the wavefront and slowness surface are, respectively,
\[
dW(x, s) = \left| \frac{\partial x}{\partial q_1} \times \frac{\partial x}{\partial q_2} \right| dq_1 dq_2.
\]
Because the paraxial eikonal equation characterizes the traveltime along downgoing rays, we have:

\[ v \frac{\partial \tau}{\partial z} = \frac{\partial p}{\partial q_1} \times \frac{\partial p}{\partial q_2} dq_1 dq_2. \]

So finally we have:

\[ M = |v(s)|V(x, \mathbf{p}) \frac{[(\partial x/\partial q_1) \times (\partial x/\partial q_2)]}{[(\partial p/\partial q_1) \times (\partial p/\partial q_2)]}. \] (17)

Because we want to compute the amplitude by finite-difference methods in Cartesian coordinates, we have to reformulate the amplitude formula in Cartesian coordinates.

To do so, note that the Jacobian from ray coordinates \((\tau, q_1, q_2)\) to Cartesian coordinates satisfies that:

\[ \frac{\partial (x, y)}{\partial (\tau, q_1, q_2)} = V(x) \frac{\partial (x, y)}{\partial (q_1, q_2)} = V(x) \frac{\partial (x, y)}{\partial (q_1, q_2)}. \] (18)

It then follows that:

\[ \frac{\partial x}{\partial q_1} \frac{\partial x}{\partial q_2} \frac{1}{V(x)} \left( \frac{\partial (\tau, q_1, q_2)}{\partial (x, y)} \right)^{-1} = \frac{1}{V(x)} \frac{1}{\sqrt{\nabla \cdot (\nabla q_1 \times \nabla q_2)}}. \] (19)

where \(V\) is the gradient operator with respect to \(x\). Therefore, by Eq. (15),

\[ A(x, s) = R(q_1(x, s), q_2(x, s))/|\nabla \cdot (\nabla q_1 \times \nabla q_2)|^{1/2}. \] (20)

where the anisotropic radiation pattern is

\[ R(q_1(x, s), q_2(x, s)) = \frac{1}{4\pi\rho(x, s)(|v(x)|)^2} \left( \frac{\partial p}{\partial q_1} \times \frac{\partial p}{\partial q_2} \right)^{1/2}. \] (21)

In the above formula, the traveltime \(\tau\) comes from the finite-difference solution of the paraxial eikonal equation.

Now we derive two new advection equations to compute \(V_{q_1}\) and \(V_{q_2}\). Because along a ray the two ray parameters are constant, the derivatives of \(q_1\) and \(q_2\) with respect to \(\tau\) vanish,

\[ \frac{\partial q_1}{\partial \tau} = \frac{\partial q_2}{\partial \tau} = 0, \] (22)

where \(v = 1\) or \(2\).

Once the traveltime \(\tau\) is known, \(v_i = (\partial x_i/\partial \tau)\) \((i = 1, 2, 3)\) can be computed from the ray equations (8). Therefore, equations (22) are advection equations in Cartesian coordinates for the two ray parameters \(q_1\) and \(q_2\),

\[ v_1 \frac{\partial q_1}{\partial \tau} = 0. \]

Because the paraxial eikonal equation characterizes the traveltime along downgoing rays, \(v_1\) always has a positive lower bound; therefore, we can have evolution equations in depth direction \(x_3 = z\) for the two ray parameters,

\[ \frac{\partial q_1}{\partial z} = \frac{\partial q_2}{\partial z} = 0. \] (23)

To finish the amplitude computation we still need to compute \(\partial p/\partial q_1\) and \(\partial p/\partial q_2\). Because the quasi-\(P\) slowness surface is convex, the mapping from the slowness vector to the group velocity vector is one-to-one; therefore, \(p\) is uniquely determined from known \(q_1\) and \(q_2\). Because the mapping from the slowness vector to the ray direction is explicit, we can solve a nonlinear system to obtain \(p^0\) from known \(q_1^0\) and \(q_2^0\) at a point \(x\),

\[ q_i/(p_1, p_2, H_0(x, p_1, p_2)) = q_i^0, \] (24)

for example, Newton method can solve this system effectively [13].
4. Paraxial geometrical optics for quasi-P waves: numerical methods

4.1. Numerical algorithms for paraxial Hamiltonian

First of all, due to the complexity of wave propagations in anisotropic solids, in general it is difficult to find an explicit form of the paraxial Hamiltonian. Therefore we have devised some numerical algorithms for computing the paraxial Hamiltonian. Since the theoretical results proved in [33] are constructive, the design of the algorithms in [30,31] basically follows those constructions. As a by-product, an algorithm is also designed for initializing the traveltime field by finite-difference schemes.

4.2. High-order finite-difference schemes

Because the amplitude involved in the geometrical optics term is related to the second-order derivatives of traveltimes, a first-order accurate amplitude field requires a third-order accurate traveltime field. It is necessary to construct high-order accurate finite-difference schemes.

To increase the order of convergence of finite-difference schemes, we employ higher-order weighted essentially nonoscillatory (WENO) refinements which are based on ENO schemes. ENO schemes were introduced by Osher and Sethian [26] and Osher and Shu [27] for solving Hamilton–Jacobi equations; their essential principles are high-order nonoscillatory (WENO) refinements which are based on ENO schemes. ENO schemes were first proposed by Liu et al. [23] to overcome the drawbacks of ENO's. Jiang and Peng [19] made further improvements and extensions for Hamilton–Jacobi equations.

Given mesh sizes $\Delta x_1$, $\Delta x_2$ and $\Delta x_3$, denote $e_{n,k}^{m}$ as the numerical approximation to the viscosity solution $\tau(x_n^m, x_1^m, x_2^m)$ of Eq. (14) at the grid point $(x_n^m, x_1^m, x_2^m)$. Define the backward (−) and forward (+) first-order difference quotient approximations to the left and right derivatives of $\tau(x_1, x_2, x_3)$ at the location $(x_1^m, x_2^m, x_3^m)$ with respect to $x_1$ and $x_2$ as

$$D^+_{x_1} e_{n,k}^m = \frac{e_{n,k+1}^m - e_{n,k}^m}{\Delta x_1}, \quad D^-_{x_1} e_{n,k}^m = \frac{e_{n,k}^m - e_{n,k-1}^m}{\Delta x_1}. \quad (25)$$

The WENO second-order schemes for $D^+_{x_1} \tau_n^{m,k}$ are [19]

$$D^+_{x_1} \tau_n^{m,k} = \frac{1}{4}(D^+_{x_1} \tau_{n-1,k} + D^+_{x_1} \tau_{n,k+1} - 2D^+_{x_1} \tau_{n,k} - 2D^+_{x_1} \tau_{n,k-1} + D^+_{x_1} \tau_{n,k}),$$

$$D^-_{x_1} \tau_n^{m,k} = \frac{1}{4}(D^-_{x_1} \tau_{n-1,k} + D^-_{x_1} \tau_{n,k+1} - 2D^-_{x_1} \tau_{n,k} - 2D^-_{x_1} \tau_{n,k-1} + D^-_{x_1} \tau_{n,k}).$$
with weights defined as

\[ w_1 = \frac{1}{1 + 2\tau^2}, \quad w_2 = \frac{1}{1 + 2\tau^2} = \frac{\delta_1 + (D^2_x, D^2_{t,\tau}, \tau_{\text{m},k})^2}{\delta_1 + (D^2_x, D^2_{t,\tau}, \tau_{\text{m},k})^2}, \]

\[ w_3 = \frac{1}{1 + 2\tau^2}, \quad r_2 = \frac{\delta_1 + (D^2_x, D^2_{t,\tau}, \tau_{\text{m},k})^2}{\delta_1 + (D^2_x, D^2_{t,\tau}, \tau_{\text{m},k})^2}. \]

(26)

(27)

The WENO third-order schemes for \( D^3_{t,\tau} u_{n,k} \) are [19]

\[ D^3_{t,\tau} u_{n,k} = \frac{1}{3} (-D^2_{t,\tau} u_{n-1,k} + 7D^2_{t,\tau} u_{n-1,k} + 7D^2_{t,\tau} u_{n,k} - D^2_{t,\tau} u_{n+1,k}) \]

\[ + \Delta \tau \Phi^{\text{WENO}}(D^2_{t,\tau} u_{n+2,k}, D^2_{t,\tau} u_{n+1,k}, D^2_{t,\tau} u_{n,k}, D^2_{t,\tau} u_{n-1,k}, D^2_{t,\tau} u_{n-2,k}). \]

\[ \Phi^{\text{WENO}}(a, b, c, d) = \frac{1}{4}w_1(a - 2b + c) + \frac{1}{4}(w_1 - 1)\frac{1}{2}(b - 2c + d) \]

with weights defined as

\[ w_1 = \frac{a_1}{\delta_1 + (\delta_1 + b_1)^2}, \quad w_2 = \frac{1}{1 + 2\tau^2}, \quad w_3 = \frac{1}{1 + 2\tau^2}, \]

\[ a_1 = \frac{1}{(\delta_1 + b_1)^2}, \quad b_1 = 13(b - c)^2 + 3(b + c)^2, \quad b_2 = 13(c - d)^2 + 3(3c - 2d)^2, \]

\[ b_3 = 13(a - b)^2 + 3(a - 3b)^2. \]

(28)

In the denominators of Eqs. (26)–(28), the small positive number \( \delta_1 \) is added to avoid dividing by zero. The WENO second-and third-order schemes for \( D^3_{t,\tau} u_{n,k} \) are defined similarly.

To adapt numerical schemes for Hamilton–Jacobi equations to the solution of eikonal equations, we need a so-called flux function \( \hat{H}_A \) defined by [27]

\[ \hat{H}_A(u^+, u^-, v^+, v^-) = \text{ext}_{(a,b), (\pm b, c)}(u, v). \]

(29)

the function \( \text{ext}_{(a,b), (\pm b, c)} \) is \( \max \) if \( a \leq b \), \( \min \) if \( a > b \); \( I(a, b) = \min(a, b), \max(a, b) \).

The second- and third-order WENO Runge–Kutta steps are

\[ \delta^1_1 \tau = \Delta \chi^0 \hat{H}_A(D^1_{t,\tau} u_{n+1,k}, D^1_{t,\tau} u_{n,k}, D^1_{t,\tau} u_{n-1,k}, D^1_{t,\tau} u_{n-2,k}), \quad \tau^{(2,1)} = \tau + \delta^1_1 \tau, \]

\[ \delta^2_2 \tau = \frac{1}{4}(\delta^1_1 \tau + \Delta \chi^0 \hat{H}_A(D^2_{t,\tau} u_{n+1,k}, D^2_{t,\tau} u_{n,k}, D^2_{t,\tau} u_{n-1,k}, D^2_{t,\tau} u_{n-2,k}, D^2_{t,\tau} u_{n-3,k})), \]

and

\[ \delta^3_3 \tau = \Delta \chi^0 \hat{H}_A(D^3_{t,\tau} u_{n+1,k}, D^3_{t,\tau} u_{n,k}, D^3_{t,\tau} u_{n-1,k}, D^3_{t,\tau} u_{n-2,k}, D^3_{t,\tau} u_{n-3,k}, D^3_{t,\tau} u_{n-4,k}), \quad \tau^{(3,2)} = \tau + \delta^3_3 \tau. \]

(30)

The depth step \( \Delta \chi^0 \) must satisfy the stability condition (Courant–Friedrichs–Lewy condition),

\[ \Delta \chi^0 \leq \frac{\Delta \chi_{\tau} \Delta \chi_{\chi}}{\sqrt{\Delta \chi_{\tau} + \Delta \chi_{\chi}}}, \]

(30)

where

\[ u_\tau = \frac{1}{1 + 2\tau^2}, \quad r_\tau = \frac{\delta_1 + (D^2_x, D^2_{t,\tau}, \tau_{\text{m},k})^2}{\delta_1 + (D^2_x, D^2_{t,\tau}, \tau_{\text{m},k})^2}. \]
with the maximum taken over the relevant range of $p_1$ and $p_2$. Since $H_{\Delta}$ is concave [33], inequality (30) reduces to

$$\Delta x_j \cdot \max_{(p_1, p_2) \in \Omega(\phi \in [0, 2\pi])} \left( \frac{\partial H_{\Delta}}{\partial p_1} \right)^2 + \left( \frac{\partial H_{\Delta}}{\partial p_2} \right)^2 \leq \frac{\Delta x_1 \Delta x_2}{\sqrt{\Delta x_1^2 + \Delta x_2^2}}$$

where $(p_{e1}, p_{e2}) = ((1 - \Delta)p_{\max}(\phi) \cos \phi, (1 - \Delta)p_{\max}(\phi) \sin \phi)$.

The $j$th-order scheme is then

$$\tau_{n+1} = \tau_n + \delta_j \tau_n$$

for $n = 0, 1, 2, \ldots$

In isotropic media and transversely isotropic media with VTI, the above flux can be significantly simplified; see [33]. For example, for VTI media, the upwind $j$th order WENO approximations for $\partial \tau / \partial x_1$ and $\partial \tau / \partial x_2$ are

$$\hat{D}_1^j \tau = \text{modmax}(\max(D_{a1}^W / \tau, 0), \min(D_{a1}^W / \tau, 0)),
\hat{D}_2^j \tau = \text{modmax}(\max(D_{a2}^W / \tau, 0), \min(D_{a2}^W / \tau, 0)),$$

where the modmax function returns the larger value in modulus.

Consequently, the second- and third-order WENO Runge–Kutta steps are

$$\delta_1^1 \tau = \Delta x_1 \cdot H_{\Delta}(\hat{D}_1^0 \tau, \hat{D}_2^0 \tau),
\delta_2^1 \tau = \frac{1}{4}(\delta_1^1 \tau + \Delta x_1 \cdot H_{\Delta}(\hat{D}_1^1 \tau + \delta_1^1 \tau), \hat{D}_2^1 \tau (\tau + \delta_1^1 \tau)),
(31)$$

and

$$\delta_1^2 \tau = \Delta x_1 \cdot H_{\Delta}(\hat{D}_1^1 \tau, \hat{D}_2^1 \tau),
\delta_2^2 \tau = \frac{1}{4}(\delta_1^1 \tau + \Delta x_1 \cdot H_{\Delta}(\hat{D}_1^2 \tau + \delta_1^1 \tau), \hat{D}_2^2 \tau (\tau + \delta_1^1 \tau)),
\delta_3^2 \tau = \frac{1}{4}(2\delta_1^1 \tau + 2\Delta x_1 \cdot H_{\Delta}(\hat{D}_1^1 \tau + \delta_1^1 \tau), \hat{D}_2^2 \tau (\tau + \delta_1^1 \tau)),
(32)$$

4.3. Numerical schemes for advection equations of take-off angles

Once the traveltime is known, the advection equations of take-off angles are first-order linear hyperbolic equations, so we can use high-order WENO schemes to discretize the take-off angle derivatives. See [30] for details.

4.4. Adaptive gridding for the singularity at the source

The traveltime field is mostly smooth, and the use of upwind differencing in the eikonal solvers confines the errors due to singularities which develop away from the source point. The source point itself is, however, also an upwind singularity. The truncation error of a $p$th order method is dominated by the product of $(p+1)$th derivatives of the traveltime field and the $(p+1)$th power of the step(s).

For treating the upwind singularity at the source, Kim and Cook [22] refine the computational grid several times near the source so that the reduced grid spacing compensates for the increased truncation error near the source, which is similar to the adaptive gridding approach [32] we advocated for the isotropic solids. Thus we extend the adaptive-gridding approach in [32] to the anisotropic case, and the fundamental principle is similar to the isotropic case.
5. Numerical experiments

5.1. Geometrical optics for 2D VTI solids

In the case of VTI, an explicit form of the paraxial Hamiltonian can be found [33]; consequently we use that paraxial Hamiltonian in our numerical experiments. To simplify notation, in this section we use \( x \) and \( z \) instead of \( x_1 \) and \( x_3 \) to denote coordinates.

To be suitable for using adaptive gridding, a smoothed version of equation for 2D VTI is utilized:

\[
\frac{\partial \tau}{\partial z} = c_{\text{smmax}} \left( \frac{\partial \tau}{\partial x} \right) = \frac{2c}{-b + \sqrt{b^2 - 4c}} \cos^2(\theta_{\text{max}}),
\]

(33)

where

\[
d \equiv \alpha_0^2 \beta_0^2,
\]

\[
b \equiv 2\alpha_0^2 \beta_0^2 \left( 1 + \delta + (\epsilon - \delta) \alpha_0^2 \beta_0^2 \right) \left( \frac{\partial \tau}{\partial x} \right)^2 - \alpha_0^2 - \beta_0^2,
\]

\[
c \equiv \left( 1 + 2e \alpha_0^2 \left( \frac{\partial \tau}{\partial x} \right)^2 \right) - \left( \beta_0^2 \left( \frac{\partial \tau}{\partial x} \right)^2 - 1 \right).
\]

Here \( \alpha_0, \beta_0, \epsilon \) and \( \delta \) are Thomsen’s parameters [44] which are some combinations of the elastic parameters; the function \( \text{smmax} \) is a smoothed max function with \( a > 0 \),

\[
\text{smmax}(x, a) = \begin{cases} 
\frac{1}{2a} & \text{if } x < 0, \\
\frac{1}{2a} + \frac{x^4}{2a^3} \left( 1 - \frac{4x}{3a} \right) & \text{if } 0 \leq x < \frac{a}{2}, \\
x + \frac{(x - a)^4}{2a^3} \left( 1 + \frac{4x - a}{3a} \right) & \text{if } \frac{a}{2} \leq x < a, \\
x & \text{if } x \geq a.
\end{cases}
\]

As shown above, a certain Jacobian from Cartesian coordinates to ray coordinates is needed in the amplitude computation. Here the ray coordinates are defined by

\[(\tau, q_1) = (\tau(x, z; x_s, z_s), q_1(x, z; x_s, z_s)),\]

where \( \tau \) and \( q_1 \) are the traveltime and take-off angle of a ray from source point \((x_s, z_s)\) to a general point \((x, z)\) in the subsurface, respectively.

In 2D anisotropic media with line sources, the amplitude satisfies the formula

\[
A(x, z) = R(q_1(x, z; x_s, z_s)) \frac{\partial A(x, z)}{\partial q_1} = R(q_1(x, z; x_s, z_s)) \sqrt{\text{\text{\nabla \tau \times \nabla q_1}}},
\]

(34)

In Eq. (34), \( R \) is the radiation pattern of the source and \( J(x, z; x_s, z_s) \) is the Jacobian of the transformation from Cartesian coordinates \((x, z)\) to ray coordinates \((\tau, q_1)\); \( \nabla q_1 \) and \( \nabla \tau \) are the gradients of the take-off angle and the traveltime, respectively.

The take-off angle \( q_1 \) satisfies an advection equation, which written in evolution form in depth is

\[
\frac{\partial q_1}{\partial z} = -\frac{v_2}{v_3} \frac{\partial q_1}{\partial x},
\]

(35)
where for 2D VTI

$$v_1 = \frac{p_1(2\alpha_0^2(1 + 2\epsilon)\beta_0^2 + B\beta_0^2 - \alpha_0^2(1 + 2\epsilon) - \beta_0^2)}{D}, \quad v_3 = \frac{p_3(2\alpha_0^2\beta_0^2 + B\beta_0^2 - \alpha_0^2 - \beta_0^2)}{D},$$

with

$$p_1 = \frac{\partial \tau}{\partial x}, \quad p_3 = \frac{\partial \tau}{\partial z}, \quad B = 2\alpha_0^2\beta_0^2(\epsilon - \delta)\beta_0^2(1 + \delta),$$

$$D = 2 - (\alpha_0^2(1 + \epsilon) + \beta_0^2)\beta_0^2 - (\alpha_0^2 + \beta_0^2)p_1^2.$$

As in the isotropic case, we use the adaptive-gridding approach for solving the paraxial eikonal equation (33). The technique for solving the advection equation of take-off angles in isotropic cases [32] could be modified to solve Eq. (35) as well, so the detail is omitted here.

5.2. Examples

To illustrate that the adaptive-gridding strategy is efficient and accurate for anisotropic media, we demonstrate some numerical experiments for a 2D VTI solid.

To compute the traveltime, the adaptive-gridding approach is used for solving the paraxial eikonal equation (33). To initialize the traveltime in homogeneous media, we use a bisection shooting method. The idea is, given the group angle, finding the corresponding slowness vector by a nonlinear iterative solver; then the group velocity gives the desired traveltime. In addition, note that in the homogeneous anisotropic media the take-off angle and its derivatives have analytic forms, which we can use to calibrate the numerical results for the simple homogeneous media.

The example occupies the rectangle \(-0.5 \text{ km} \leq x \leq 0.5 \text{ km}, 0 \leq z \leq 1 \text{ km}\); the source is located at \(x_1 = 0\text{ km}, z_1 = 0\text{ km}\). The four Thomsen’s parameters of homogeneous green river shale are \(\alpha_0 = 3.330\text{ km/s}, \beta_0 = 1.768\text{ km/s}, \epsilon = 0.195, \delta = -0.220\). Since the parameter \(\delta\) has the same magnitude as \(\epsilon\) [44], hence we use this example to demonstrate not only the accuracy of the adaptive-gridding approach but also the capability of the approach in capturing the anisotropy of wave propagation.

![Fig. 3. (a) Traveltime contours for a 2D VTI model by the adaptive-gridding approach: anisotropic effects on the wave propagation are evident. (b) Traveltime comparison at z = 1.0 km for the model: adaptive-gridding traveltimes (x) and analytic traveltimes (–) match very well.](image-url)
The grid sampling size is $\Delta x = \Delta z = 0.01$ km. The adaptive-gridding approach has a computational grid which is independent of the output grid. For the adaptive gridding, the maximum times of allowed grid refinement MAXREF is set to 5 with the coarsest grid $17 \times 17$, and the error tolerance is set to be 0.0001. To simplify the implementation for weak VTI media, we set the radiation pattern of the source to be constant (as stated above, we need to solve a nonlinear equation to get the anisotropic radiation pattern of the source, which will be addressed in a subsequent paper). The computational results are shown in Figs. 3–9.

Fig. 3(a) shows traveltime contours of the 2D VTI model, and the anisotropic effects on the wave propagation are evident. Fig. 3(b) shows the traveltime calibration at the bottom $z = 1$ km for the adaptive-gridding approach.

Fig. 4. (a) Contours of $\partial \tau / \partial x$ for a 2D VTI model by the adaptive-gridding approach. (b) Comparisons of $\partial \tau / \partial x$ at $z = 1.0$ km for the model: the adaptive-gridding solution ($\ast$) and analytic solution (–) match very well.

Fig. 5. (a) Contours of $\partial \tau / \partial z$ for a 2D VTI model by the adaptive-gridding approach. (b) Comparisons of $\partial \tau / \partial z$ at $z = 1.0$ km for the model: the adaptive-gridding solution ($\ast$) and analytic solution (–) match very well.
by using a bisection shooting method mentioned above; the comparison shows that the traveltimes by different approaches match very well.

Fig. 4(a) shows the contours of derivatives $\partial \tau / \partial x$ computed by the adaptive-gridding approach. Fig. 4(b) shows the calibration result for $\partial \tau / \partial x$. The analytical solution is computed by once again a shooting method, and the two computed derivatives match very well. Similar observations hold for derivatives $\partial \tau / \partial z$; see Fig. 5.

Now we will discuss the computational results for the take-off angle and its derivatives. Fig. 6(a) shows the contours for the take-off angles by the adaptive-gridding approach; the contours are straight lines because the rays in homogeneous anisotropic media are still straight. The analytical solution for take-off angles has an explicit form
Fig. 8. (a) Contours of $\frac{\partial q_1}{\partial z}$ for a 2D VTI model by the adaptive-gridding approach. (b) Calibrations of $\frac{\partial q_1}{\partial z}$ at $z = 1.0$ km for the model: the adaptive-gridding solution (•) and analytic solution match very well.

Now, therefore the calibration in Fig. 6(b) shows that the take-off angle computed by the adaptive-gridding approach is accurate.

Fig. 7(a) shows the contours of derivatives $\frac{\partial q_1}{\partial x}$ computed by the adaptive-gridding approach. Fig. 7(b) shows the calibration result at the bottom $z = 1$ km for the adaptive-gridding approach by using the analytical solution. Because $q_1 = 0$ is a stationary point where $\frac{\partial q_1}{\partial x} = 0$, the accuracy of numerical derivatives $\frac{\partial q_1}{\partial x}$ is poor;

Fig. 9. Amplitude contours for a 2D VTI model by the adaptive-gridding WENO approach.
this inaccuracy is observed near the apex in Fig. 7(b). Away from the stationary point, the adaptive-gridding solution and analytic solution match very well. Fig. 8(a) shows the contours of derivatives $\partial q_1 / \partial z$ computed by the adaptive-gridding approach. Fig. 8(b) shows the calibration result at the bottom $z = 1$ km for the adaptive-gridding approach by using the analytical solution, and the result demonstrates that the numerical derivatives $\partial q_1 / \partial z$ are accurate.

Finally, Fig. 9 shows the amplitude field computed by the adaptive-gridding WENO approach. The amplitude field is smooth as expected.

The computational results have shown that the adaptive-gridding approach works very well for the traveltime and amplitude computation of the VTI solid. We expect that the approach can handle the traveltime and amplitude computation of the general anisotropic media as well.

6. Conclusions

The paraxial geometrical optics provides a framework for the computation of traveltimes and amplitudes of quasi-P waves by finite-difference methods on Cartesian grids. These quantities in turn could be used in Kirchhoff migration and inversion efficiently. To solve the paraxial eikonal equations to high-order accuracy, we introduced the second- and third-order WENO Runge–Kutta schemes. To treat the upwind singularity at the point source, we extend the adaptive gridding approach originally designed for isotropic solids to anisotropic solids. The numerical experiments for 2D VTI solids show that the algorithms are efficient and accurate. The implementation of the 3D version of the algorithms will be addressed elsewhere.
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