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1. Introduction

We propose an efficient numerical method to simulate light beams (the so-called nematicons) propagating inside a nematic liquid crystal (NLC). When the incident beam has a large enough intensity and frequency, the corresponding energy will reorientate the NLC cells. This change in the material property will then divert the motion of the incident beam, and sometimes it might even create self-focusing of the beam leading to a further concentration of energy. The self-focused spot, known as the focal spot, has its intensity and position affected by the settings. In many situations, this also leads to an off-axis meandering (undulation) which is then followed by a break-up (filamentation) of the beam. Because of these interesting unique optical and electrical properties, such a material has a wide range of applications from various types of display panel to telecommunication devices. We refer interested readers to [3,7] for a more complete introduction to the properties of NLC and the research field. Some experimental results can be found in [5,2].

Mathematically, we follow the discussion in [27] and model the orientation of the nematic field by an elliptic partial differential equation (PDE) while the optical field is governed by a paraxial parabolic wave equation with a nonlinear interaction with the underlying nematic field. Some analysis of this coupled nonlinear system can be found in, for example, [39,14]. This coupled nonlinear system can also be extended and applied to various related phenomenon including arbitrary degree of nonlinearity [10] and multi-color nematicons [36,37,35].

Numerically, it is challenging to solve the hyperbolic PDE in the high frequency regime. Since the high wavenumber in the parabolic wave equation introduces extremely rapid transverse oscillations across beams, typical direct methods such as finite-difference or finite-element methods require a very fine mesh to resolve the oscillations in the solution.
Because of the usual Courant–Friedrichs–Lewy condition for a hyperbolic-type PDE, the overall computational cost could be very high. An alternative to resolve these highly oscillatory wave function is to use asymptotic methods. In a series of studies [30,31,19,20], we have considered the geometrical optics approximation for acoustic wave equations and their corresponding inverse problems. In geophysical applications, Gaussian beam superpositions have been proposed for seismic wave modeling [9] and for seismic wave migration [13]. Based on [32,38], we have developed a purely Eulerian approach to compute the Gaussian beam solution in [23]. In the context of quantum mechanics where one has to solve the Schrödinger equation, some variants of Gaussian beams including the frozen Gaussian beams and Gaussian wave packets have been used to construct approximate solutions to the Schrödinger equation in the semi-classical regime [16,11,12]. However, these formulations were all based on the Lagrangian framework. In [21,22] we proposed an Eulerian formulation of Gaussian beams for the Schrödinger equation by generalizing [23,25]. We have recently proposed a novel method in [24], called the fast Huygens sweeping method, for solving the Schrödinger equation in the semi-classical regime [33,8] by incorporating the short-time Wentzel–Kramers–Brillouin–Jeffreys (WKB) propagator into Huygens’ principle. Even though the WKB solution is valid only for a short time period due to the occurrence of caustics, the Huygens’ principle allows us to construct the global-in-time semi-classical solution. To further improve the computational efficiency, we have developed in [24] analytic approximation formulas for the short-time WKB propagator by using the Taylor expansion in time.

There are two main contributions in this paper. We notice that the original Huygens sweeping method as proposed in [24] has a lower bound in the step size for time. This will hinder a detailed visualization of the beam self-focusing and interaction. In the first part of the paper, we will propose a simple strategy to relax the lower bound on the time marching step using a forward–backward step marching approach. In the second part of the work, we will replace the simple iterative solver for the nematic field as discussed in [27] by the alternative direction explicit (ADE) method [18]. The method has been shown to be unconditionally stable for elliptic type problems and, therefore, it is computationally extremely efficient for our application. In the example section, we are going to demonstrate that the computational complexity of our proposed approach is of order of approximately $O(N^d)$ where $N$ is the number of grid points used in each of the physical direction and $d$ is the overall dimension of the problem. Because of this improvement in the computational efficiency, we are now able to carry out detailed studies of the behavior of multiple frequency wave propagations in nonlinear media like NLC even in high dimensions.

The rest of the paper is organized as follows. In Section 2, we will briefly summarize the background of the project and some necessary components of the proposed algorithm. With these new developments in the numerical algorithm for different equations, we propose in Section 3 an efficient implementation for modeling the propagation of beams with multiple colors in nematic liquid crystals.

2. Background

In this section, we will summarize the mathematical formulation for modeling the nematic liquid crystals. Then we will introduce briefly two numerical methods including the fast Huygens sweeping method and the alternating direction explicit (ADE) method in the following subsections which will be the building blocks of the overall algorithm.

2.1. A paraxial model for multi-color optical self-focusing

As suggested by [27], the paraxial model represents a particular form and inherits features from the actual time-independent electromagnetic wave and nematic liquid crystal model. We consider the time-harmonic vectorial Maxwell's equations and the static Frank free-energy nematic equation [39]:

\[
\nabla \times \nabla \times \mathbf{E} - k^2 [\mathbf{E} + \alpha (\mathbf{n} \cdot \mathbf{E}) \mathbf{n}] = 0, \\
\mathbf{n} \times [((\Delta \mathbf{n}) + (\mathbf{n} \cdot \mathbf{E}^*) \mathbf{E} + (\mathbf{n} \cdot \mathbf{E}) \mathbf{E}^*)] = 0,
\]

with simplification made by imposing the paraxial substitution [28]:

\[
\mathbf{E} = \begin{pmatrix} U \\ 0 \\ H \end{pmatrix} e^{ikz} \quad \text{and} \quad \mathbf{n} = \begin{pmatrix} \sin \theta \\ 0 \\ \cos \theta \end{pmatrix}.
\]

Assuming that the wavenumber $k \gg 1$ is large with a slowly varying envelope approximation in a medium with small anisotropy $\alpha$, we can conclude that the longitudinal electric field $H$ becomes negligible compared to the transverse component $U$. Let $\theta$ be the nematic field representing the angles between the NLC rod-like cells and the direction of propagation ($z$ in our case) [6]. We have

\[
2ik \frac{\partial}{\partial z} U + (\Delta_\perp + k^2 \sin^2 \theta) U = 0, \\
\left( \frac{\partial}{\partial z^2} + \Delta_\perp \right) \theta + |U|^2 \sin 2\theta = 0,
\]

with the initial conditions $U(x, z = 0) = U_0(x)$ and $\theta(x, z = 0) = 0$. We impose the following Dirichlet boundary conditions: $U(x_{\text{min, } z}) = U(x_{\text{max, } z}) = 0$ and $\theta(x_{\text{min, } z}) = \theta(x_{\text{max, } z}) = 0$. For the nonlinear elliptic equation, we further set $\theta(x, z_{\text{max}}) = 0$. 

This model is widely used in [29, 15]. We refer interested readers to [6] for the experimental set-up and [27, 26] for the analysis of the model. The coupled model is nonlinear leading to the self-focusing effects of $U$.

In this paper, we model multiple color optical beam propagations inside the NLC. Let $U^{(j)}$ be the optical fields for beams with different frequencies labeled by $j$. While the evolution of each individual beams satisfies a parabolic wave equation, these equations are coupled through a nonlinear elliptic PDE [1, 36, 37, 35]. The system is as follows:

$$2ik_j \frac{\partial}{\partial z} U^{(j)} + (\Delta + k_j^2 \sin^2 \theta) U^{(j)} = 0 \text{ for } j = 1, \ldots, n,$$

$$\left( \frac{\partial^2}{\partial z^2} + \Delta \right) \theta + \left( \sum_j \beta_j |U^{(j)}|^2 \right) \sin 2\theta = 0,$$

where $k_j \gg 1$ is the non-dimensionalized wave number for each individual beams, $\alpha$ measures the refractive anisotropy, $\beta_j$ are weights measuring the coupling between the light and the nematic for different colors, and $\Delta$ is the Laplacian in the subspace perpendicular to the $z$-direction. While only one beam is considered, setting $j = 1$ recovers the paraxial model (1) and (2). Besides the nonlinearity from each individual beam alone, the initial position is another factor affecting the self-focusing effect. Numerical examples will be shown in Section 4.2.5.

2.2. The fast Huygens sweeping method for the Schrödinger equation in the semi-classical Regime

In this section, we briefly summarize a recently developed method [24] to compute the highly oscillatory solution of the Schrödinger equation for a particle with unity mass given by

$$\left( i\hbar \frac{\partial}{\partial t} - H \right) U \equiv i\hbar U_t - V(x)U + \frac{\hbar^2}{2} \Delta U = 0$$

with the initial condition $U(x, t_0) = U_0(x)$. For the details of the numerical algorithm, we refer interested readers to [24].

The Green’s function $G(x, t; x_0, t_0)$ of the partial differential equation [34, 24] solves the following homogeneous initial value problem:

$$\left( i\hbar \frac{\partial}{\partial t} - H \right) G(x, t; x_0, t_0) = 0, \quad x \in \mathbb{R}^d, \quad t > t_0,$$

$$\lim_{t \to t_0^-} G(x, t; x_0, t_0) = \delta(x - x_0), x \in \mathbb{R}^d,$$

$$G(x, t; x_0, t_0) = 0, \quad x \in \mathbb{R}^d, \quad t < t_0,$$

where $(x_0, t_0)$ are parameters, and the Hamiltonian $H$ takes the form of kinetic-plus-potential form: $H = -\frac{\hbar^2}{2m} \nabla^2 + V(x)$. Therefore, $G(x, t; x_0, t_0)$ can be seen as the response at position $x$ and time $t$ due to a point source at position $x_0$ and time $t_0$. According to the Huygens’ principle, the wave function $U(x, t)$ for $t > t_0$ for the Schrödinger equation can be written as

$$U(x, t) = \int_{\mathbb{R}^d} G(x, t; x_0, t_0)U(x_0, t_0)dx_0, \quad t > t_0,$$

which formalizes the fact that the superposition of waves radiating from each point of an old wave creates a new wave at a later time, and the Green’s function provides appropriate weighting factors for the superposition. The above facts are well known in quantum mechanics; see [34].

The initial condition for the Green’s function is a superposition of plane waves. In order to obtain needed ingredients in the asymptotic form of Green’s functions, we will solve the following eikonal and transport equations:

$$\tau_t + V(x) + \frac{1}{2} |\nabla \tau|^2 = 0, \quad t > t_0,$$

$$\tau(x, t_0; \xi) = x \cdot \xi,$$

$$A_t + \nabla \tau \cdot \nabla A + \frac{1}{2} \Delta \tau A = 0, \quad t > t_0,$$

$$A(x, t_0; \xi) = 1,$$

where $\xi \in \mathbb{T}^d$ is a parameter, which can be viewed as a momentum variable as corresponding to $x$ as a position variable. According to the PDE theory on the Hamilton–Jacobi equation, the eikonal equation (5) has a unique smooth solution for a short period of time; we denote this short period of time as $[t_0, t_0 + T]$, where $T > 0$ is a constant.

For the asymptotic Green’s function $G$ (without confusion still denoted as $G$), we assemble these computed ingredients into the following formula,
\[ G(x, t; x_0, t_0) = \left( \frac{1}{2\pi \hbar} \right)^d \int_{\mathbb{R}^d} A(x, t; \xi) e^{i \frac{(x - x_0, t - t_0)}{\hbar}} d\xi. \]

This \( G(x, t; x_0, t_0) \) satisfies the Schrödinger equation asymptotically in the time period \( t_0 \leq t \leq t_0 + T \) and satisfies the corresponding point-source initial condition. With the asymptotic Green’s function at our disposal, we can propagate an arbitrary initial wave function \( U(x, t_0) \) for a short period of time,

\[ U(x, t) = \int_{\mathbb{R}^d} G(x, t; x_0, t_0) U(x_0, t_0) dx_0, \quad t_0 < t < t_0 + T. \] (7)

Now since the Hamiltonian is time independent, the Green’s function satisfies the following property,

\[ G(x, t; x_0, t_0) = G(x, t_1; x_0, t_2) \quad \text{if} \quad t - t_0 = t_1 - t_2 > 0. \]

This implies that the short-time-valid Green’s function can be repeatedly used to propagate the wave function for long time,

\[ U(x, t) = \int_{\mathbb{R}^d} G(x, t; x_0, t_n) U(x_0, t_n) dx_0, \quad t_n < t < t_n + T, \]

where \( t_n = t_0 + (n - 1)T \) for \( n = 1, 2, \cdots \). This way we may sweep through a long period of time so that we may obtain global-in-time asymptotic solutions for the Schrödinger equation. For small time \( \Delta t \), we can approximate the eikons and amplitudes using Taylor expansion in time:

\[ A(x, \Delta t; \xi) = 1 + A_1(x, \xi, \Delta t) + A_2(x, \xi) \Delta t^2 + O(\Delta t^3), \]

\[ \tau(x, \Delta t; \xi) = x \cdot \xi + \tau_1(x, \xi, \Delta t) + \tau_2(x, \xi) \Delta t^2 + O(\Delta t^3). \] (8)

See Appendix A for a recursive derivation of these terms. Theoretically, we can incorporate more terms into our algorithm to obtain higher-order approximations. However, for our purpose, we concentrate on the lower-order case.

Taking only the leading order terms in the expansion, we approximate the asymptotic Green’s function by

\[
G(x, \Delta t; x', 0) \simeq \left( \frac{1}{2\pi \hbar} \right)^d \int_{\mathbb{R}^d} e^{i \frac{(x' - x, \Delta t \xi)}{\hbar}} d\xi
\]

\[
= \frac{1}{(2\pi \hbar \Delta t)^{d/2}} \exp \left[ -\frac{i}{\hbar} V(x) \Delta t \right] \exp \left[ \frac{i}{2\hbar \Delta t} |x - x'|^2 \right].
\]

As a result, the integral (7) can be approximated by

\[
U(x, \Delta t) = \int_{\mathbb{R}^d} G(x, \Delta t; x', 0) U(x', 0) dx'
\]

\[
\simeq \frac{1}{(2\pi \hbar \Delta t)^{d/2}} \exp \left[ -\frac{i}{\hbar} V(x) \Delta t \right] \int_{\mathbb{R}^d} \exp \left[ \frac{i}{2\hbar \Delta t} |x - x'|^2 \right] U(x', 0) dx'.
\]

We can take advantage of the special structure to compute the convolution efficiently using FFT. For simplicity we only discuss the numerical procedure in 1D and it is straight-forward to extend the approach to higher dimensions. We first approximate the integral on a uniform mesh \( x_i \) using the Trapezoidal rule, i.e.

\[ U(x_i, \Delta t) = \frac{1}{(2\pi \hbar \Delta t)^{1/2}} \exp \left[ -\frac{i}{\hbar} V(x_i) \Delta t \right] \Delta x \sum_j \exp \left[ \frac{i}{2\hbar \Delta t} |x_i - x_j|^2 \right] U(x_j, 0). \] (9)

In the form of matrix–vector multiplication, we denote the summation by a symmetric Toeplitz matrix \( W \) with each entry given by \( W_{i,j} = \exp \left[ \frac{-i}{\hbar \Delta t} |x_i - x_j|^2 \right]. \)

Numerically, \( \Delta t \) in this approximation cannot be arbitrarily chosen. To resolve the oscillations in the coefficients of \( W_{i,j} \), we require that the phase difference between \( W_{1,N-1} \) and \( W_{1,N} \) should be less than \( 2\pi \), i.e. we require

\[
\frac{|(N-1)^2 - (N-2)^2| \Delta x^2}{2\hbar \Delta t} = \alpha 2\pi
\]

for some \( 0 < \alpha < 1 \), which implies the following bound on \( \Delta t \),
\[
\Delta t > \Delta t^* = \frac{(2N - 3)\Delta x^2}{4\pi h} = O\left(\frac{\Delta x}{h}\right). 
\] (10)

Note that this constraint imposes a lower bound on the marching step size \(\Delta t\). For a given \(h\) and \(\Delta x\), the method requires one to pick a large enough \(\Delta t\) in order to resolve the oscillations in \(W_{i,j}\). Indeed the larger the value of \(\Delta t\), the faster we reach the final solution. However, we have to control the error introduced in the Taylor approximation at the same time. Therefore, we pick \(\alpha\) close to, but smaller than, 1.

2.3. The Alternating Direction Explicit (ADE) method for the linear heat equation

We consider solving the one-dimensional heat equation

\[
\frac{\partial T}{\partial t} = \frac{\partial^2 T}{\partial x^2}
\]

with the boundary condition \(T(x_0, t) = T_0\) and \(T(x_{N+1}, t) = T_{N+1}\) and the initial condition \(T(x_i) = T_i\). The ADE scheme [17, 4, 18] is a numerical scheme which is unconditionally stable and second-order accurate in both space and time. The method is given by the following simple explicit iteration:

Algorithm (ADE for one dimensional heat equation).

1. Set \(u^n_i = T^n_i\) and \(v^n_i = T^n_i\) for \(i = 1, \cdots, N\);
2. For \(i = 1, 2, \cdots, N\), solve

\[
\frac{u_i^{n+1} - u_i^n}{\Delta t} = \frac{u_{i+1}^{n+1} - u_{i+1}^n - u_{i-1}^{n+1} + u_{i-1}^n}{\Delta x^2};
\] (11)

3. For \(i = N, N - 1, \cdots, 1\), solve

\[
\frac{v_i^{n+1} - v_i^n}{\Delta t} = \frac{v_{i+1}^{n+1} - v_{i+1}^n - v_{i-1}^{n+1} + v_{i-1}^n}{\Delta x^2};
\] (12)

4. Compute

\[
T_i^{n+1} = \frac{u_i^{n+1} + v_i^{n+1}}{2}.
\]

Note that according to the index sweeping procedures in step 2 and step 3, both \(u_i^{n+1}\) and \(v_i^{n+1}\) are computed explicitly. When we calculate \(u_i^{n+1}\) in step 2, because the index is in the ascending order, we have already known the value \(u_{i-1}^{n+1}\) on the right hand side of (11). Similarly, when we calculate \(v_i^{n+1}\) in step 3, because the index is in the descending order, we have already known the value \(v_{i+1}^{n+1}\) on the right hand side of (12). As a result, the whole method is fully explicit. More importantly, the stability analysis shows that this numerical scheme is unconditionally stable for all \(\Delta t > 0\). We refer interested readers to [18] for a more detailed discussion and analysis of the numerical method.

3. The proposed algorithm

In this section, we propose modifications to the original algorithm developed in [27] to improve the overall computational efficiency. The first modification is to replace the standard finite difference method by the newly developed fast Huygens sweeping method for the parabolic wave equations. The original fast Huygens sweeping method, however, does not completely fit the current application due to the existence of a lower bound (10) on the marching step size. To better resolve the self-focusing and intersection of the beams, we first propose a modification to the original scheme based on the time-reversibility property of the partial differential equation. The second modification of the overall algorithm is to replace the original SOR method by the ADE approach. The overall computational procedure is summarized as follows, while the implementation details are given in the following subsections.

Overall Algorithm 2.

1. Set a fine mesh for \(U\) and a coarse mesh for \(\theta\). Denote their corresponding number of mesh points \(N_x\) and \(N_\theta\), respectively. Initialize these functions on their corresponding meshes.
2. \(k = k + 1\).
3. Interpolate \(\theta\) on the fine mesh from \(N_\theta\) points to \(N_x\) points.
4. (Section 3.1) Compute \(U^{(j)}\) in (3) using the fast Huygens sweeping method on the fine mesh.
5. (Section 3.2) Compute \(\theta\) in (4) using the ADE method on the coarse mesh with number of mesh points \(N_\theta\).
6. Repeat step 2 until steady state.
3.1. A modified algorithm for the parabolic wave equation

As discussed before, the original Huygens sweeping method has a lower bound in the step size, which hinders a detailed visualization of the beam self-focusing and interaction. To demonstrate the effect of this lower bound on visualizing the evolution, we consider the following simple example which tried to demonstrate how two free Gaussian pulses \( V \equiv 0 \) move towards each other and interact when they coincide. In this case we are considering \( V(x) = 0 \) with \( h = 2^{-17} \) and \( N = 2^{17} \). The initial condition is

\[
\psi(x, 0) = \frac{1}{\sqrt{\pi d^2}} \exp\left( -\frac{(x - x_c)^2}{2d^2} \right) \exp\left( \frac{ixp}{h} \right) + \exp\left( -\frac{(x - x_c)^2}{2d^2} \right) \exp\left( \frac{ixp}{h} \right),
\]

where \( p_\pm = \pm 0.1, x_\pm = \pm 0.25, \) and \( d = 0.1 \). Furthermore, we have \( \Delta t^* = 5 \) when we apply the lower bound mentioned in (10). The numerical solutions are shown in Example 4.1.2. As seen in the numerical solution, one can hardly resolve the interaction of the two Gaussians.

3.1.1. A first attempt

We propose in this section a simple improvement to compute the solution at the time between zero and the lower bound. The idea is based on the fact that the Schrödinger equation is time-reversible and the Taylor expansion approximation (8) holds even for a backward timestep with \(-\Delta t < 0\). In particular, given the terminal condition \( U(x, 0) \) at \( t = 0 \), the solution at \( t = -\Delta t \) obtained using the same numerical scheme as in equation (9) given by

\[
U(x, -\Delta t) = \frac{1}{(-2\pi \hbar \Delta t)^{3/2}} \exp\left( i \frac{\hbar}{\Delta t} V(x) \Delta t \right) \Delta x \sum_j \exp\left( -\frac{i}{2\hbar \Delta t} |x_j - x|^2 \right) U(x_j, 0).
\]

Even though the backward step has the same stability condition given by \( \Delta t > \Delta t^* \), a composition of a forward step followed by a backward step allows one to resolve the solution between 0 and \( \Delta t^* \). We denote \( \Delta t_f > 0, \Delta t_b < 0 \) and \( \Delta t \) to be the forward step, backward step and the desired time-mesh size, respectively. To obtain the solution at \( \Delta t \in [0, \Delta t^*] \) using the initial condition at \( t = 0 \), we first march the solution for \( \Delta t_f = \Delta t + \Delta t_b > \Delta t^* \) forward in time. Then, we apply the same numerical scheme but backward in time by \( \Delta t_b \). The overall marching will finally be of the size \( \Delta t_f - \Delta t_b = (\Delta t + \Delta t_b) - \Delta t_b = \Delta t \), as illustrated in Fig. 1.

The convergence of this simple proposed scheme depends not only on \( \Delta t \) alone but clearly also on our choices of \( \Delta t_f \) and \( \Delta t_b \). In particular, the error \( E \) due to the approximation from the Taylor expansion is given by

\[
E = \left[ \mathcal{O}((\Delta t_f)^2) + \mathcal{O}(\Delta t_b)^2 \right] \cdot \text{(Number of time marching)}
\]

\[
= \left[ \mathcal{O}((\Delta t + \Delta t_b)^2) + \mathcal{O}((\Delta t_b)^2) \right] \cdot \frac{T}{\Delta t} = \mathcal{O} \left[ \frac{(\Delta t_b)^2}{\Delta t} + \Delta t_b + \Delta t \right]
\]

where \( T \) is the final time in the domain. Since \( \Delta t_b = \mathcal{O}(\Delta t^*) \), the overall error in the numerical solution might actually grow if we try to visualize the solution using a finer time resolution (as we reduce \( \Delta t \)). One resolution to this is to reduce \( \Delta x \) at the same time as \( \Delta t \) approaches zero by picking \( \Delta t = O(\Delta x) \). Since \( \Delta t_b = O(\Delta t^*) = O(\Delta x) \), we have that the error \( E \) converges to zero.

Similar to the original algorithm, this modified marching strategy preserves the position density of the Schrödinger equation. We present it as the theorem below.

**Theorem 3.1.** The numerical solution computed by the modified algorithm satisfies

\[
\int_x |U(x, \Delta t)|^2 dx = \int_x |U(x, 0)|^2 dx
\]

for \( \Delta t \in (0, \Delta t^*) \).
The proof is similar to the one stated in [24]. One first shows that

\[ \int_{x} |U(x, 0)|^2 dx = \int_{x} |U(x, \Delta t_f)|^2 dx = \int_{x} |U(x, \Delta t_f - \Delta t_b)|^2 dx = \int_{x} |U(x, \Delta t)|^2 dx, \]

and then the result follows.

### 3.1.2. An efficient implementation

Indeed the above algorithm can resolve the solution using a smaller time step by relaxing the lower bound (10). The approach, on the other hand, significantly increases the error due to the Taylor expansion since the error is cumulative in the time marching. To reduce the error in the final solution, intuitively we need to avoid the coupling between the forward and the backward steps. In this proposed numerical scheme, we first compute the global-in-time solution using the forward step (9) until the final time \( T \). This step is the same as discussed in [24]. Then we fill the gap in the timeline between two adjacent time steps using the backward step (13) as discussed before. Fig. 2 shows systematically how the scheme works.

### 3.2. An ADE method for the nematic field

In this section, we consider various numerical approaches to the elliptic equation for the nematic field. We recall that the coupled system does not in general guarantee the uniqueness in the solution. In particular, the nonlinear elliptic equation (2) has a trivial solution \( \theta = 0 \). Furthermore, it is still an important open question to answer whether the non-trivial solution to the nonlinear system is a unique one. Therefore, if we apply the typical Newton-type approach to the elliptic equation to solve the nonlinear system, the iteration will converge to a solution depending on the initial condition and also the Jacobian of the system. We will demonstrate this later in Section 4.2.1.

Instead, we introduce an artificial time \( t \) to the nematic equation and look for the steady state solution,

\[ \frac{\partial \theta}{\partial t} = \left( \frac{\partial^2}{\partial z^2} + \Delta_\perp \right) \theta + |U|^2 \sin 2\theta, \tag{14} \]

for a given intermediate solution \( U = U^k \) to the parabolic wave equation. The initial condition for this artificial time-dependent equation is given by \( \theta(x, z, t = 0) = 1 \) for interior points in the computational domain while the boundary condition satisfies the original boundary condition for the nonlinear elliptic equation, i.e. \( \theta(x, z, t) = 0 \). Clearly an explicit time marching method will be undesirable since we are looking for the solution at a large time. To design a computationally efficient approach, one might discretize the equation using an implicit method. For example, applying the backward Euler method in time, we obtain \( \bar{\theta}^{n+1} \) by solving

\[ (I - \Delta t \Delta) \bar{\theta}^{n+1} = \bar{\theta}^n + \Delta t |U|^2 \sin 2\bar{\theta}^n \tag{15} \]

with the initial condition \( \bar{\theta}^0 = \theta^{k-1} \) and \( n \) is the index for the iteration corresponding to the artificial time \( t \). Once we have the steady state solution, we assign \( \bar{\theta}^k = \bar{\theta}^\infty \). To invert the linear operator \( (I - \Delta t \Delta) \), one can use any well-developed method like SOR method or alternating direction implicit (ADI) scheme or preconditioned conjugate gradient (PCG) based on FFT. However, instead of implementing these methods, we propose to use the ADE method which is unconditionally stable yet explicit. The algorithm is shown below.
Algorithm (ADE for two dimensional nematic equation).

1. Initialize $n = 0$.
2. Set $u_{i,j}^0 = \theta_{i,j}^0$, $v_{i,j}^0 = \phi_{i,j}^0$, $w_{i,j}^0 = \psi_{i,j}^0$, and $r_{i,j}^0 = \rho_{i,j}^0$ for $i, j = 1, \ldots, N$.
3. For $i = 1, 2, \ldots, N$ and $j = 1, 2, \ldots, N$, solve
   \[
   \begin{align*}
   &v_{i,j}^{n+1} - v_{i,j}^n = \frac{1}{\Delta t} \left( u_{i-1,j}^{n+1} - u_{i,j}^{n+1} + u_{i+1,j}^{n+1} - u_{i,j}^{n+1} + u_{i,j-1}^{n+1} - u_{i,j}^{n+1} + u_{i,j+1}^{n+1} - u_{i,j}^{n+1} \right) + |U_{i,j}|^2 \sin 2\theta_{i,j}^n;
   \end{align*}
   \]
4. For $i = N, N-1, \ldots, 1$ and $j = N, N-1, \ldots, 1$, solve
   \[
   \begin{align*}
   &v_{i,j}^{n+1} - v_{i,j}^n = \frac{1}{\Delta t} \left( u_{i+1,j}^{n+1} - u_{i,j}^{n+1} + u_{i,j+1}^{n+1} - u_{i,j}^{n+1} + u_{i,j-1}^{n+1} - u_{i,j}^{n+1} \right) + |U_{i,j}|^2 \sin 2\theta_{i,j}^n;
   \end{align*}
   \]
5. For $i = N, N-1, \ldots, 1$ and $j = 1, 2, \ldots, N$, solve
   \[
   \begin{align*}
   &w_{i,j}^{n+1} - w_{i,j}^n = \frac{1}{\Delta t} \left( w_{i-1,j}^{n+1} - w_{i,j}^{n+1} + w_{i+1,j}^{n+1} - w_{i,j}^{n+1} + w_{i,j+1}^{n+1} - w_{i,j}^{n+1} \right) + |U_{i,j}|^2 \sin 2\theta_{i,j}^n;
   \end{align*}
   \]
6. For $i = N, N-1, \ldots, 1$ and $j = 1, 2, \ldots, N$, solve
   \[
   \begin{align*}
   &r_{i,j}^{n+1} - r_{i,j}^n = \frac{1}{\Delta t} \left( r_{i+1,j}^{n+1} - r_{i,j}^{n+1} + r_{i,j+1}^{n+1} - r_{i,j}^{n+1} + r_{i,j-1}^{n+1} - r_{i,j}^{n+1} \right) + |U_{i,j}|^2 \sin 2\theta_{i,j}^n;
   \end{align*}
   \]
7. Compute
   \[
   \theta_{i,j}^{n+1} = \frac{v_{i,j}^{n+1} + v_{i,j}^n + w_{i,j+1}^{n+1} + w_{i,j-1}^{n+1}}{4}.
   \]
8. Set $n = n + 1$ and go to step 2 until converges.

4. Numerical examples

In the following sections, we are going to demonstrate the effect of the modification made in the fast Huygens sweeping method and also the application to NLC modeling. In Section 4.1, we will consider the linear Schrödinger equation and demonstrate the use of the modification made in the Fast Huygens sweeping method. Then we will illustrate the numerical solutions of 2D and 3D paraxial models in Section 4.2 and Section 4.3, respectively.

4.1. Examples on the modified fast Huygens sweeping method

4.1.1. Single free-space Gaussian

In this case, we apply the modified fast Huygens sweeping method to simulate the evolution of a free space Gaussian, i.e. $V(x) = 0$ and with an initial condition given by

\[
\psi(x, 0) = \frac{1}{\sqrt{\sqrt{\pi} d^2}} \exp \left( -\frac{(x-x_0)^2}{2d^2} \right) \exp \left( i p_0 \frac{x}{\hbar} \right)
\]

where $p_0 = 0.1$, $d = 0.1$ and $x_0 = -0.5$. We consider $\hbar = 2^{-16}$ with final time $T = 8$. The timestep chosen is $\Delta t = \Delta t^* / 5$. Fig. 3 shows the error in the position density $\int |\psi| dx$ at all intermediate times. We can see that the magnitude of the error is of $O(10^{-11})$. Note that since the potential is constant, the Taylor expansion approximations for the eikonsals and amplitudes are actually exact; see the appendix for further details. These numerical errors may simply come from numerical quadratures in numerical integrals. These results are similar to those in [24].

4.1.2. Interaction of two Gaussians

We demonstrate how two free Gaussian pulses ($V = 0$) move towards each other and interact when they coincide. In this case we are considering $V(x) = 0$ with $\hbar = 2^{-17}$ for $T = 10$ and $N = 2^{17}$. The timestep chosen here is $\Delta t = \Delta t^* / 5$ and the initial condition is chosen to be

\[
\psi(x, 0) = \psi_+(x, 0) + \psi_-(x, 0),
\]

where

\[
\psi_+(x, 0) = \frac{1}{\sqrt{\sqrt{\pi} d^2}} \exp \left( -\frac{(x-x_0)^2}{2d^2} \right) \exp \left( i p_0 \frac{x}{\hbar} \right)
\]
Fig. 3. (Section 4.1.1) Numerical error in $\int |\psi|^2 \, dx$ in time using $N = 2^{17}$ to $2^{20}$.

Fig. 4. (Section 4.1.2) (a) Solutions at $t = k\Delta t$ with $k = 0, 1, \ldots, 10$. The solution obtained in the first two iterations using the fast Huygens sweeping method are plotted in blue. (b) Error in $\int |U|^2 \, dx$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

$\psi(x, 0) = \frac{0.5}{\sqrt{\pi} d^2} \exp \left( -\frac{(x - x_+)^2}{2d^2} \right) \exp \left( \frac{ixp_-}{\hbar} \right)$

and $p_\pm = \pm 0.1$, $x_\pm = \pm 0.25$, and $d = 0.1$.

Fig. 4(a) shows the solutions at $t = 0, 1, \ldots, 10$. Comparing to the original approach which gives solutions only at $t = 5$ immediately, we can now see the solution profile of the wave function $\psi$ at the time when the two Gaussians collide. Fig. 4(b) shows the corresponding error in $\int |\psi|^2 \, dx$ at each $t$. The reference solution for this case is exact and we can see that the order of the error is of $10^{-11}$ which show similar behavior as in Example 4.1.1.

4.1.3. Single Gaussian in the cosine-quadratic potential

We consider the non-trivial potential $V(x) = \frac{1}{8} \cos(2\pi x) + \frac{x^2}{2}$ with $\hbar = 1/256\pi$ and we would like to obtain the numerical solution at the final time $T = 2$ using the time step $\Delta t = \Delta t^* / 4$. The initial condition is chosen to be

$\psi(x, 0) = \frac{1}{\sqrt{\sigma \sqrt{2\pi}}} \exp \left( -\frac{x^2}{4\sigma^2} \right)$

with $\sigma = 0.1$. Fig. 5 shows the solution at the final time using different mesh points.

Since the potential is non-constant, the analysis in the appendix shows that the Taylor expansion approximation is not exact. Because the error from the forward marching and the backward marching accumulate, the overall numerical error in the final solution using Algorithm 3.1.1 is larger than those obtained as demonstrated in [24]. Nevertheless, as we increase $N$, the numerical solution does converge to the reference solution, as demonstrated in Fig. 5.
4.1.4. Conservation of energy

In this example, we consider the energy conservation property \( \int |U| dx = 1 \) as discussed in Theorem 3.1. We consider the non-trivial potential \( V(x) = \frac{1}{\hbar} \cos(2\pi x) \) with \( \hbar = 1/256\pi \) and we would like to obtain the numerical solution at the final time \( T = 8 \) using the time step \( \Delta t = \Delta t^* / 2 \). The initial condition is chosen to be

\[
\psi(x, 0) = \frac{1}{\sqrt{\sigma \sqrt{2\pi}}} \exp \left( -\frac{x^2}{4\sigma^2} \right)
\]

with \( \sigma = 0.1 \). We compute the error in the solution obtained at each time step using both algorithms as discussed in Section 3.1.1 and Section 3.1.2. For the original Fast Huygens Sweeping algorithm as discussed in Section 2.2, readers are referred to Figure 4.13 in [24]. In Fig. 6b, the error for \( N = 2^{20} \) is not illustrated due to insufficient storage capacity.

Figs. 6c and 6d are used to compare the performance of the algorithms in Section 3.1.1 and Section 3.1.2. To make a comparison, we have plotted the errors from the algorithms in Section 3.1.1 and Section 3.1.2 in Fig. 6d. We have in the figure that \( \Delta t = \Delta t^* / 2 \) using the proposed algorithm as discussed in Section 3.1.2 and \( \Delta t = \Delta t^* / 2, \Delta t^* / 4, \Delta t^* / 8 \) using the algorithm as discussed in Section 3.1.1 with all computations performed with \( N = 2^{17} \). We can see that the errors from the algorithm in Section 3.1.1 grows significantly with time. To further compare the errors using the algorithm discussed in Section 3.1.2, Fig. 6c shows errors computed with \( \Delta t = \Delta t^* / 2, \Delta t^* / 4 \) and \( \Delta t^* / 8 \). We can see that the errors of solutions computed by Algorithm 3.1.2 are of similar orders with different refinements.

4.2. Two dimensional examples

In this section, we are going to test the proposed algorithms on modeling the propagation of beams in nematic crystals. We denote \( Z = \max(z) \) which is similar to the final time in the Schrödinger equation.
Fig. 6. (Section 4.1.4) Error of the energy conservation property in Example 4.1.4 with various $N$. (a) Algorithm 3.1.1 and (b) Algorithm 3.1.2. (c) Algorithm 3.1.2 with different refinement and $N = 2^{17}$. (d) Algorithm 3.1.2 and 3.1.1 with different refinement and $N = 2^{17}$.

Table 1 (Section 4.2.1) (a) The computational time $T(A_m, N)$ (in seconds) used for cases of different initial amplitude $A_m$, the number of mesh points $N$ in solving the parabolic wave equation and (b) the ratios in the computational time.

<table>
<thead>
<tr>
<th>$A_m$</th>
<th>$N$</th>
<th>$2^{16}$</th>
<th>$2^{17}$</th>
<th>$2^{18}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.7</td>
<td>32.9</td>
<td>130.3</td>
<td>558.9</td>
<td></td>
</tr>
<tr>
<td>3.75</td>
<td>27.7</td>
<td>105.3</td>
<td>443.2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14.1</td>
<td>48.5</td>
<td>187.7</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10.8</td>
<td>36.2</td>
<td>160.6</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9.6</td>
<td>39.8</td>
<td>160.0</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>14.1</td>
<td>50.7</td>
<td>185.7</td>
<td></td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>$A_m$</th>
<th>$T(A_m, 2^{17})/T(A_m, 2^{16})$</th>
<th>$T(A_m, 2^{18})/T(A_m, 2^{17})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_m = 3.7$</td>
<td>4.28931</td>
<td>4.29831</td>
</tr>
<tr>
<td>$A_m = 3.75$</td>
<td>4.20951</td>
<td>4.20951</td>
</tr>
<tr>
<td>$A_m = 4$</td>
<td>3.87294</td>
<td>3.87294</td>
</tr>
<tr>
<td>$A_m = 7$</td>
<td>4.43953</td>
<td>4.43953</td>
</tr>
<tr>
<td>$A_m = 9$</td>
<td>4.02425</td>
<td>4.02425</td>
</tr>
<tr>
<td>$A_m = 12$</td>
<td>3.66626</td>
<td>3.66626</td>
</tr>
</tbody>
</table>

4.2.1. Single incident beam propagating in the NLC

This example is taken from [27]. We consider a single incident beam with $k = 10000, \alpha = 0.1, N_x = 2^{18}, N_\theta = 513$ and $Z = 10$. The initial condition is chosen to be

$$U(x, 0) = 12 \exp\left\{-(16x)^2\right\}$$
Fig. 7. (Section 4.2.1) Example in [27] with $k = 10000$, $\alpha = 0.1$, $N_x = 2^{18}$, $N_y = 257$, $T = 10$. $U(x, 0) = 12\exp\left(-16x^2\right)$.

which is a single Gaussian profile centered at the origin. Fig. 7 shows the numerical solution obtained by our proposed algorithm. We observe the effects of self-focusing at around $z = 7.5$ (with $k = 10000$ and the initial amplitude $A_m = 12$). It is known that this effect is due to the reorientation of the NLC rod-like molecules (change in $\theta$) [5,2,10,14,35]. In the following examples, we will vary the initial amplitudes $A_m$, frequency $k$, number of beams, color and position using the proposed algorithm. The computational time for example in [27] is given by Table 1. Although we cannot prove the computational complexity for the whole algorithm due to the complicated procedures, we can look at the computational time numerically. From Table 1, we see that the ratios $N_3/N_2$ and $N_2/N_1$ are approximately 4. This suggests numerically that the computational complexity of the whole procedure is approximately $O(N^2)$.

For the elliptic equation (2), we have also computed the solution using the Newton’s method. Although the solution converges with fewer iterations, it might converge to a physically irrelevant one. The solution profiles using the Newton’s method are shown in Fig. 8 as a comparison. We found that this solution is not usually observed in physical experiments.

4.2.2. Single incident beam propagating in the NLC in a larger domain using the Algorithm in Section 2.2

Varying the initial amplitude Because of the efficiency in the algorithm, we are now able to study the large $z$ interaction of the beam with the nematic crystal. Here we follow [27] and carefully study the behavior of the solution as we modify the initial amplitude. The parameters are chosen to be the same as those in Fig. 7 but with different initial amplitudes. The choice of the initial amplitudes $A_m$ is the same as that in [27] for easier comparison. We have then obtained the same
Example in [27] with \( k = 10000, \alpha = 0.1, N_x = 2^{18}, N_y = 257, T = 10 \), \( U(x, 0) = 12 \exp[-(16x)^2] \) using Newton’s method. (a) Numerical results of \(|U|\) in (1) using Newton’s method. (b) Numerical results of \( \theta \) in (2) using Newton’s method. (c) Numerical results of \( \theta \) in (1) and (2) using Newton’s method.

The solution profile as that in [27] when using the ADE method for computing the elliptic equation (2). We obtain the solution in \((x, z) \in [-1, 1] \times [0, 30]\) and the initial amplitudes \( A_m = 3, 5, 9, 11, 16, \) and 20. The initial condition is chosen to be

\[
U(x, 0) = A_m \exp[-(16x)^2],
\]

which is a single Gaussian profile centered at the origin with a desired amplitude \( A_m \).

Fig. 9 shows the numerical solution from different \( A_m \). We see that the separating distance between the focal spots and the intensity magnitude of the focal spots are increased with respect to the initial amplitude of the beam.

In order to have a distorted state of a nematic liquid crystal, intensity must be higher than the critical value of the total intensity. The directors of the nematic liquid crystal cells are distorted through a supercritical bifurcation. This bifurcation is called the Frederiks (Fréedericksz) transition which is a characteristic feature of nematic optics. Beyond this transition, one can easily identify three stages in developing the distorted structure: (i) a distinctive narrowing of the beam by forming focal spots, (ii) an off-axis wandering of the beam by the so-called undulation, and (iii) a break-up into a multiple-beam structure leading to the filamentation [26]. Mathematically, this Frederiks transition is known to occur at \( I = 1 \) with

\[
I = \int |U(x, z = 0)|^2 dx = \frac{A_m^2}{16} \sqrt{\frac{\pi}{2}}.
\]
Fig. 9. (Section 4.2.2) Zoom-in solutions of Self-focusing in one optical beam with different initial amplitudes ($A_{in}$), where $k = 10000$, $\alpha = 0.1$, $N_x = 2^{18}$, $N_\theta = 513$, $Z = 30$ and $U(x, 0) = A_{in} \exp[-(16x)^2]$.

where $I$ is the total intensity of the beam for the incoming beam [27]. These theoretical results are evaluated by imposing an ideal situation of the electric field $U = I\delta(x)$ which is independent of the longitudinal direction $z$ [26]. With such assumptions, the nematic equation becomes a boundary value ODE and yields an estimate

$$\theta^\pm(x) = \max(\theta)(1 \mp x),$$

where the $+$ and $-$ sign denote $x$ in the domains $[0, 1]$ and $[-1, 0]$, respectively, and $\max(\theta)$ satisfies

$$I = \frac{2 \max(\theta)}{\sin 2 \max(\theta)} \geq 1,$$

(17)
for the distortion of $\theta$ to take place. In the numerical experiments, it is shown that the phenomenon of self-focusing only occurs when the initial amplitude of the optical beam exceeds a certain value. This value is somewhere between 3.5 to 4. In fact, $I \approx 1.07 \ (A_m \approx 3.7)$ according to [27] which agrees with our results as shown in Fig. 10a. The theoretical estimate in Fig. 10 is calculated using both (16) and (17). Fig. 10b is the bifurcation diagram in [26] based on both the numerical and theoretical results. Fig. 10 indicates that $\theta = \frac{\pi}{2}$ is the upper bound of $\theta$.

**Varying the wave number** In this example, we compare the numerical solution using the initial condition

$$U(x, 0) = A_m \exp\left[-(16x)^2\right]$$

with a fixed initial amplitude $A_m = 12$ in the computational domain $(x, z) \in [-1, 1] \times [0, 30]$ with $\alpha = 0.1$, $N_x = 2^{18}$ and $N_\theta = 513$. We seek the change in the behavior of the solution as we increase the wave number $k$ ranging from 15000 to 50000. The numerical solutions are shown in Fig. 11. We have the following observations.

**Observation 4.1.** The separating distances between the focal spots approximately stay the same with respect to the increase in the wave number.

**Observation 4.2.** As we increase the wave number, the resolution in the solution reduces.

Observation 4.2 is due to the lower bound (10) because of the increase of $k$ (i.e. smaller $h$). A hyperbolic secant function is chosen in [36,37]. The original Fast Huygen Sweeping algorithm as discussed in Section 2.2 can also be used for this case and the resulting solution is different from that of using an initial Gaussian profile but a similar conclusion can be drawn. See [36,37] for further details and we do not illustrate the solutions here. An improved scheme is proposed to compute the solution $U$ at those $z$ within the lower bounds and thereby increase the resolution. We will further investigate this property in Section 4.2.3.

Fig. 11 shows the converged solutions of $|U|$ with the initial Gaussian profile. In Fig. 11, we can observe that the separating distances between the focal spots approximately stay the same with respect to the increase in the wave number. The time step that we have chosen to compute for the parabolic equation using the original Fast Huygens Sweeping Algorithm as discussed in Section 2.2 is the one that just exceeds the lower bound $\Delta t^e$ and is divisible by an integer $Z$. We can see from the plots that the resolution of the solution getting lower and lower due to the lower bound (10) because of the increase of $k$ (i.e. decrease in $h$).

### 4.2.3. Numerical solutions by the proposed numerical scheme

In the examples mentioned, we are using the original Fast Huygen Sweeping algorithm as discussed in Section 2.2 to compute the numerical solutions. The numerical scheme for the parabolic equation is the original Fast Huygens Sweeping algorithm as discussed in Section 2.2 and that for the elliptic equation is the ADE method. As mentioned before, (10) gives a lower bound in $\Delta t$ when using the original Fast Huygens Sweeping algorithm as discussed in Section 2.2. This means that the solution profiles at $z$ within the interval are not available. Therefore we proposed Algorithm 3.1.2 to tackle the problem. In this section, the original Fast Huygens Sweeping algorithm as discussed in Section 2.2 is used to solve the coupled PDE system. In Fig. 11 and figures in [27], the resolution of the solutions is low because of the limited number of mesh points in the $z$ direction. We attempt to fill the gap between the original mesh points using the original Fast Huygens Sweeping algorithm as discussed in Section 2.2. (See Fig. 2.)
Fig. 11. (Section 4.2.2) Zoom-in solutions of Self-focusing in one optical beam with different initial wave numbers \( k \), where \( \alpha = 0.1 \), \( N_x = 2^{18} \), \( N_\theta = 513 \), \( Z = 30 \) and the initial condition \( U(x, 0) = 12 \exp[-(16x)^2] \). (a) to (f): \( k = 15000, 25000, 35000, 40000, 45000 \) and 50000, respectively.

**Improvement in a small computational domain** In this section, we follow the results shown in figures in [27]. Algorithm 3.1.2 is used to fill the solution gap within the lower bound for \( z \) and \( \Delta t = \Delta t^* / 4 \). Fig. 12 shows the converged solutions \( |U| \) for different initial amplitudes for the beam \( A_m = 3.7, 3.75, 4, 7, 9, 12 \). The parameters are \( \alpha = 0.1 \), \( N_x = 2^{18} \), \( N_\theta = 513 \) for \( A_m = 12 \) and \( N_\theta = 257 \) for the other \( A_m \)'s, \( k = 10000 \), \( Z = 10 \). One can also tune the maximum number of sweeps in each iteration of the ADE method (chosen to be 100 here). The initial condition is chosen to be

\[
U(x, 0) = A_m \exp[-(16x)^2],
\]

which is a Gaussian profile centered at the origin.
We can see from Fig. 12 that the resolution of the solution profiles indeed increases in comparison to that in figures in [27]. For example, for $A_m = 3.7$, we can observe the tiny oscillations in $|U|$ around the beam center near the focal spot. To have a clearer understanding, we have plotted the longitudinal sections (at $x = 0$) of each solution in Fig. 13.

In Fig. 13, we can observe that the solutions filled by Algorithm 3.1.2 (red dots) matches with the original solution profile using the original Fast Huygens Sweeping algorithm as discussed in Section 2.2 (blue dots). These solutions (red dots) cannot be obtained by interpolation and we will see this in Fig. 14 where we plot the real part of the solution $\text{Re}(U)$ instead of its magnitude $|U|$.
Fig. 13. (Section 4.2.3) Cross sections in Section 4.2.3 for \(|U|\) with (a) to (f): \(A_m = 3.7, 3.75, 4, 7, 9, 12\) respectively. Blue dots indicate the solutions computed using the original Fast Huygen Sweeping algorithm as discussed in Section 2.2 while red dots are the solutions computed using Algorithm 3.1.2. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

By using the gap filling algorithm (Algorithm 3.1.2), we are now able to compute the intermediate solutions which cannot be obtained by simple interpolation because of the observations of the overshooting points.

**Errors in the conservation of energy** In Fig. 15, we analyze the properties of the conservation of energy mentioned in Section 3.1. Although this property for the fast Huygens sweeping method is unknown for the nonlinear Schrödinger equation, we expect that it may hold for the simple paraxial model when the nonlinear effect is negligible (small \(A_m\)). Indeed from Fig. 15 we can see that when \(A_m\) increases so that it exceeds the Frederiks transition, the error increases significantly. Since the
self-focusing effect appears when the intensity goes beyond the Frederiks transition, this nonlinear effect of the PDE system increases and the error therefore increases as well.

Numerical experiments on the linear Schrödinger equation has also been done. The error in the energy conservation is found to be negligible for time-dependent potentials. The increase in errors shown in Fig. 15 is due to the nonlinearity in the equation. For a small initial amplitude like $A_m = 3.7$, the error is relatively lower. For the proposed scheme, oscillations are obtained in Fig. 15b which comes from the backward step in (13). As $z$ increases, the error in the original fast Huygens Sweeping algorithm as discussed in Section 2.2 and Algorithm 3.1.2 matches.
Improvement in the case of large wavenumbers $k$ In this section, we follow the results as shown in Fig. 11. Algorithm 3.12 is used to fill the solution gap within the lower bound for $z$ and $\Delta t = \Delta t^*/4$. Fig. 16 shows the converged solutions $|U|$ for different wavenumbers $k$ ranging from 15000 to 50000. The parameters chosen are $\alpha = 0.1$, $N_x = 2^{18}$, $N_y = 513$, $Z = 30$. One can also tune the maximum number of sweeps in each iteration of the ADE method (chosen to be 200 here). All we need are only the converged steady state solutions. The initial condition is chosen to be

$$U(x, 0) = 12 \exp\left[-(16x)^2\right],$$

which is a Gaussian profile centered at the origin.

We can see from Fig. 16 that the resolution of the solution profiles indeed increases compared with that in Fig. 11. To have a clearer understanding, we have plotted the cross section along $x = 0$ of each solution in Fig. 17.

Fredericks transition for the proposed numerical scheme In this section, we follow the analysis in Section 4.2.2 and numerical results are shown for the proposed scheme instead of the original Fast Huygens Sweeping algorithm as discussed in Section 2.2. In Fig. 10, the numerical results matches with the theoretical estimate for $\max(\theta)$. Fredericks Transition occurs at intensity of approximately 1. (See Fig. 18.)

4.2.4. Interaction of incident beams with the same color

In this section, numerical solutions of the simple paraxial model in the computational domain $(x, z) \in [-1.1] \times [0.3]$ are computed, where the initial condition is given by two input light beams of the same color. Two examples will be illustrated with the amplitude of the right beam held fixed. The first one is for a smaller intensity (amplitude) and the other one is for a larger intensity (amplitude).

Lower intensity In this example, we have fixed the intensity of the right beam such that $A_m = 3$. Numerical experiments in Section 4.2 show that there is no self-focusing effect for this amplitude in the case of a single beam. And we vary the initial amplitude of the left incident beam. The parameters chosen here are $\alpha = 0.1$, $N_x = 2^{18}$, $k_1 = k_2 = 10000$, $\beta_1 = \beta_2 = 1$ and $N_\theta = 257$. Fig. 19 shows the converged solutions $|U^{(j)}|$ for different amplitudes when the left beam $A_m$ varies from 3 to 12. All we need are only the converged steady state solutions. The initial condition is chosen to be

$$U^{(1)}(x, 0) = A_m \exp[-16^2 (x + 0.25)^2] \text{ and } U^{(2)}(x, 0) = 3 \exp[-16^2 (x - 0.25)^2],$$

which are two Gaussian profiles centered at $x = -0.25$ and $x = 0.25$, respectively.

Higher intensity In this example, we have fixed the intensity of the right beam such that $A_m = 12$. Numerical experiments in Section 4.2 show that there is self-focusing effect for this amplitude in the case of a single beam. And we vary the initial amplitude of the left beam. The parameters chosen here are $\alpha = 0.1$, $N_x = 2^{18}$, $k_1 = k_2 = 10000$, $\beta_1 = \beta_2 = 1$ and $N_\theta = 257$. Fig. 20 shows the converged solutions $|U^{(j)}|$ for different amplitudes when the left beam $A_m$ varies from 3 to 12. All we need are only the converged steady state solutions. The initial condition is chosen to be

$$U^{(1)}(x, 0) = A_m \exp[-16^2 (x + 0.25)^2] \text{ and } U^{(2)}(x, 0) = 4 \exp[-16^2 (x - 0.25)^2],$$

which are two Gaussian profiles centered at $x = -0.25$ and $x = 0.25$, respectively.

We can observe from the numerical results that both beams are mutually affecting each other. When the amplitude or position of one beam varies, the solution profile of the other beam changes.
Fig. 16. (Section 4.2.3) Zoom-in solution computed for different wavenumber with the parameters $\alpha = 0.1, N_x = 2^{18}, N_\theta = 513, Z = 30$. The initial profiles are given by $U(x, 0) = 12 \exp[-(16x)^2], \Delta t = \Delta t^*/R$ where $R = \text{floor}(k/10000)$. (a) to (f): $k = 15000, 25000, 35000, 40000$ and $50000$, respectively.

4.2.5. Interaction of incident beams with different colors

We first consider the numerical solutions of the simple paraxial model in the computational domain $(x, z) \in [-1, 1] \times [0, 30]$, where the initial condition is given by two input light beams of different colors. Two examples will be illustrated with the amplitude of the right beam held fixed. The first one is for a smaller intensity (amplitude) and the other one is for a larger intensity (amplitude).

Lower intensity In this example, we have fixed the intensity of the right beam such that $A_{00} = 3$. Numerical experiments in Section 4.2 show that there is no self-focusing effect for this amplitude in the case of a single beam. And we vary the initial
Cross sections in Section 4.2.3 with (a) to (f): $k = 15000, 25000, 35000, 40000, 45000$ and $50000$, respectively. Blue dots indicate the solutions computed using the original scheme original Fast Huygen Sweeping algorithm as discussed in Section 2.2 while red dots are the solutions computed using Algorithm 3.1.2. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 21 shows the converged solutions $|U_j|$ for different amplitudes when the left beam $A_m$ varies from 3 to 12. All we need are only the converged steady state solutions. The initial condition is chosen to be

$$U^{(1)}(x, 0) = A_m \exp[-16^2 (x + 0.25)^2]$$

and

$$U^{(2)}(x, 0) = 3 \exp[-16^2 (x - 0.25)^2],$$

which are two Gaussian profiles centered at $x = -0.25$ and $x = 0.25$, respectively.
Higher intensity In this example, we have fixed the intensity of the right beam such that \( A_m = 4 \). Numerical experiments in Section 4.2 show that there is self-focusing effect for this amplitude in the case of a single beam. And we vary the initial amplitude of the left beam. The parameters chosen here are \( \alpha = 0.1, N_x = 2^{18}, k_1 = 10000, k_2 = 8000, \beta_1 = 1, \beta_2 = 0.75 \) and \( N_0 = 257 \). Fig. 22 shows the converged solutions \(|U^{(j)}|\) for different amplitudes for the left beam \( A_m \) varies from 3 to 12. All we need are only the converged steady state solutions. The initial condition is chosen to be

\[
U^{(1)}(x, 0) = A_m \exp[-16^2 (x + 0.25)^2] \text{ and } U^{(2)}(x, 0) = 4 \exp[-16^2 (x - 0.25)^2],
\]

which are two Gaussian profiles centered at \( x = -0.25 \) and \( x = 0.25 \), respectively.

Same intensity with varying position In this example, we have fixed the intensity of both beams such that \( A_m = 3 \). Examples in the above show that there is no self-focusing effect for this amplitude in the case of a single beam. And we vary the position of the beams. The parameters chosen here are \( \alpha = 0.1, N_x = 2^{18}, k_1 = 10000, k_2 = 8000, \beta_1 = 1, \beta_2 = 0.75, Z = 30 \) and \( N_0 = 257 \). Fig. 23 shows the converged solutions \(|U^{(j)}|\) with different centre positions \( x = -x_0 \) and \( x = x_0 \), where \( x_0 \) varies from 0.03 to 0.19. We are interested in steady state solutions. The initial condition is chosen to be

\[
U^{(1)}(x, 0) = 3 \exp[-16^2 (x + x_0)^2] \text{ and } U^{(2)}(x, 0) = 3 \exp[-16^2 (x - x_0)^2],
\]

which are two Gaussian profiles centered at \( x = -x_0 \) and \( x = x_0 \), respectively.

4.3. Three dimensional examples

Because of the computational cost, most numerical results are done in two dimensions only. In this section, we demonstrate the efficiency of the proposed scheme for the paraxial model by showing some three dimensional computations with different parameters. Fig. 24 and Fig. 25 show the results of one beam and two beams, respectively, which agree with the observations in the two-dimensional examples.

5. Conclusion

In this paper, we have proposed a new method for simulating the evolution of light beams in nematic liquid crystals as modeled by (1) and (2). It is a coupled PDE system which consists of a parabolic PDE and an elliptic PDE. We follow the Fast Huygens Sweeping method proposed in [24] to solve the parabolic PDE and the Alternating Direction Explicit method [17,4,18] to solve the elliptic PDE. We have followed the original Fast Huygens Sweeping algorithm as discussed in Section 2.2 such that the parabolic PDE can be computed in an efficient way and the elliptic equation can be computed in an unconditionally stable way. Several numerical results have shown that the effect of self-focusing occurs when the amplitude (intensity) exceeds a certain threshold depending on the Fredericks transition. It is observed that the separation distances between focal spots and the number of focal spots increase as the initial amplitude increases. When the wavenumber increases, the locations of the focal spots remain approximately the same. We also observed that the nematic field \( \theta \) is bounded above by \( \pi/2 \). We remove the lower bound in the original fast Huygens Sweeping Method as discussed in Section 2.2 by Algorithm 3.12. In the case of two beams, both beams will influence each other such that the critical value of Fredericks transition for a single beam is no longer valid. Finally, we have also illustrated the errors in the conservation of energy, and numerical results in two- and three-dimensional spaces demonstrate the efficiency of the overall algorithm.
Fig. 19. (Section 4.2.4) Intersection of two-color optical beams with $\alpha = 0.1$, $N_x = 2^{18}$, $k_1 = 10000$, $k_2 = 10000$, $\beta_1 = \beta_2 = 1$, $Z = 30$, and initial profiles given by $U^{(1)}(x, 0) = A_m \exp[-162 (x + 0.25)^2]$ and $U^{(2)}(x, 0) = 3 \exp[-162 (x - 0.25)^2]$. (a) Initial conditions for the iterations and (b) converged $|\sum_j U^{(j)}|$ and $\theta$. (a) to (f): $A_m = 3, 4, 6, 8, 10$ and 12, respectively.
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Fig. 20. (Section 4.2.4) Intersection of two-color optical beams with $\alpha = 0.1$, $N_x = 2^{18}$, $k_1 = 10000$, $k_2 = 10000$, $\beta_1 = \beta_2 = 1$, $T = 30$, and initial profiles given by $U^{(1)}(x, 0) = A_m \exp[-16^2 (x + 0.25)^2]$ and $U^{(2)}(x, 0) = 12 \exp[-16^2 (x - 0.25)^2]$. Converged $|U^{(j)}|$ with varying initial amplitudes of the beams.

(a) to (f): $A_m = 3, 4, 6, 8, 10$ and $12$, respectively.

Appendix A. Taylor expansion approximations for the eikonals and amplitudes

In the problem formulation, we have computed the Green’s function asymptotically to obtain the semi-classical solution after we substituted the WKBJ ansatz into the Schrödinger equation. Consequently, we have obtained the following set of equations with $\xi$ as the momentum variable used in the convolution integral:
Fig. 21. (Section 4.2.5) Converged $|U^{(j)}|$ for the intersection of two-color optical beams with $\alpha = 0.1$, $N_x = 2^{18}$, $k_1 = 10000$, $k_2 = 8000$, $\beta_1 = 1$, $\beta_2 = 0.75$, $Z = 30$, and initial profiles given by $U^{(1)}(x, 0) = A_m \exp[-16^2(x + 0.25)^2]$ and $U^{(2)}(x, 0) = 3 \exp[-16^2(x - 0.25)^2]$. (a) to (f): $A_m = 3, 4, 6, 8, 10$ and $12$, respectively.

\[ \tau_t + V(x) + \frac{1}{2} |\nabla \tau|^2 = 0, \quad t > t_0, \]
\[ \tau(x, t_0; \xi) = x \cdot \xi, \]
\[ A_t + \nabla \tau \cdot \nabla A + \frac{1}{2} \Delta \tau A = 0, \quad t > t_0. \]
Fig. 22. (Section 4.2.5) Converged $|U^{(j)}|$ for the intersection of two-color optical beams with $\alpha = 0.1$, $N_x = 2^{18}$, $k_1 = 10000$, $k_2 = 8000$, $\beta_1 = 1$, $\beta_2 = 0.75$, $Z = 30$, and initial profiles given by $U^{(1)}(x, 0) = A_m \exp\{-162 (x + 0.25)^2\}$ and $U^{(2)}(x, 0) = 4 \exp\{-162 (x - 0.25)^2\}$. (a) to (f): $A_m = 3, 4, 6, 8, 10$ and 12, respectively.

Then we approximate the amplitude and phase functions using the Taylor expansion so as to obtain analytic formulae for the convolution. To avoid confusion with the Laplacian, we write $t$ instead of $\Delta t$ here. For small time $t$, expand both the phase and amplitude functions using the Taylor series in time:

$$A(x, t_0; \xi) = 1.$$
Fig. 23. (Section 4.2.5) Intersection of two-color optical beams with $\alpha = 0.1, N_x = 2^{18}, k_1 = 10000, k_2 = 8000, \beta_1 = 1, \beta_2 = 0.75, Z = 30$, and initial profiles given by $U^{(1)}(x, 0) = 3 \exp\left[-162(x + x_0)^2\right]$ and $U^{(2)}(x, 0) = 3 \exp\left[-162(x - x_0)^2\right]$. Converged $|U^{(j)}|$ with varying separation distance between the beams. (a) to (f): $x_0 = 0.19, 0.17, 0.15, 0.11, 0.07$ and $0.03$, respectively.
Fig. 24. (Section 4.3) Optical self-focusing in three dimensions with $k = 256$, $N_x = 2^{11}$, $N_y = 65$ and initial profile given by $U(x, 0) = 12 \exp[-8^2 (x^2 + y^2)]$.

(a) Intensity of the incident beam at the initial time when there is no nonlinear effect from the NLC. (b–e) The steady state solutions of the intensity and $\theta$.

(b) $\alpha = 0.05$, (c) $\alpha = 0.10$, (d) $\alpha = 0.15$ and (e) $\alpha = 0.20$. 
Using (8), we obtain
\begin{align*}
A_1(x, t; \xi) &= A_1(x, \xi) t + A_2(x, \xi) t^2 + O(t^3), \\
t_1(x, t; \xi) &= x \cdot \xi + \tau_1(x, \xi) t + t_2(x, \xi) t^2 + O(t^3). \\
(18)
\end{align*}

Using (8), we obtain
\begin{align*}
A_1(x, t; \xi) &= A_1(x, \xi) + 2A_2(x, \xi) t + 3A_3(x, \xi) t^2 + \ldots, \\
\nabla A(x, t; \xi) &= \nabla A_1(x, \xi) t + \nabla A_2(x, \xi) t^2 + \nabla A_3(x, \xi) + \ldots, \\
\nabla t_1(x, t; \xi) &= \xi + \nabla \tau_1(x, \xi) t + \nabla t_2(x, \xi) t^2 + \ldots, \\
\Delta t_1(x, t; \xi) &= \Delta \tau_1(x, \xi) t + \Delta t_2(x, \xi) t^2 + \ldots, \\
t_1(x, t; \xi) &= \tau_1(x, \xi) + 2\tau_2(x, \xi) t + 3\tau_3(x, \xi) t^2 + \ldots, \\
\|\nabla t_1(x, t; \xi)\|^2 &= \|\xi\|^2 + 2\xi \cdot \nabla t_1(x, \xi) t + \left(\|\nabla \tau_1(x, \xi)\|^2 + 2\xi \cdot \nabla t_2(x, \xi) t^2 + \ldots\right). \\
(19)
\end{align*}

Now we insert the expansions (19) into (5) and (7), and collect the terms of the same order. For the first few terms we obtain,
\begin{align*}
t_1(x, \xi) &= -V(x) - \frac{1}{2} \|\xi\|^2, \\
t_2(x, \xi) &= \frac{1}{2} \xi \cdot \nabla V(x), \\
\tau_3(x, \xi) &= -\frac{1}{6} \left[\|\nabla V(x)\|^2 + \xi \cdot \nabla (\xi \cdot \nabla V(x))\right], A_1(x, \xi) = 0, \\
A_2(x, \xi) &= \frac{1}{4} \Delta V(x), A_3 = -\frac{1}{6} (\nabla (\Delta V(x)) \cdot \xi).
\end{align*}

Recursively, we get the following formulae for the coefficients.

If \(p\) are integers such that \(p \geq 3\):

For an odd \(p\) such that \(p = 2q + 1\),
\begin{align*}
\tau_p &= -\frac{1}{2p} \|\nabla t_q\|^2 - \frac{1}{p} \sum_{k=1}^{p-2} (\nabla \tau_k \cdot \nabla \tau_{p-1-k}) - \frac{1}{p} \xi \cdot \nabla \tau_{p-1}. \\
(20)
\end{align*}

and for an even \(p\):
\begin{align*}
\tau_p &= -\frac{1}{p} \sum_{k=1}^{p-2} (\nabla \tau_k \cdot \nabla \tau_{p-1-k}) - \frac{1}{p} \xi \cdot \nabla \tau_{p-1}. \\
(21)
\end{align*}
If $p$ are integers such that $p \geq 2$:

$$A_p = -\frac{1}{p} \left[ (\xi \cdot \nabla A_{p-1} + \frac{1}{2} \Delta \tau_{p-1}) + \sum_{l=1}^{p-2} (\nabla \tau_{p-1-l} \cdot \nabla A_l + \Delta \tau_l A_{p-1-l}) \right].$$  \hspace{1cm} (22)

From (20), (21) and (22), we can see that the value of each $\tau_p$ and $A_p$ depends recursively on the previous ones and the coefficients depend on $\nabla V$ only starting from the second coefficient. In particular, if the potential is constant, this Taylor expansion approximation should be exact with no truncation error.
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